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ABBREVIATIONS AND CONSTANTS

ABBREVIATIONS

ADC  analog-to-digital converter
CT   computed tomography
DTI  diffusion tensor imaging
FID  free induction decay
FOV  field of view
fMRI functional magnetic resonance imaging
FP   NMR field probe
GRE  gradient echo
LNA  low noise amplifier
MPT  Moiré phase tracking
MRI  magnetic resonance imaging
MRT  magnetic resonance tomography
NMR  nuclear magnetic resonance
PA   power amplifier
PCB  printed circuit board
Contents

PLL  phase-locked Loop

PMC  prospective motion correction

RF   radio frequency

RMSE root-mean-squared error

SD   standard deviation

SNR  signal-to-noise ratio

T/R  transmit/receive

UDP  User Datagram Protocol

CONSTANTS

\[
\begin{align*}
\hbar &= \frac{h}{2\pi} = 1.05 \times 10^{-34} \text{ m}^2\text{kg/s} & \text{Reduced Planck constant} \\
\gamma^{1H} &= 42.57 \text{ MHz/T} & \text{Gyromagnetic ratio } ^1\text{H} \\
\gamma^{19F} &= 40.05 \text{ MHz/T} & \text{Gyromagnetic ratio } ^{19}\text{F} \\
k_B &= 1.38 \times 10^{-23} \text{ J/K} & \text{Boltzmann constant}
\end{align*}
\]
1 SUMMARY

Magnetic Resonance Imaging (MRI) is a widely used imaging technology in medicine. Its advantages include good soft tissue contrast and the use of non-ionizing radiation in contrast to for example computed tomography (CT). One drawback are the long acquisition times that are needed. They depend on the diagnostic use case but are usually within the range of minutes. These long scan times make the images prone to patient motion during image acquisition which can lead to blurring or ghosting artifacts. Those artifacts might render the diagnostic value of the images useless which requires the image to be reacquired or the patient to be sedated before the scan to prevent motion artifacts. This is where motion correction comes into play. One can distinguish between retrospective and prospective motion correction (PMC) methods. Retrospective motion correction tries to improve image quality after the image acquisition by post-processing and possibly using additional motion tracking information, if available. Prospective motion correction relies on a motion tracking modality that is used to provide motion information to update imaging parameters during image acquisition. Both motion correction methods can also be used in combination with each other. This thesis, however, will focus on the implementation and validation of a system for prospective head motion correction.

The system consisted of four nuclear magnetic resonance (NMR) field probes using the design of Barmet et al. [1]. Those field probes were attached to the head and used to measure the spatiotemporal evolution of magnetic fields. By switching spatially varying magnetic fields, this information can be used to track the field probes’ positions and calculate the corresponding head motion in order to perform prospective motion correction.

The first step was the development and evaluation of a stand-alone system for signal
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transmission to and signal acquisition from the field probes. This stand-alone solution used microelectronic components and was needed to acquire field probe measurements independent of the MR scanner hardware. The second step was to improve the accuracy of position determination of the field probes. The position was determined by using linear magnetic field gradients which are applied on each spatial axis. Real gradients, however, have a characteristic nonlinear behavior which needed to be characterized and evaluated. This was done by using a single field probe in different known positions as well as by using a field camera consisting of 16 field probes. In the last step, the entire prospective motion correction system needed to be evaluated in different imaging scenarios and was finally compared against another PMC modality that employs an optical camera and a Moiré phase tracking (MPT) marker attached to the head.

The results show that prospective motion correction with NMR field probes is feasible and can, in most cases, compete with optical tracking. However, there are some drawbacks, some inherent to our implementation such as long calculation times and semi-rigid field probe fixation, some inherent to field probe tracking in general, such as insufficient knowledge of gradient behavior or the need to modify pulse sequence gradients. In some usage scenarios, e.g. when a direct line of sight from a camera to a marker or the face of the patient is not possible, the field probe might be advantageous but in other use cases, camera based systems might be the better and easier-to-use alternative.

Das entwickelte System bestand aus vier Kernspinresonanz-Magnetfeldsensoren (NMR field probes) nach dem Entwurf von Barmet et al. [1]. Diese Sensoren wurden am Kopf der Probanden befestigt und konnten die räumliche und zeitliche Veränderung des Magnetfeldes messen. Das Ziel war es, dadurch die Sensorpositionen zu bestimmen und die

Die Ergebnisse zeigen, dass prospektive Bewegungskorrektur mit NMR field probes möglich ist und in den meisten Fällen mit der optischen Methode mithalten kann. Es gibt jedoch Nachteile, wovon einige mit unserer speziellen Implementierung zusammenhängen, wie beispielsweise die langen Berechnungszeiten und die nicht ganz starre Befestigung der Sensoren am Kopf, und andere Nachteile, die mit dem generellen Funktionsprinzip der Sensoren einhergehen wie die ungenügende Kenntnis des Gradientenverhaltens oder die Notwendigkeit, die Pulsssequenzen am Kernspintomographen abzuändern. In manchen Anwendungsfällen können field probes jedoch auch Vorteile haben, beispielsweise wenn keine direkte Sichtverbindung zu einem Marker oder dem Gesicht des Patienten möglich ist, in anderen Fällen werden kamerabasierte Systeme jedoch oft die bessere Alternative sein, da sie einfacher zu handhaben sind.
3 SUMMARYED PUBLICATIONS

This dissertation is written as a cumulative thesis based on the following three publications. A comprehensive list of all publications can be found in the appendix.

Publication 1:

Publication 2:

Publication 3:
4 INTRODUCTION

This chapter will give a short introduction into nuclear magnetic resonance (NMR), magnetic resonance imaging (MRI), NMR field probes and head motion correction in MRI. A more detailed overview can be found for example in Levitt [2], Haacke et al. [3] and Robitaille et al. [4]. Parts of this introduction are also loosely following the elaborations on the theory of MRI that were compiled for my Diploma thesis [5].

4.1 NUCLEAR MAGNETIC RESONANCE

The main principle of NMR is the interaction of the nuclear spin $\vec{I}$ with an external magnetic field $\vec{B}_0$. For an interaction with the magnetic field the total nuclear spin has to be non-vanishing (i.e. $\vec{I} \neq 0$). This is the case if the number of protons and/or the number of neutrons in a nucleus is odd (e.g. in $^1\text{H}$, $^{19}\text{F}$ and $^{23}\text{Na}$).

With a given nuclear spin $\vec{I}$ there is a corresponding magnetic moment $\vec{\mu}$:

$$\vec{\mu} = \gamma \vec{I},$$

(4.1)

which is connected to the nuclear spin by the so called gyromagnetic ratio $\gamma$. The gyromagnetic ratio is an experimental constant which is a characteristic property of a certain nucleus.

According to quantum mechanics, the projection of $\vec{I}$ onto any axis (for example $z$) is

\begin{itemize}
  \item[1] In the context of MRI, the terms magnetic field strength and magnetic field always refer to the magnetic flux density $B$, not to the $H$-field which might be more correct historically and physically.
\end{itemize}
4 Introduction

quantized:

\[ I_z = m_I \hbar \]

with \( m_I = -I, -I+1, ..., I-1, I \) being the magnetic quantum number and \( \hbar \) the reduced Planck constant. For every \( m_I \) there is a corresponding eigenstate of the nucleus. So the total number of eigenstates is \( 2I + 1 \). If there is no external magnetic field, all eigenstates are associated with the same energy. If we introduce an external magnetic field (assumed being oriented along the \( z \)-axis, \( \vec{B}_0 = B_0 \hat{e}_z \)), however, there will be a splitting into \( 2I + 1 \) energy levels since the potential energy of a nuclear spin in a magnetic field is related to its magnetic moment \( \vec{\mu} \):

\[ E = -\vec{\mu} \cdot \vec{B}_0 = -\mu_z B_z = -\gamma m_I \hbar B_z. \]

This splitting of energy levels in the presence of a magnetic field is called Zeeman effect. The energy difference in between two levels can be calculated:

\[ \Delta E = \hbar \omega_0 \]

for a constant field \( \vec{B}_0 \). The frequency \( \omega_0 \) is the so called Larmor frequency, which is defined by the Larmor equation:

\[ \omega_0 = \gamma B_0 \quad (4.2) \]

The Larmor equation is the central equation for NMR since it describes the linear dependence of the frequency on the magnetic field.

Considering the Ehrenfest theorem, the expectation value of the magnetic moment \( \langle \vec{\mu} \rangle \) follows the laws of classical physics. Therefore, in a homogenous static magnetic field we can modify equation 4.1 to

\[ \langle \vec{\mu} \rangle = \gamma \vec{I} \]

\[ \vec{N} = \langle \vec{\mu} \rangle \times \vec{B}_0, \]
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with $\vec{N}$ being the torque on the nuclear spin. If we now use $\vec{N} = d\vec{I}/dt$ to connect those equations, we arrive at

$$\frac{d\langle \vec{\mu} \rangle}{dt} = \gamma \langle \vec{\mu} \rangle \times \vec{B}_0 = \gamma B_0 \langle \vec{\mu} \rangle \times \hat{e}_z = \omega_0 \langle \vec{\mu} \rangle \times \hat{e}_z.$$ 

This equation describes a precession of the expectation value of the magnetic moment $\langle \vec{\mu} \rangle$ around the axis of the static magnetic field, $\vec{B}_0$, with the Larmor frequency $\omega_0$.

Now we want to zoom out from inspecting a single nucleus and consider an assembly of spins on a macroscopic scale. We introduce a quantity called the magnetization $\vec{M}$.

The magnetization in a volume $V$ with $i$ nuclei and corresponding magnetic moments $\vec{\mu}_i$ is calculated as the mean value of the magnetic moments in that volume:

$$\vec{M} = \frac{1}{V} \sum \vec{\mu}_i.$$ 

For an assembly of spins in a strong external magnetic field, $\vec{B}_0 = B_0 \hat{e}_z$, the equilibrium magnetization is non-vanishing and also oriented in $\hat{e}_z$ direction. The nuclear spins tend to align along the magnetic field, since this configuration resembles a smaller potential energy as shown before. At room temperature, however, there is, according to Boltzmann statistics, only a small excess $\Delta N$ of spins aligned with the field. Their number can be calculated by

$$\Delta N \cong N \frac{\hbar \omega_0}{2k_b T} = N \frac{\hbar \gamma B_0}{2k_b T},$$

with $N$ being the total number of spins in the target volume, the Boltzmann constant $k_b$ and the temperature $T$. As one can see it is proportional to the strength of the static magnetic field. The spin excess at 1.5 Tesla for example is around 5 per million at body temperature [6]. But since (at least in proton experiments) the spin density is very high, the resulting macroscopic magnetization $M_0$ is still big enough to be detected.

If the interaction of the single nuclei with their environment is neglected one can form an equation for the variation of the magnetization:

$$\frac{d\vec{M}}{dt} = \gamma \vec{M} \times \vec{B}_{ext}. \quad (4.3)$$

In a real sample, however, two additional interaction effects come into play. One, is
the longitudinal relaxation which causes the longitudinal magnetization $M_z$ to return to the equilibrium state $M_0 \hat{e}_z$ through thermal interaction with other molecules. The corresponding time constant for the exponential relaxation is called $T_1$. The other effect is the transversal relaxation which describes a decay of transversal magnetization $\vec{M}_\perp$ due to dephasing of the individual magnetic moments of the nuclear spins due to their interactions with each other which causes microscopic variations in the magnetic environment experienced by each spin. The corresponding time constant for the exponential decay is $T_2$. If we consider additional inhomogeneities of the static magnetic field, we will get an even faster dephasing and a shorter apparent relaxation time called $T_2^*$. If these effects are taken into account, the time dependence of the magnetization for spin-1/2 nuclei can be described by the following set of differential equations first postulated by Felix Bloch [7]:

$$\frac{d\vec{M}(t)}{dt} = \gamma \vec{M}(t) \times \vec{B}_{\text{ext}}(t) + \frac{1}{T_1} (M_0 - M_z(t)) \hat{e}_z - \frac{1}{T_2} \vec{M}_\perp(t) \quad (4.4)$$

In the equilibrium state, however, there is no temporal change of the magnetization vector which could be detected by a nearby pickup coil. Thus, the magnetization vector has to be rotated towards the $x$-$y$ plane. This can be done by exciting the sample with an electromagnetic field perpendicular to the static field and oscillating with the corresponding Larmor frequency $\omega_L$, which (seen from the rotating frame) leads to a nutation of the magnetization towards the $x$-$y$ plane (Figure 4.1). The angle of this nutation is referred to as the flip angle $\alpha$. A coil is used for emitting these radio frequency (RF) pulses and the emitted magnetic field is referred to as $B_{1\text{r}}$. Now that the magnetization is flipped, it starts precessing around the z-axis. If a receive coil is placed nearby, according to Faraday’s law of induction, the precessing magnetization creates a varying magnetic field which will induce a voltage in the receive coil. This is the receive signal which is then amplified, demodulated and digitized.

In the simplest case with one excitation and subsequent acquisition of the signal, we will get a signal that is called free induction decay (FID). The FID is the voltage evolution induced by the precessing transversal magnetization $M_\perp$. After signal demodulation with the demodulation frequency $\omega_d = \omega_0 + \delta \omega$ with $\delta \omega$ being the offset from the Larmor frequency $\omega_0$, we get a real and imaginary part of the FID that is proportional to a the complex representation of the transversal magnetization, $M_\perp = M_x + iM_y$. Thus, with a precessing transversal magnetization we will get two signals that have a sinusoidal
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Figure 4.1: The magnetization $\vec{M}$ is flipped towards the x-y plane (shown in the rotating frame) by a flip angle $\alpha$ using an excitation pulse with the Larmor frequency $\omega_L$.

The general signal evolution, $S(t)$, after demodulation can be described by

$$S(t) = \int M_\perp(\vec{r})B_\perp(\vec{r})e^{-i\phi(\vec{r},t)}d^3r,$$

where $B_\perp$ is the component of the receive coil field $B_1$ that lies in the transverse plane.
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4.2 MAGNETIC RESONANCE IMAGING

So how do we get from the measured signal to a two or three-dimensional MR image? In order to do this, we need additional spatial encoding. This is done via magnetic gradient fields that are applied in addition to the static magnetic field and are created by dedicated gradient coils. These magnetic gradient fields (commonly just referred to as gradients) are usually considered to vary linearly along each spatial axis. This will give rise to a spatial dependence of the local Larmor frequency. For applied linear gradients $\vec{G}_{x,y,z}$ with known strengths along each axis (usually given in mT/m) we can calculate this local frequency

$$\omega_L(\vec{r}, t) = \gamma (B_0 + \vec{G}_{x,y,z}(t) \cdot \vec{r}), \quad (4.6)$$

and the accumulated phase

$$\phi(\vec{r}, t) = \gamma \int_0^t (B_0 + \vec{G}_{x,y,z}(\tau) \cdot \vec{r}) \, d\tau. \quad (4.7)$$
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If we now define \( \vec{k}(t) \):

\[
\vec{k}(t) = \frac{\gamma}{2\pi} \int_0^t \vec{G}_{x,y,z}(\tau) \, d\tau.
\]  

(4.8)

which is a vector in the so called k-space, we can modify the signal equation 4.5 to

\[
S(t) = \int M_{\perp}(\vec{r}) B_{\perp}(\vec{r}) e^{-i2\pi \vec{k}(t) \cdot \vec{r}} \, d^3r.
\]  

(4.9)

Here, we can see that the acquired signal \( S(t) \) is connected to the spatial distribution of the transversal magnetization \( M_{\perp} \) (weighted with \( B_{\perp} \)) by the Fourier transform [8].

This principle of the spatial encoding can be demonstrated on the example of a simple pulse sequence. A pulse sequence is a programmed time scheme that is interpreted by the scanner and defines when, how strong and how long the RF pulses and gradients are supposed to be. A pulse sequence diagram for a 2D gradient echo sequence is shown in figure 4.3. If we imagine a patient inside the scanner’s bore lying along the z-axis and we now apply a linear gradient field \( B_z(z) = G_z z \) along the z-axis, the resonance frequency of the nuclei will change linearly with the z-coordinate due to the Larmor equation:

\[
\omega_L(z) = \gamma (B_0 + B_z(z)) = \omega_0 + \gamma G_z z.
\]  

(4.10)

If we now apply an excitation pulse with a frequency of \( \omega_L(z_0) \), only nuclei on a plane with \( z = z_0 \) will be excited. So we end up with an excited slice at \( z_0 \) in the x-y-plane whose thickness is determined by the frequency bandwidth of the RF pulse. The corresponding gradient is also called the slice selection gradient. The spins are now dephased due to the previously applied gradient. To reverse this effect, a gradient along the same axis but with opposite amplitude is played out. Next, a gradient perpendicular to the slice selection gradient (e.g. along the x-axis) is applied which will result in different local precession frequencies along that axis. After turning this gradient off again, the precession frequencies will return to their previous values but there will be a relative phase offset that increases linearly along the respective gradient axis. This process is called phase encoding and the corresponding gradient is called the phase encoding gradient. For each repetition, this gradient has a different amplitude which is indicated by the arrow in figure 4.3. This change in amplitude will lead to different relative phase offsets...
for each repetition and thus allows for spatial encoding along the respective axis. Before the signal acquisition, a gradient (in this case $G_y$) is applied to deliberately dephase the spins. During the readout of the analog-to-digital converter (ADC), the same gradient, also called readout gradient, is applied with the opposite amplitude. This leads to a rephasing of the spins and the formation of a signal echo after the echo time, TE.

For every repetition of the pulse sequence in figure 4.3 we get one signal over time course from the entire slice. This signal contains different frequencies due to the readout gradient. This is one line in k-space along the readout direction. This process is repeated multiple times with different amplitudes of the phase encoding gradient until the entire k-space is filled. If we now apply an inverse 2D Fourier transformation, we will get a two-dimensional spectrum showing the signal strength for every pair of frequency and phase. If we consider the magnitude of this spectrum only, this is already the final image, showing the signal intensities for each position along the direction of the readout and phase gradient.
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This is just an easy example for a better understanding of spatial encoding. With a linear combination of gradients, slice-orientations and k-space trajectories can be arbitrarily modified. Also, instead of slice selective excitation one can also acquire 3D images by using two phase encoding gradients for additional spatial information.

4.3 NMR FIELD PROBES

NMR field probes are basically a simple NMR experiment. A solenoid is wound around a sealed glass capillary containing an NMR active liquid (in our case containing either \(^1\)H or \(^{19}\)F). The solenoid is then used for excitation of the sample as well as for the reception of the NMR signal.

The field probes used in this work were based on design principles from Barmet et al. [1, 9]. They consisted of a small glass capillary (inner diameter: 800 µm) with a length of approximately 1 cm which and was filled with the NMR active liquid. The capillary was sealed on both ends using UV-hardening glue. Around the capillary there was a copper solenoid (6 turns, wire diameter 200 µm), which was designed to maximize the signal-to-noise ratio (SNR) following the guidelines of Minard and Wind [10]. The capillary was encapsulated in epoxy that was susceptibility matched to the copper wire to improve \(B_0\) homogeneity inside the capillary [11]. The entire probe head was connected to a small printed circuit board (PCB) with variable capacitors for tuning the circuit to the desired resonance frequency and for matching it to an impedance of 50 Ω to minimize transmission losses.

If we acquire an FID with the field probe, we can use the measured phase \(\phi\) of the complex signal to determine the magnetic field strength \(B\) at the probe’s position \(\vec{r}\),

\[
\gamma \int_0^t B(\vec{r}, \tau) d\tau = \phi(\vec{r}, t) + \omega_d t \quad (4.11)
\]

\[
B(\vec{r}, t) = \frac{1}{\gamma} (\phi(\vec{r}, t) + \omega_d) \quad (4.12)
\]

with a known demodulation frequency \(\omega_d\). This information can now be used to measure field drifts and fluctuations or the behavior of magnetic field gradients (see Section 4.2).
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Figure 4.4: Basic schematic of an NMR field probe.

A description of the entire measurement setup can be found in the publication summaries (Chapter 6).

4.4 HEAD MOTION CORRECTION IN MRI

Head motion during image acquisition can pose a serious problem affecting image quality. It can lead to incorrect phase accumulation, an irregular sampling of k-space, spin history effects and $B_0$ fluctuations [12]. These effects introduce various image artifacts such as ghosting and blurring. In a clinical environment this is especially an issue for patient groups that are prone to move or have difficulties to hold still such as children, patients with dementia or stroke patients. But even in research environments with trained subjects, minor head motion can pose a limitation when aiming for high image resolutions or acquiring images for longer periods of time.

The easiest approach to prevent motion artifacts is the fixation of the head. This is usually done with special cushions. Additional fixation such as bite-bars [13] or neck restraints can be used to further eliminate head motion. However, extreme measures in this category usually come with a decrease in patient comfort.

Thus, several methods have been proposed to correct for head motion and the resulting artifacts [14]. They can coarsely be divided into retrospective and prospective motion correction methods. Retrospective motion correction uses the already acquired image(s) and tries to remove or reduce motion artifacts by post-processing. This can be done with
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the image data alone, for example by iteratively improving a metric of image quality such as the entropy of spatial gradients [15], or by additionally including knowledge about the motion trajectory acquired by a motion tracking modality. Prospective motion correction on the other hand tries to update the position of the imaging field of view during image acquisition and thus also needs a method of motion tracking to provide the necessary data for the update.

Motion tracking can be achieved by a broad variety of mechanisms, some of which will be introduced briefly. There are MR-based tracking methods such as self-navigation, where the motion is inferred from the imaging data by using repeated sampling of parts of k-space (e.g. PROPELLER [16]). Another MR-based method is the acquisition of additional navigator echoes, e.g. acquiring a projection of the image along one axis [17], or FID navigators [18] that utilize the use of receiver coils with multiple coil elements and the signal change in each element with head motion. Then, there is image based motion tracking, which is usually used when multiple images of the same volume are acquired, as for example in fMRI or diffusion tensor imaging (DTI). Here, one can perform a coregistration of the acquired volumes against each other to infer motion parameters and subsequently correct for the misalignment. Intra-volume motion is usually neglected or considered insignificant in these approaches. Another method for motion tracking is the use of optical cameras that track one [19] or multiple markers [20] attached to the head or features of the face itself [21]. The advantage here is the high precision and the relative independence from the used pulse sequence. Motion tracking can also be achieved with so called active markers, which can be RF coils, small NMR active containers or a combination of those. If the position of multiple of those markers can be estimated, their consecutive positions can be coregistered to infer head motion parameters. An overview of selected motion tracking methods by their respective qualities is shown in Figure 4.5. If the tracking source is intended for the use in prospective motion correction, one should additionally consider the latency as a fourth quality.

NMR field probes can be characterized as active markers. In order to perform head motion correction with NMR field probes, the probes have to be attached to the head. In our study, this was done by taping four probes to the nose bridge and temples of the subject since a more elaborate attachment scheme was prevented by the spatial constraints of the receive helmet. To estimate head motion, the position of each field probe has to be calculated. This is done by switching bipolar localization gradients (for details see section 6.3). In addition the effects of nonlinear gradient behavior have to be
taken into account as well in order to get a more precise position estimate (see section 6.2). The position changes over time of a set of field probes (at least three are necessary but accuracy will increase with additional probes) can then be used to calculate the six degrees of freedom rigid motion parameters. This was done using an algorithm from Umeayama [23]. The resulting motion parameters are then sent to the scanner via UDP and can subsequently be used to update the field of view to follow the head’s motion.
5 OBJECTIVES

The goal of this work was to implement a working system for prospective head motion correction using NMR field probes.

The first step was to separate the field probe measurements from the actual MRI experiment by establishing an alternative to using the MR scanner’s hardware for excitation of the field probes and demodulation of their signal. To this end an external transmit and receive chain consisting of microelectronic building blocks was established. Publication 1 shows that it is possible to do sample excitation and signal processing with this specifically designed hardware.

To get an accurate position estimate of the field probes it is crucial to have an understanding of gradient behavior. Publication 2 investigates the effects of gradient nonlinearities on the position measurements of field probes and especially an array of field probes used as a so called field camera. Here, we propose different methods on how to find the most accurate position estimate of a field probe (array).

Publication 3 finally demonstrates that using the knowledge gained from the previous work it is possible to implement prospective head motion correction with NMR field probes. The motion tracking and prospectively corrected images are then compared to another established method in head motion correction which is optical motion tracking using a camera and an MPT (Moiré phase tracking) marker.
6 PUBLICATION SUMMARIES

This chapter will provide a quick walkthrough of the implementation and the results of prospective head motion correction with NMR field probes by using the three publications as a guideline. All figures are taken from the respective publications and are used with the permission of IEEE and John Wiley & Sons, Inc.

6.1 PUBLICATION 1: AN ACTIVE TX/RX NMR PROBE FOR REAL-TIME MONITORING OF MRI FIELD IMPERFECTIONS

NMR field probes [1] have a wide range of applications by measuring the magnetic field and its temporal changes inside the MR scanner with a high precision. These applications include the measurement of gradient imperfections such as eddy current effects [24], long term drifts of the scanner frequency [25] or the gradients or field fluctuations induced by patients (e.g. breathing, movement). However, when using the MR scanner’s receive chain and spectrometer, the field probes are blocking hardware which could otherwise be used for imaging purposes. Thus, the goal of this work was to establish a separate transmit and receive chain as well as a built-in spectrometer for NMR field probes using microelectronic components.

The probe head used in this study was built as described in the introduction (Section 4.3). It contained copper sulfate (CuSO$_4$) doped water as an NMR active sample. The doping was done to shorten the $T_1$ relaxation of the sample to allow higher measurement repetition rates. The probe was connected to a custom built PCB hosting the transmit- and receive electronics as well as a circuit with variable capacitors to tune it to the resonance frequency ($f_{1,H} = 399.72$ MHz at 9.4 T) and match it to an input impedance of 50 $\Omega$. A picture of the PCB and a schematic of the electronic components can be
Figure 6.1: (a) Block diagram of the NMR magnetometer and (b) photograph of the transceiver PCB with the attached field probe. In the block diagram and the photograph, corresponding blocks are highlighted with the same color. ©2013 IEEE

The PCB further housed a transmit-/receive switch to switch between transmission (excitation of the sample) and signal reception (receiving the induced voltage in the microcoil). In receive mode the signal was first amplified by a low noise amplifier (LNA) before being fed into an integrated RF receiver which contained a variable gain amplifier (VGA), a quadrature demodulator and a phase-locked loop (PLL) for frequency generation. The PLL was provided with an external reference frequency of $f_{ref} = 9.993$ MHz which was upconverted by a factor of 40 to the local oscillator frequency $f_{LO}$ which was close to the proton Larmor frequency, $f_{L1H}$. $f_{LO}$ was used for the excitation of the NMR sample and for the demodulation of the received signal. The demodulation of the signal in the scanner improved SNR and reduced the necessary bandwidth for the ADC. An additional microcontroller ($\mu$C) was used to program the registers of the receiver on
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In transmit mode, the frequency $f_{LO}$ is fed into two power amplifiers (PA) which are connected in series. During reception, both PAs are shut off to reduce power consumption and to avoid interference with the received signal. The transmit power which is controlled by the programmable output of the PLL was set to 15.5 dBm in all experiments as a compromise between pulse length and distortion.

For the experiments, the field probe and the PCB board were placed close to the isocenter of a 9.4 T human MR scanner (Magnetom, Siemens Healthcare, Elangen, Germany). The PLL was provided with the reference frequency by an external signal generator. The PCB was connected to an interface box housing additional anti-aliasing filters (AAFs) outside the MR scanner room with a shielded twisted pair Ethernet cable. The interface box was then connected to a commercial ADC (NI PCIe-6363, National Instruments, Austin, TX, USA). Signal transmission and data acquisition were executed and supervised by a custom LabVIEW program. The synchronization with the MR scanner (as far as necessary) was achieved with a TTL trigger signal played out during pulse sequences of the scanner.

Three measurements were performed. One plain FID acquisition to compare the signal duration and linewidth of the spectrum to previous measurements and to values found in literature. Then another measurement with multiple acquisitions while switching a gradient and checking the stability of the measured frequency over time, and a third measurement with different gradient strengths applied during multiple measurements to evaluate the linear dependency between frequency and applied gradient as well as the standard deviations of the respective frequency measurements.

The length of the FID and the full width at half maximum were comparable to previous measurements using the scanner’s spectrometer and receive chain [26] if one takes into account that the samples were doped in this study which shortened $T_2^*$ as well to some extent. This implies that the additional electronic components close to the field probe did not significantly influence the signal. The measurement of frequency stability while switching a gradient of 2 mT/m in z-direction showed a standard deviation of $\sigma = 0.31$ Hz. If we define the frequency resolution to be $3\sigma$, this corresponds to a magnetic field resolution of $2\pi 3\sigma/\gamma H = 22$ nT which was also in the range of previous measurements [26]. The measurement of the Larmor frequency as a function of gradient strength yielded
Figure 6.2: (a) Time-domain FID of the field probe containing CuSO$_4$ doped water located in the scanner isocenter and fit of the envelope signal ($T_{ACQ} = 1$ s, $F_S = 1$ MHz; measured $T_2^* = 7.4$ ms). (b) Corresponding unwrapped phase of the complex signal and (c) real part of the FFT showing the resonance frequency peak $\nu_0 = 708$ Hz with $FWHM_\nu = 43$ Hz ©2013 IEEE
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a very linear behavior. This is important for measuring the field probe’s position where
the measured position should ideally be independent of the chosen gradient strength. As
expected, The measurements also showed that line broadening increased with gradient
strength as well.

In conclusion we showed that a stand-alone PCB-based NMR field probe setup could
achieve similar performance as a setup using the scanner’s electronics. In addition, no
influence of the presence of the PCB with the electronic components inside the scanner
on the acquired signal could be detected. Another advantage of the presented system
is the down-conversion of the acquired signal in the scanner which eliminates the need
to route RF-cables through the bore which could otherwise hamper concurrent imaging
experiments. Thus, the system qualifies for a use in prospective motion correction which
requires online tracking data acquired during imaging experiments.

Contributions:

J. Handwerker designed and implemented the PCB, filter board and software for signal
processing and wrote most of the manuscript with advice from J. Anders and M. Ortmanns.
P. Chang helped with conducting the measurements and with the design of the
field probes. A. Henning and K. Scheffler advised in the measurement setup. I built the
NMR field probes, conducted the measurements and wrote parts of the manuscript.
An exact position information from each field probe is an important factor for reliable and accurate motion correction. Knowing the field probe positions is also crucial for field cameras which are basically an array of multiple field probes. Field cameras are used to measure the spatiotemporal evolution of the magnetic field in a volume. This leads to a variety of applications such as the correction of eddy current effects [27–29], frequency stabilization [30] and field stabilization by using the acquired information to generate compensating $B_0$ shim fields. The measurements of a field camera are acquired by probing the field at certain field probe positions and for multiple time steps and subsequently interpolating its evolution in space as well as in time. Therefore, an accurate position information for the field probes is needed to calculate the spatial distribution of the measured $B$-field. The position of the field probes is usually determined by switching gradients of known strengths in all three dimensions. Close to the isocenter, gradients can be considered to vary linearly along their respective spatial axis but further away nonlinear effects will influence the position determination. The goal of this work was to investigate the influence of these effects on position determination and to propose a method on how to minimize measurement errors by compensating for gradient nonlinearities and by using additional information to constrain possible field probe positions.

In this study, we measured the shim fields produced by a commercial 28 channel shim insert that was inserted into a 9.4 T whole body MRI scanner. This was done using a field camera consisting of 12 field probes (see Figure 6.3). The field probes contained water doped with CuSO$_4$·5H$_2$O to shorten $T_1$ [9]. The field camera measurements were evaluated using different field probe position estimation strategies and the resulting field maps were compared against $B_0$ maps acquired with a high resolution double-echo 2D gradient echo (GRE) sequence.

To locate the actual positions of the field probe coils in respect to each other, a CT scan of the entire field camera was taken in order to avoid the influence of gradient distortions which would have been present in MR images. The resolution of the scan was $1 \times 1 \times 0.6386 \text{ mm}^3$ in x, y and z direction, respectively. The measured positions could now be used as a reference and as a comparison against results from MR measurements.
6.2 Optimization for Position Calibration of a Field Camera

Figure 6.3: The field camera (left) consists of 12 field probes (bottom right). The direction of the $B_0$ field is also indicated. The CT scan of the field probe (top-right) shows that the sample within the epoxy mold can be easily identified.

For the comparison against the $B_0$ maps obtained from the GRE sequence, three different field probe position estimation methods were used: First, the assumption of linear gradients ($\text{lin}$). Second, position calculation with measured gradient nonlinearities ($\text{nonlin}$). And lastly, a combination of the nonlinear position estimation and the knowledge of the relative positions of the field probes acquired from the CT scan. This method was called constrained nonlinear estimation ($\text{connonlin}$).

In order to estimate the field probe positions incorporating nonlinear gradient behavior ($\text{nonlin}$), the gradients had to be measured first. Therefore, we performed measurements with a single field probe that was moved on a regular LEGO grid to have defined positions. This was done for 9 x 9 points in the x-z-plane and for 4 different heights along y. The spacing between measurement points was 32 x 30 x 32 mm in x, y and z, respectively. The obtained data was then used to model nonlinear gradient behavior ($G(r)$) by decomposing the measured values into up to fourth order spherical harmonic functions:

\[
G(r) = \sum_{l=0}^{N} \sum_{m=-l}^{l} k_l^m s_l^m(r)
\]  

(6.1)
where $k_l^m$ is the coefficient corresponding to the spherical harmonic function $S_m^l$, and where $N$ is the maximum order of the decomposition; $l$ is the degree; and $m$ is the order. With this model $G(r)$ we could find the optimal (close to actual) position by solving the least squares minimization problem:

$$\min_r = \|f_{\text{meas}} - \gamma G(r)\|^2$$

(6.2)

with $f_{\text{meas}}$ as the frequency measured by the field probes for each gradient and $\gamma$ being the gyromagnetic ratio for protons. The minimization problem was solved using a Newton optimization algorithm with the field probe position calculated from assuming linear gradients ($\text{lin}$) as a starting point. For the constrained optimization ($\text{connonlin}$) where the positions of the field probes relative to each other are known and fixed one only has to calculate a rigid body motion of the field camera in respect to the scanner’s isocenter. This motion is described by three translational and three rotational parameters $\tau = [x, y, z, \theta, \phi, \rho]$. This changes the minimization from 6.2 to:

$$\min_{\tau = [x, y, z, \theta, \phi, \rho]} = \sum_{p=1}^{N_p} \|f_{\text{meas}} - \gamma G(r(\tau))\|^2.$$  

(6.3)

To compare the three different methods against the results from the $B_0$ mapping sequence, the field camera was moved to eight different positions inside the scanner for each shim configuration. This yielded 96 points for each configuration (given 12 field probes and eight different positions). However, all sample points outside of a 100 mm radius from the isocenter were discarded to be consistent with the field of view (FOV) of the $B_0$ mapping. A current of 1 A was applied to each shim channel subsequently and there was a pause of at least 5 s before each field camera measurement to allow any eddy currents to settle. The field camera measurements were then evaluated using the $\text{lin}$, $\text{nonlin}$ and $\text{connonlin}$ methods, each yielding a different set of spherical harmonics coefficients. With these coefficients the field was reconstructed on a 200 x 200 x 200 mm$^3$ cube. The differences between these reconstructed fields and the $B_0$ maps were compared using the standard deviation (SD) and the Pearson correlation coefficient $\rho_{X,Y}$ which is a measure of the correlation between two signals ranging from negative correlation -1 to perfect correlation 1.
6.2 Optimization for Position Calibration of a Field Camera

Since the $B_0$ maps sampled the FOV with a lot more points than the camera, deviations between the two maps might not have exclusively stemmed from the assumption of false field probe positions but also from the smaller number of sampling points. Thus we also created a downsampled decomposition of the reference maps by only using the sampling points at the field probe positions derived from the connonlin method. This yielded the most accurate (in terms of deviation against the reference) field estimate that could theoretically be derived from the field camera measurements.

In addition, we performed simulations to investigate the influences of the three position estimation methods on the calculated fields. This was done assuming the field probe positions derived from the CT scan and subsequently calculating the measured frequency under gradients in x, y and z-direction using the fourth order nonlinear gradient model. These frequencies were used to derive position estimates for each field probe with each of the three models. The derived positions were used to decompose ideal theoretical shim fields with and without added Gaussian noise. The calculated coefficients of those shim fields were then used to reconstruct the field on a $100 \times 100 \times 100 \text{m}^3$ cube. These fields could subsequently be compared again against the ideal theoretical shim fields.

A comparison of the position estimates for all three methods in one field camera position
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is shown in Figure 6.4. The average deviation between the connonlin and nonlin method was $5.0 \pm 1.4$ mm with a maximum deviation of 7.0 mm. The deviation between the connonlin and lin method is even higher with an average of $8.8 \pm 4.0$ mm and a maximum of 14.5 mm.

The validation of two models against the $B_0$ maps is shown in Figure 6.5. The displayed data shows the frequencies of the measured shim fields reconstructed from the $B_0$ maps and from the field probe data. In addition, the root-mean-squared error (RMSE) was calculated for each measured and simulated shim field. The mean deviation per voxel was much better for most shim fields when using the connonlin method. The comparison with simulated values yielded similar results and when adding noise to the simulations, also the magnitude of the deviation was in a comparable range as the measured values.

The different comparisons show that the proposed field probe position estimation methods nonlin and connonlin can significantly improve the quality of the field measurements compared to the linear estimation which was previously used in literature. Thus, if no knowledge of the relative position of the field probes to each other is available, at least the gradient nonlinearities should be taken into account and corrected for to improve the quality of the calculated field estimates.

Contributions:

P. Chang devised the concept of optimising position calibration, built the field camera, conducted and evaluated the measurements and wrote the majority of the manuscript (including images) with help and advice from A. Henning. S. Nassirpour measured the shim fields for each shim coil of the shim insert and analysed the $B_0$ imaging data. K. Scheffler gave advice on the manuscript and on the field probes. I helped with building the field probes and conducted the single field probe measurements to derive the model for the nonlinear gradient behavior.
Figure 6.5: Shim fields for the second-order terms measured using $B_0$ mapping (original reference maps) and measured using the field camera (with linear estimation and constrained optimization for position calibration). The fields are shown in Hz (for 1.0 A).
Applying the knowledge acquired by researching the previous two publications, this paper now shows the use of NMR field probes for prospective head motion correction in human subjects. The results are then compared against another motion correction method which is based on an optical camera. Here, we also made the transition to fluorine-based field probes since they ideally won’t interfere with the imaging experiments because of the separation in the frequency domain (see e.g. [31], [32]).

A lot of different methods have been proposed to mitigate the effects of motion on MR images [14]. This includes retrospective methods which are applied after the image has been recorded, and prospective methods that try to continuously update position and orientation of the FOV during image acquisition. This paper compares the motion correction capabilities and limitations of two prospective motion correction modalities, $^{19}$F NMR field probes [32] and an optical MPT camera-marker system [22] in human subjects.

Both systems, aside from their motion tracking performance, have their technical advantages and disadvantages. The optical tracking system has a fast sampling rate ($\sim$85 Hz) and is almost independent from the imaging sequence. However, it does require a direct line of sight from the camera to the marker and a cross-calibration from camera coordinates to the MR scanner’s coordinate frame. NMR field probes on the other hand do not need a line of sight and they naturally operate in the scanner coordinate frame. Tracking those field probes, however, usually requires additional tracking gradients that have to be inserted into the sequence as has been done in this work. But it has recently been shown [33] that it is also possible to use native sequence gradients to localize the field probes.

The NMR field probes in this work used Hexafluorobenzene ($\text{C}_6\text{F}_6$) as NMR active sample. The receive electronics were the ones described in 6.1 and are shown in Figure 6.6a. The localization of the field probe was done with three bipolar gradients along each axis (see Figure 6.6b). Bipolar gradients were used so that $B_0$ fluctuations are canceled out when averaging over the positive and negative plateau. A linear regression was used to determine the phase change, $\dot{\phi}_{\pm}(r)$, of both plateaus which could be used to
6.3 Comparison of Head Motion Correction with Field Probes and Optical Tracking

Figure 6.6: a) 19F NMR Field probe with tuning/matching-circuitry and PCB for signal processing. b) Bipolar gradients used for position tracking of the field probes. c) Corresponding measured phase and FID for one field probe when applying three orthogonal bipolar gradients.

calculate the gradient strength \( g(r) \) at the probe’s position \( r \). One could now create the matrix \( G \) with the applied gradient strengths as diagonal entries. Under the assumption of linear gradients the position of one field probe could now be calculated as:

\[
r = G^{-1}g(r).
\]  

(6.4)

Since we knew from our previous work that the assumption of linear gradients does not hold true, we had to correct our position estimation by using the nonlinear version of equation 6.4. This was done by adding a spatial dependency to our matrix of applied gradient strengths, thus it became \( G(r) \) and our equation changed to

\[
g(r) = G(r)r.
\]  

(6.5)

Now, \( r \) could be determined by solving the minimization problem

\[
r = \arg\min_r (G(r)r - g(r)),
\]  

(6.6)

while choosing the result from the linear equation 6.4 as a starting value for \( r \). The calculation of the field probe positions and the corresponding motion was done in a custom LabVIEW program using an algorithm proposed by Umeyama [23]. The calculation for four field probes took approximately 70 ms.

The MPT system (Kineticor Inc, HI, USA) consisted of an optical camera that was mounted inside the scanner bore and tracked an MPT marker with a frame-rate of 85 Hz. A cross-calibration was needed to transform the camera-obtained data into the
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Figure 6.7: a) MPT marker on custom-made bite-bar. b) Positioning of the MPT tracking camera and the field probes in the scanner bore for a closed coil setup.

All presented measurements were carried out on a 9.4 T human whole body MR scanner (Siemens Healthcare, Erlangen, Germany) equipped with a custom-built 16Tx/31Rx head coil [35].

We performed three measurements, one with a motion stage to compare tracking values of both system, and two measurements with subjects. The motion stage consisted of a sledge hosting a field probe and an MPT marker and an attached micrometer caliper to compare measurements from both systems against a ground truth. For the subject measurements, the field probes were attached to the subjects’ temples and nose bridge with medical tape. The MPT marker was attached using a custom made bite-bar for each subject (Figure 6.7a). Four subjects were scanned with a 2D gradient echo (GRE) sequence while asked to perform different motion patterns. Two subjects were measured while asked to hold still and using an MP2RAGE sequence [36].

The measurements with the motion stage showed that in a distance of almost 20 cm from the isocenter, even the applied gradient nonlinearity correction could not entirely compensate the gradient effects. After a 3 cm motion the MPT measurements and field probe measurements differed by 750 \( \mu \text{m} \).
6.3 Comparison of Head Motion Correction with Field Probes and Optical Tracking

For the 2D GRE sequence the subjects were asked to subsequently perform no motion, small motion, fast motion and big motion. Each motion condition was imaged once without prospective correction, with field probe correction and with MPT correction. For all measurements, whether the correction was switched on or not, the motion trajectories were recorded with both tracking modalities. Those trajectories were then used to additionally compare the tracking values of both systems against each other beyond the visual inspection of the prospectively corrected images. This comparison yielded a close correlation between the measured values of both systems with correlation coefficients above 0.9 for all six degrees of freedom other than the translation in y with a correlation coefficient of 0.61 which could partly be attributed to the low range of motion along that axis.

The prospectively corrected and uncorrected 2D GRE images for one subject are depicted in Figure 6.8. Both motion correction modalities are clearly able to improve image quality substantially under the presence of subject motion. Especially for the case of big motion however, the quality of the images is still a little decreased when compared to the images without voluntary motion.

The acquired MP2RAGE images for all three motion correction scenarios in one subject are shown in Figure 6.9. Motion correction visibly increases image quality in both scans when it was applied. However, the camera system outperforms the field probes when looking at small details as highlighted in the images.

However, there are still some methodological issues that are dependent on the motion correction method in general and there are other issues that are inherent only to our specific implementation of either method. One crucial point is the fixation of the marker and the field probes to the subjects. Here, the bite-bar provides a more rigid attachment compared to the medical tape used for the field probes. The setup could clearly be improved by a more rigid method of attachment, but this was difficult to implement due to the spatial constraints inside the tightly fitting receive helmet. The motion stage measurement as well as the previous publication showed that knowledge of nonlinear gradient behavior is also important for the position estimation of the field probes. The estimation could probably be improved further by including higher order corrections or conducting additional measurements of the nonlinearities. Furthermore, in our implementation, the processing time for the field probe signals is still rather high and might be further reduced by using faster software of dedicated hardware. The camera system
Figure 6.8: 2D Gradient echo images with an in-plane resolution of 0.5 mm x 0.5 mm and a through-plane resolution of 1.6 mm. Zoomed images for all twelve imaging conditions in one subject along with one field probe motion trajectory for each motion condition.
6.3 Comparison of Head Motion Correction with Field Probes and Optical Tracking

Figure 6.9: MP2RAGE images (0.5 mm³ isotropic, acquisition time 9:03 min) for three motion correction conditions with corresponding motion trajectories acquired with the camera.

on the other hand relies on the quality of the cross-calibration, which directly influences the calculated motion parameters.

Nevertheless, both motion correction methods were able to increase image quality substantially in both imaging scenarios. In addition, the measured values of both systems were highly correlated, which shows that the field probe system can perform at a similar level. However, the precision and latency are still below the values reached by the MPT system. But recent work has shown that field probes can in principle reach similar precision and a lower latency as well [33]. Thus, the choice of either tracking system comes down to the specific usage case while considering spatial constraints, line of sight, possible attachments of either system to the subjects and the desired sequences.

Contributions:

A. Aghaeifar wrote the motion correction library and programmed the GRE sequence. J. Bause programmed the MP2RAGE sequence, helped with the measurements and gave advice on the manuscript. J. Handwerker and J. Anders provided the transmit and
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recieve electronics as well as parts of the software for the field probe measurements. E.-M. Engel provided the custom bite-bars for marker fixation. A. Thielscher advised on the measurements. K. Scheffler gave advice on the study design and on the manuscript. I built the field probes, implemented motion estimation into the software, conducted the measurements and wrote the manuscript.
7 CONCLUSION & OUTLOOK

We demonstrated the feasibility of prospective head motion correction using NMR field probes. With the use of dedicated microelectronic hardware it was possible to transition to a stand-alone setup that is independent of the MR scanner. Thus, the system can be used concurrently with the acquisition of MR images. The down-conversion of the field probe signal on the PCB inside the scanner bore makes the field probe measurements more robust against RF-interference from imaging experiments and also the other way around. Furthermore, we could improve field measurements and motion correction alike by employing a field probe position estimation that goes beyond the assumption of linear gradients. With the resulting increased accuracy of the motion estimates we could perform prospective head motion correction in different imaging scenarios and for different subjects. Motion artifacts in images that were subject to head motion could be reduced drastically compared to reference images without intentional head motion. The comparison to a commercially available optical motion tracking system showed a similar motion correction performance in terms of image quality even though the tracking precision was lower for the field probe based setup. The comparison of the concurrently measured motion tracking values of both systems showed a high correlation as well. For longer acquisition times, however, there seemed to be issues with the field probe fixation to the subjects’ heads. This lead to a decrease in performance compared to optical motion tracking but image quality could still be improved when compared to the images acquired without any motion correction.

Nevertheless, the handling and cabling of the system is still quite cumbersome and further miniaturization of the electronics as well as a reduction of necessary cables would further increase usability and subject comfort. First steps in this direction have already been done with the development of an application specific integrated circuit (ASIC) based setup, which decreases the size of the electronic components and reduces the power
7 Conclusion & Outlook

consumption as well as the amount of cables necessary. Also it might be possible to only use a single field probe to infer information about translational and rotational motion by evaluating the signal spectrum while the tracking gradients are applied. This would further mitigate the issues with attachment and cabling.

To conclude, there are still obstacles to overcome until prospective head motion correction can become a clinical standard. The requirements for a hypothetical clinically useful motion correction system include a reliable, rigid, fast and easy fixation of the marker(s) to the head, it should also be a system that does not produce erroneous motion information or at least reliably detects errors to prevent false motion updates. In addition, it should require minimal changes to the hardware and software (e.g. pulse sequences) of the MR system. Furthermore, the precision should be good enough for most clinical application scenarios. Ideally, all of this should be combined with a minimal monetary footprint.

The issue of marker fixation, however, can be circumvented by markerless motion tracking which uses one or several cameras to scan features of or on the face [21, 37]. Even though data processing in those approaches is more demanding which leads to an increased latency between motion detection and correction and the accuracy is not yet at the level of marker based optical tracking, both issues can be probably be tackled by better software and faster computing. This is why this is probably the most promising technology since it ensures ease of handling and does not require major changes to clinical procedures. So, if there is a demand for an implementation of head motion correction in clinical practice, we will probably see an increased use of those devices in the near future.
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Abstract—In this paper, we present a PCB-based active miniaturized MR field probe for real-time monitoring of the magnetization's phase evolution during magnetic resonance (MR) experiments. The data obtained with the presented sensor can be used to correct gradient field imperfections which uncorrected result in significant distortions in the reconstructed MR images. The presented active field probe consists of a susceptibility matched solenoidal MR coil and a complete homodyne transceiver. Thanks to the local generation of the radio frequency signal required for the excitation of the spin ensemble and the downconversion of the recorded MR signal to low frequencies, the proposed architecture significantly reduces the crosstalk between the probe head and the MR imaging object compared to existing designs. MR measurements performed in an ultra high field 9.4T full-body scanner prove the compatibility of the presented sensor with commercial MR imaging systems and demonstrate its excellent MR phase tracking performance.

I. INTRODUCTION

Most in-vivo magnetic resonance (MR) experiments utilize magnetic gradient fields, which vary both in time and space, for signal encoding. Consequently, the correct interpretation of recorded MR data requires a precise knowledge of the spatiotemporal evolution of these gradient fields throughout the entire experiment, placing stringent requirements on the gradient producing hardware. Residual hardware induced artifacts can sometimes be corrected by sequence modification [1], but this method is not generally applicable. One universally applicable method consists of the direct measurement of the hardware induced artifacts in order to allow for either an a priori correction of the gradient evolution [2], [3] or a software based a posteriori correction of the MR images [4], [5].

Despite the aforementioned advances in MR artifact reduction residual imperfections in the magnetic fields such as finite gradient rise and fall times, long term drifts and patient induced nonrecurring field fluctuations (e.g. due to patient breathing or movement) still present one of the major obstacles in high field MRI applications with 7T which prevents MR image quality to fully benefit from the significantly enhanced signal-to-noise ratios (SNRs) associated with these elevated field strengths [6]. In order to be able to better correct these time-dependent, hard-to-be-predicted fluctuations, Barmet et al. [7] have suggested to monitor the real-time evolution of the magnetic field during the actual MR experiment and to use these real-time data for an a posteriori image correction. NMR probes provide both, a high field resolution in the sub-ppm range as well as high bandwidths up to several MHz and thus are a superior choice for field monitoring over other sensing principles [8].

The approach proposed in [7] utilizes miniaturized coils as local MR field probes in order to record the temporal evolution of the phase of the MR signal at different positions inside or closely around the field-of-view, to use these data for the construction of a time-dependent field map which can then be used for a correction of the distorted images. In the first generation of localized field probes, the miniaturized coils were operated in a receive-only mode, requiring an external excitation to produce an MR signal. Consequently, they displayed a considerable crosstalk between the field probe and the imaging object. To mitigate this undesirable coupling, field probes operating the microcoils in transmit-receive (TX/RX) mode were then presented in [9], which allowed for a significantly closer placement between field sensor and imaging object while keeping the coupling at a tolerable level. Boer et al. [10] successfully corrected for patient breathing motion using a receive-only field probe.

In this paper, we present a PCB-based active miniaturized MR probe head which combines a susceptibility matched solenoidal MR coil with a complete homodyne transceiver. Thanks to the local generation of the required RF-signal by means of an on-board PLL, the presented design removes the need for the transmission of high-frequency signals at or near the Larmor frequency through the MR scanner required in the existing designs, which can lead to significant distortion of the magnetization inside the MR imaging object. For a given tolerable amount of crosstalk between sensor and imaging object, the presented field probe can be placed closer to the imaging object and therefore in principle allows for a more precise field mapping compared to existing designs.

The paper is organized as follows: In section II, we present a brief review of the theoretical aspects of the proposed MR phase monitoring application. Section III then provides a description of the proposed active MR field probe and the experimental setup used for the MR experiments in a commercial MR scanner. In section IV, we present experimental MR data demonstrating the excellent performance of the proposed sensor, before we conclude the paper in section V.
II. Theory of Operation

According to [7], the magnitude of the total magnetic field inside an MR scanner can be approximated by:

$$|B(r,t)| = \sum_{l=0}^{N_l-1} c_l(t) \cdot f_l(r) + B_{\text{ref}}(r),$$  \hspace{1cm} (1)

where the time-dependent coefficients $c_l(t)$ capture the dynamic part of the field evolution, the spatial basis functions $f_l(r)$ capture the position-dependency of the magnetic field and $B_{\text{ref}}(r) = |B(r,t)|$ denotes the magnitude of the magnetic field in some initial reference state. Since $B_{\text{ref}}(r)$ captures all static field components, in principal, only a small number of spatial basis functions is needed to expand the remaining smooth field components with dynamic coefficients $c_l(t)$ [7].

When exposed to a magnetic field described by (1), a spin ensemble with gyromagnetic ratio $\gamma$ has a phase given by:

$$\phi(r,t) = \sum_{l=0}^{N_l-1} k_l(t) \cdot f_l(r) + \omega_{\text{ref}}(r),$$  \hspace{1cm} (2)

where $\omega_{\text{ref}} = \gamma B_{\text{ref}}$ denotes the Larmor frequency in the reference state at position $r$ and the phase coefficients $k_l(t)$ can be obtained from the time-dependent coefficients $c_l(t)$ by integration according to $k_l(t) = \gamma \int c_l(r) \, dr$. The goal of real-time MR field monitoring is to extract the phase evolution of the imaging object’s magnetization from measurements of the sample magnetization inside a distributed array of field probes, whose positions sample the basis functions $f_l(r)$ [7].

From the sensing principle, one can directly infer that in principle it is advantageous to be able to place the MR field probes as close to the imaging object as possible in order to reduce the required number of basis functions in (1), i.e. the number of required sensor nodes.

III. Design of the Active NMR Magnetometer

Fig. 1a illustrates the architecture of the presented MR probe head, which consists of the tuned and matched MR detection coil followed by the PCB-based homodyne transceiver. Fig. 1b shows a photograph of the corresponding PCB realization.

The required bandwidth of the homodyne transceiver can be derived from the desired field of view (FOV) $2x_{\text{max}} = 0.4 \, \text{m}$ and the maximum gradient strength $G_{\text{max}} = 60 \, \text{mT/m}$ according to $\Delta v_{\text{max}} = \gamma B_1/(2\pi) x_{\text{max}} G_{\text{max}} \approx 500 \, \text{kHz}$.

A. Field Probe

The MR detection coil shown as part of Fig. 1b is based on the design presented in [9]. A glass capillary (inner diameter 800 $\mu$m, outer diameter 1000 $\mu$m) is used as sample container for a liquid NMR sample. Enamed copper wire with a copper diameter of 200 $\mu$m is tightly wrapped around the capillary to form a 6-turn solenoidal TX/RX MR coil. Due to the $B_1$-sensitivity profile of the coil, the active sample volume is less than 1 $\mu$L. The size of the sample is a trade-off between SNR and resolution, since the maximum sample diameter is limited to twice the desired resolution [8]. To minimize susceptibility-induced line broadening, sample and coil are surrounded by a susceptibility-matching epoxy with an ellipsoidal shape.

The MR field probe is connected to the transceiver on the PCB by means of a shielded transmission line to reduce field inhomogeneities induced by the PCB material and the electronic components. As MR sample inside the field probe, we use copper sulfate (CuSO₄) doped water. Here, doping the water allows to significantly lower the long $T_1$ time of pure water ($T_1, H_2O \approx 2 \, \text{s}$ at 9.4 T) to enable high repetition rates while maintaining a relatively long $T_2$.

B. RF Transceiver

The field probe is tuned to the resonance frequency $\nu_0 = B_0 \gamma/\Omega/(2\pi) = 399.72 \, \text{MHz}$ and matched to the 50 $\Omega$ input impedance of the following stage by means of two MR compatible trimmer capacitors (Johnson Manufacturing Corporation, Boonton, NJ, USA) followed by a TX/RX-RF switch (HMC545, Hittite Microwave, Chelmsford, MA, USA) to alter between excitation of the MR sample and detection of the resulting MR signal.

In receive mode, the detected MR signal is first amplified by a low noise amplifier (LNA) (HMC616, Hittite Microwave, Chelmsford, MA, USA). The core component of the transceiver electronics is an integrated RF receiver (ADRFS850, Analog Devices, Cambridge, MA, USA) containing a variable gain amplifier (VGA), a quadrature demodulator and a phase-locked loop (PLL) for frequency synthesis. The PLL generates the local oscillator signal $\nu_{\text{ref}}$ from an externally supplied frequency reference at $\nu_{\text{ref}} = 9.993 \, \text{MHz}$. This LO frequency is used for both excitation of the MR sample and downconversion of the resulting MR signal. The quadrature downconversion improves the achievable SNR by 3 dB and allows for homodyne detection thus reducing the required

Fig. 1. (a) Block diagram of the NMR magnetometer and (b) photograph of the transceiver PCB with the attached field probe. In the block diagram and the photograph, corresponding blocks are highlighted with the same color.
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**Fig. 2b** shows the MR sequence used to determine the position of the field probe in the scanner. In the sequence, a $90^\circ$-RF pulse is followed by a static readout gradient ($G_x$, $G_y$, or $G_z$) to acquire the sensor position along the spatial axes. For a reliable measurement, a reference signal without applied gradients is required and the sensor must be located within the linear range of the gradient system.

**C. Experimental Setup**

The experimental setup used to perform the MR based characterization of the presented MR field probe is shown in Fig. 2a. The MR field probe is placed inside the B0-field of the 9.4 T MR scanner (Magnetom 9.4 T, Siemens Healthcare, Erlangen, Germany) to polarize the spin ensemble, the reference signal $\nu_{\text{ref}}$ for the PLL-based synthesizer is supplied by an external signal generator. The quadrature outputs of the MR field probe PCB are connected to custom PCB-based anti-aliasing filters outside the scanner by means of a miniaturized twisted pair flatband cable, which minimizes inductive pickup. The anti-aliasing filters (AAFs) are not placed on the field probe PCB since their placement outside the magnet significantly improves the form factor of the resulting sensor PCB as well as the system performance because the AAFs can effectively filter RF signals induced into the cable from the scanner. The outputs of the AAFs are digitized by a commercial ADC (NI PCIe-6363, National Instruments, Austin, TX, USA), MR signal excitation and data acquisition are orchestrated by a custom LabVIEW program. Synchronization between this LabVIEW program and the scanner unit is achieved by an external TTL trigger signal generated by the scanner unit.

**Fig. 2a** shows the MR sequence used to determine the position of the field probe for the PLL-based synthesizer is supplied by an external signal generator. The quadrature outputs of the MR field probe PCB are connected to custom PCB-based anti-aliasing filters outside the scanner by means of a miniaturized twisted pair flatband cable, which minimizes inductive pickup. The anti-aliasing filters (AAFs) are not placed on the field probe PCB since their placement outside the magnet significantly improves the form factor of the resulting sensor PCB as well as the system performance because the AAFs can effectively filter RF signals induced into the cable from the scanner. The outputs of the AAFs are digitized by a commercial ADC (NI PCIe-6363, National Instruments, Austin, TX, USA), MR signal excitation and data acquisition are orchestrated by a custom LabVIEW program. Synchronization between this LabVIEW program and the scanner unit is achieved by an external TTL trigger signal generated by the scanner unit.

**IV. Measurements**

Using the setup described in the previous section, we performed several MR experiments to investigate the performance of the presented probe head. Fig. 3 shows the time-domain free induction decay (FID) after a $90^\circ$-excitation together with the corresponding unwrapped phase plot and real part of the FFT. In the FID, one clearly sees the effect of radiation damping due to the relatively large currents induced in the MR coil. The unwrapped phase plot in Fig. 3b shows no plateaus and can thus be used to extract the local Larmor frequency by linear regression. The full width at half maximum value in Fig. 3c without shimming compares to a measurement with external TTL trigger signal generated by the scanner unit.

**Fig. 3c** without shimming compares to a measurement with external TTL trigger signal generated by the scanner unit.
the linewidth could be further reduced, allowing for longer phase measurements.

Fig. 4 shows the calculated local Larmor frequency spread for 49 repetitions of a simple pulse acquire experiment, i.e. a 90°-RF pulse (the measured 90° pulse length is around 25 μs) followed by acquisition of the FID, in the presence of a frequency encoding gradient with a strength of $G_z = 2 \text{ mT/m}$ as a measure for the frequency stability of the presented MR field probe. Defining the frequency resolution as three times the standard deviation of the measured frequency spread, we obtain a value of $R_0 = 3 \sigma = 0.93 \text{ Hz}$ which corresponds to a magnetic field resolution of $R_B = 2 \pi R_0 / \gamma H = 22 \text{ nT}$ and a relative resolution of $R_B/B_0 = 2 \text{ ppb}$.

Fig. 5 and Table I present the measured local Larmor frequency and corresponding frequency spread as a function of gradient strength. According to Fig. 5, the measured Larmor frequency displays the ideal linear change with applied gradient strength which is required for a precise initial positioning of the sensor inside the scanner unit. Table I illustrates the degradation of the measured frequency spread with increasing field strength due to gradient induced line broadening ($\sigma_{\nu_0} \propto \sqrt{G_z}$; the value for $G_z = 2 \text{ mT/m}$ is an outlier).

V. Conclusion and Outlook

In this paper, we presented an active PCB-based MR field probe for real-time monitoring of magnetic field imperfections for the correction of distorted MR images. MR experiments carried out in a 9.4 T full-body magnet at the Max Planck Institute in Tübingen both verify the excellent performance of the presented sensor with a relative resolution of 2 ppb which is comparable to the state-of-the-art given in [9], [10] and the feasibility of the proposed interface between the sensor and a commercial MR scanner unit. The main advantage of the proposed system compared to existing solutions lies in the local generation of the required RF signal and downconversion of the recorded MR signal removing the need for RF connections through the scanner which so far present a source for undesirable coupling with the imaging object's magnetization. This allows for a closer placement between sensor and imaging object which reduces the number of required sensor nodes to obtain a complete field map. As our next steps, we will further reduce the EM coupling between MR coil and field probe by changing the NMR sample from $^1\text{H}$ to $^{19}\text{F}$, manufacture a first sensor array in order to perform true field mapping and use the resulting field maps for an a posteriori image correction of real MRI data.
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INTRODUCTION

Spatiotemporal monitoring of the B0 field can be used to measure the dynamics of the MR systems and has a variety of applications. The dynamics can be used to perform preemption for correcting eddy currents (1–3), frequency stabilization (4), and field stabilization with online control of the B0 shim fields (5–7). Spatiotemporal monitoring of the B0 field requires fast measurements of the B0 field without compromising the spatial accuracy.

For this purpose, projection-based B0 mapping methods such as FASTMAP (8,9) and FASTMAP (10) can be used. These methods can also be integrated into the sequence to perform real-time B0 shimming (5,11). Alternatively, spatiotemporal monitoring can be done using very low-resolution B0 maps or B0 shim navigators (6,12,13). All of the above-mentioned methods need to be included in the pulse sequence, which increases the complexity of implementation and also the scan duration.

Alternative to these sequence-based techniques, one can use NMR field probes (henceforth referred to as field probes) for spatiotemporal monitoring (14,15). A field probe can measure the B0 magnetic field at a single spatial point at a very high temporal resolution. An array of field probes (often called a field camera) can be used to measure the B0 at many spatial points simultaneously (16,17). A field camera can be used independently of the MRI scanner and thus requires no additional scan time. The positions of the field probes need to be estimated before monitoring. One disadvantage of using the field camera is that it requires additional hardware.

A comparison of the different B0 field measurement methods shows that there is a tradeoff between the spatial and temporal resolution of monitoring the B0 field (Fig. 1). For applications in which high spatial resolution is required (e.g., calibrating shim systems), an entire B0 map should be acquired. For applications in which high temporal resolution is required, the projection-based or low-resolution B0 mapping methods should be employed. If even faster dynamics of the B0 field need to be measured, use of a field camera can be appropriate. However, field cameras usually only have up to 16 field probes and thus have very low spatial resolution. Due to the low spatial resolution of the field camera, the B0 field cannot be completely determined using a few sample points. Instead, the sample points are used to derive an approximation of the B0 field using spherical harmonic decomposition (18,19). Spherical harmonic decomposition approximates arbitrary B0 fields using a set of orthogonal basis functions (the Legendre polynomials). This is a common method of approximating and modeling B0 fields (8,9,16,20).

Field probes and field cameras have been extensively used in (15–17) for dynamic field monitoring and in (4,7) for real-time feedback. In this study, we show that we can improve the spatial accuracy of the field camera by introducing prior knowledge about the field camera structure and about the gradient nonlinearities into the
The physics of field probes goes back to the very basics of MR. A field probe is a small sample of water (or fluorine (4,7) or 2H (21) for in vivo measurements) that is excited using a small RF coil to generate a FID. It is well-known that the frequency of the FID (which can be calculated from the phase) is related to the magnetic field strength through the gyromagnetic ratio. Because the water or fluorine sample in the field probes is small, the magnetic field strength of this small volume at this position can be measured:

$$f = \frac{d\phi}{dt} = \gamma B,$$  \[1\]

where $f$ is the frequency, $\gamma$ is the gyromagnetic ratio, and $B$ is the magnetic field strength. The gyromagnetic ratio of proton is approximately $42.576 \text{ Hz/\mu T}$. (2)

Usually, several field probes are used to measure many spatial locations of the field simultaneously. These measurements are then modeled by spherical harmonic decomposition using Legendre polynomials to measure the spatiotemporal field dynamics. Legendre polynomials are used because they provide a number of benefits, such as orthogonality, coverage of a 3D space, and ease of use.

In order to decompose the $B_0$ field using spherical harmonics, the positions of the field probes (relative to the scanner) need to be determined prior to the measurements. In the case of field cameras, despite the field probes being mounted in fixed positions, accurately obtaining their positions relative to the scanner can be complicated. Even in the construction of the field camera, the field probes may be slightly misplaced. Furthermore, because the field probes are often encapsulated inside an epoxy mold (14), this may cause even more inaccuracies in the construction and prevent accurate relative position calibration based on optical methods.

Currently, the method of estimating the positions of the field probes is to use the scanner gradients. Known gradient strengths are applied in each of the $x$-, $y$-, and $z$-directions, and positions can be estimated from the measured frequencies of the field probes (16) using the following equation:

$$f = \gamma \cdot B = \gamma \cdot G_x \cdot x - f_{\text{off, res}}.$$  \[2\]

where $f_{\text{off, res}}$ is the off-resonance calculated from FID without any gradients applied (as the reference); $G_x$ is the gradient strength in the $x$-direction; and $x$ is the $x$-position. Because the applied gradient strength is known and the frequency can be measured, the $x$-position can be estimated. Similarly, applying a gradient in the $y$- and $z$-directions gives us the $y$- and $z$-positions, respectively.

The problem with this method is that it relies on the assumption of the gradient fields being perfectly spatially linear. Unfortunately, deviations in the linearity of the gradient may introduce an error in the position estimate of the field probes. Note that this is not a problem if we only want to monitor first-order $B_0$ terms because the nonlinearities cancel each other out; however, for higher order spherical harmonic terms, the accuracy of the decomposition is heavily dependent on the accuracy of the position estimates.

Gradient spatial nonlinearities can be modeled using the following nonlinear equation:

$$f = \gamma \cdot G_x(x) - f_{\text{off, res}}.$$  \[3\]

This is simply a generalization of Equation (2).

**METHODS**

All the measurements were performed on a 9.4T Siemens human whole-body MR scanner (Erlangen, Germany). $B_0$ monitoring using full $B_0$ mapping was compared to $B_0$ monitoring using a field camera. The $B_0$ fields were generated from shim fields produced by a Resonance Research Inc. 28-channel insert shim (Billerica, MA) that has zero-, second-, third-, and fourth-order spherical harmonics and partial fifth- and sixth-order terms. For this investigation, only the shim terms up to the fourth order were used.

Each of the shim fields were measured using a high-resolution 2D dual-echo (gradient recalled echo (GRE)) $B_0$ mapping sequence. The reference field maps were acquired on a 170-mm diameter silicon oil spherical phantom with an eight-channel transceiver coil array (22). The sequence parameters were: resolution = $1.56 \times 1.56 \text{ mm}^2$; FOV = $200 \times 200 \text{ mm}^2$; slice thickness = $3 \text{ mm}$; slices = 40 (distance...
with CuSO$_4$·5H$_2$O (16). However, due to the higher magnitude of the field probes, the field probes were doped to acquire the FIDs: rectangular pulse excitation with the following parameters was used to acquire the FIDs: rectangular pulse excitation with a current of 1.0 A. The sensitivities of the shim terms and insert shim coil sensitivities are given in Table 1.

<table>
<thead>
<tr>
<th>Shim Term</th>
<th>Spherical Harmonic Function</th>
<th>Sensitivity (Hz/cm$^2$/A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z0</td>
<td>1</td>
<td>6058</td>
</tr>
<tr>
<td>Z2</td>
<td>$z^2-1/2(x^2+y^2)$</td>
<td>6.942</td>
</tr>
<tr>
<td>ZX</td>
<td>$zx$</td>
<td>24.15</td>
</tr>
<tr>
<td>ZY</td>
<td>$zy$</td>
<td>24.15</td>
</tr>
<tr>
<td>C2</td>
<td>$x^2-y^2$</td>
<td>3.64</td>
</tr>
<tr>
<td>S2</td>
<td>$2xy$</td>
<td>3.64</td>
</tr>
<tr>
<td>Z3</td>
<td>$z(x^2-3z^2)(x^2+y^2)$</td>
<td>0.4923</td>
</tr>
<tr>
<td>ZXX</td>
<td>$x^2-1/4(x^2+y^2)$</td>
<td>1.0</td>
</tr>
<tr>
<td>ZYY</td>
<td>$y^2-1/4(x^2+y^2)$</td>
<td>1.0</td>
</tr>
<tr>
<td>ZC2</td>
<td>$z(x^2-y^2)$</td>
<td>1.77</td>
</tr>
<tr>
<td>ZS2</td>
<td>$2xy$</td>
<td>1.77</td>
</tr>
<tr>
<td>C3</td>
<td>$x(x^2-3y^2)$</td>
<td>0.188</td>
</tr>
<tr>
<td>S3</td>
<td>$y(3x^2-y^2)$</td>
<td>0.188</td>
</tr>
<tr>
<td>Z4</td>
<td>$z^2-3z^2(x^2+y^2)+3/8(x^2+y^2)$</td>
<td>0.04206</td>
</tr>
<tr>
<td>Z3X</td>
<td>$zx(x^2-3/4(x^2+y^2))$</td>
<td>0.123</td>
</tr>
<tr>
<td>Z3Y</td>
<td>$zy(x^2-3/4(x^2+y^2))$</td>
<td>0.123</td>
</tr>
<tr>
<td>ZC2C</td>
<td>$z(x^2-y^2)(x^2+y^2)$</td>
<td>0.093</td>
</tr>
<tr>
<td>ZC2S</td>
<td>$2z(x^2+1/6(x^2+y^2))$</td>
<td>0.093</td>
</tr>
<tr>
<td>ZC3</td>
<td>$x(x^2-3y^2)(z^2-1/8(x^2+y^2))$</td>
<td>0.121</td>
</tr>
<tr>
<td>ZS3</td>
<td>$x(x^2-3y^2)(z^2-1/8(x^2+y^2))$</td>
<td>0.121</td>
</tr>
<tr>
<td>C4</td>
<td>$x^4-6x^2y^2+y^4$</td>
<td>0.0187</td>
</tr>
<tr>
<td>S4</td>
<td>$4xy(x^2-y^2)$</td>
<td>0.0187</td>
</tr>
</tbody>
</table>

Before using the field camera to measure the $B_0$ fields of the insert shim, different position calibration methods were investigated to improve the position estimates of the field probes of the field camera.

### Position Calibration

The actual positions of the field probes of the field camera with respect to each other needed to be measured for the position calibration study. However, the epoxy encapsulation of the field probes made the accurate measuring of the actual positions of the field probes difficult.

To locate the actual positions of the field probes within the epoxy molds, a CT scan of the field camera was acquired. A CT scanner was chosen to circumvent the image distortions of the MR modality (due to the gradient nonlinearities or $B_0$ inhomogeneity). The resolution of the scan was: [1, 1, 0.6386] mm in the respective x-, y-, and z-directions.

The positions were marked and calculated from the CT scan and were then used as the reference positions. These positions could then be compared to the positions estimated using the MRI scanner.

Three different methods were used to estimate the positions of the field probes using the MRI scanner. The first method (denoted as $lin$) uses Equation [2] and assumes that the gradient fields are spatially linear (16,17). The second method (denoted as $nonlin$) considers the gradient field spatial nonlinearities by using Equation [3] for each field probe of the field camera.

The last method uses the gradient nonlinearities in combination with the CT scan positions. Thus, the positions of all the field probes are optimized simultaneously by incorporating relative position constraints obtained from the CT scan positions. This method is denoted as $connonlin$ (constrained nonlinear estimation).

For the nonlinear methods that use Equation [3], the $G_r(r)$ for $r \in [x, y, z]$ needs to be known for each gradient

![FIG. 2. The field camera (left) consists of 12 field probes (bottom-right). The direction of the $B_0$ field is also indicated. The CT scan of the field probe (top-right) shows that the sample within the epoxy mold can be easily identified.](image-url)
direction. Once we have a model for \( \mathbf{G}(\mathbf{r}) = [G_x(\mathbf{r}), G_y(\mathbf{r}), G_z(\mathbf{r})] / C_1 \), the frequencies measured at any position \( \mathbf{r} \) can be estimated using Equation [2]. Therefore, we can find the optimal position (in the linear least squares sense) by solving the following minimization problem:

\[
\min_{\mathbf{r}} ||f_{\text{meas}} - \gamma \mathbf{G}(\mathbf{r})||^2. \tag{4}
\]

In this equation, \( \mathbf{G}(\mathbf{r}) \) is the spatial model of the gradient fields and \( f_{\text{meas}} \) are the frequencies measured for each corresponding gradient. To acquire the spatial model \( \mathbf{G}(\mathbf{r}) \), the gradient fields needed to be measured in a manner that is independent of the MR scanner to avoid biased estimates in the MR hardware and image reconstruction. Therefore, gradient fields were measured by using a single field probe and moving it to different positions on a fixed 3D grid. The dimensions of the sampling grid were \( 9 \times 4 \times 9 \) (in the x–y–z dimensions), with a spacing of \( 32 \times 30 \times 32 \) mm between each sample. The frequencies (and thus magnetic field strength) at each of these positions were measured for each of the gradients. These data were then used to model the nonlinearities of the gradient fields by decomposing them using up to fourth-order spherical harmonic functions:

\[
\mathbf{G}(\mathbf{r}) = \sum_{l=0}^{N} \sum_{m=-l}^{l} k_{lm}^m S_{lm}^m(\mathbf{r}), \tag{5}
\]

where \( k_{lm}^m \) is the coefficient corresponding to the spherical harmonic function \( S_{lm}^m \), and where \( N \) is the maximum order of the decomposition; \( l \) is the degree; and \( m \) is the order. Note, that if the gradients are perfectly linear, this reduces to \( \mathbf{G}(\mathbf{r}) = \mathbf{G} \cdot \mathbf{r} \), which is the same as Equation [2].

A Newton optimization algorithm can be used to calculate the position of a single field probe. This algorithm is known for its quadratic convergence rate but is usually problematic because the Hessian matrix needs to be calculated at every step, and also because it does not always converge if a poor starting point is chosen. In this case, these are not significant problems because the function \( \mathbf{G}(\mathbf{r}) \) is a sum of polynomials (Eq. [5]) and thus the Hessian is relatively easy to calculate from the Jacobian. Additionally, if the starting point is chosen by assuming perfectly linear gradient fields, this should be a relatively good approximation of the optimal point, and thus initializing the starting point should not be a problem. This means that an optimization method with quadratic convergence speed can be used and the algorithm was found to typically converge in one step; the threshold for convergence was \( 1e-6 \). The nonlin method thus used this algorithm to calculate the positions for each of the field probes. The calculations for the Jacobian and Hessian are given in more detail in the Appendix (available online).

For the commonlin method, the positions of the field probes are fixed (relative to each other) and can thus be considered a rigid body. Therefore, only three translation and three rotation parameters \( \tau = [x, y, z, \theta, \varphi, \rho] \) need to be

![FIG. 3. The objective function for the position optimization for two of the parameters (x-position and θ-rotation). The objective function is the norm of the difference between the measured and predicted frequencies calculated from the gradient field models.](image)

![FIG. 4. The positions of the field probes (for one position of the field camera) using each of the three-position optimization methods (left). The differences are quite significant and can sometimes be more than 10 mm. All the field probe positions resulting from several field camera positions, limited to a 100-mm radius from the isocentre, are also shown (right).](image)
found to find the optimal positions of all the field probes. The optimization problem from Equation (3) then becomes:

$$\min_{\tau = [x,y,z,\theta,\phi]} \sum_{j=1}^{N_p} ||f_{\text{meas}} - \gamma G(\tau)||^2.$$  \[6\]

As an example, Figure 3 shows the optimization objective function for two of the parameters (x-coordinate and θ-rotation). The optimization was performed with a Newton optimization algorithm (implemented in C++) using the Jacobian and Hessian matrices with respect to the variable \(\tau\) (details are given in the Appendix, available online). The initial position and rotation parameters were calculated by using the \textit{lin} method and registering the estimated positions to the relative positions of the field camera acquired from the CT scan.

**B₀ Mapping Validation**

As previously mentioned, field cameras use spherical harmonic decomposition to describe B₀ fields. Therefore, the number of measured sample points need to be greater than (or equal to) the number of spherical harmonic coefficients. Also, the sample positions are also important and need to be sufficiently well distributed for the matrix S in Equation [5] to be well conditioned (25). Because we used shim terms up to and including fourth-order spherical harmonics, each shim field was decomposed using up to fourth-order spherical harmonic functions. This resulted in a total of 25 coefficients that needed to be determined for each shim field. To acquire enough points, the field camera was placed in eight different positions to measure the shim fields. Eight positions and 12 field probes on the field camera gave 96 sample points of each shim field. However, all points outside of a 100-mm radius (from the isocenter) were discarded to be consistent with the FOV of the B₀ mapping.

A current of 1.0 A was applied to each of the shim channels for the measurements. Note, that when measuring the shim fields, the shim channels were switched on for several seconds (at least 5 s) before acquiring the FIDs using the field camera. This was to allow most eddy currents to settle before acquisition.

The field camera was calibrated using three different position estimation methods (\textit{lin}, \textit{nonlin}, and \textit{connonlin}), and thus each calibration gave a different set of spherical harmonics coefficients. We determined which set of coefficients was more accurate by comparing them to the reference shim maps (acquired using a full B₀ mapping sequence). To compare these fields to the reference maps, the coefficients were used to reconstruct the field on a 200 × 200 × 200 mm³ FOV. The errors between these reconstructed fields and the reference maps were compared using the SDs, as well as the Pearson product moment to compare the similarity between the reconstructed fields (26). The Pearson product-moment coefficient is defined as:

$$r_{X,Y} = \frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y}.$$  \[7\]

This coefficient is a measure of the similarity between the two signals, which results in a value between −1 and 1, for which 1 indicates that the signals are identical and 0 indicates that there is no correlation between the signals.

Any error between the reconstructed and reference maps is a combination of the error in the position estimation and the error due to downsampling the B₀ field by acquiring only a few sample points with the field camera. We isolated and investigated the effect of downsampling by decomposing the fully sampled reference
maps using only the sample points given by the constrained field camera positions. This is theoretically the most accurate \( B_0 \) field that we can acquire using a field camera (with the same number of sample points).

These decomposition coefficients were then compared to the original reference maps. Any resulting error is thus only due to downsampling.

Simulations

We performed simulations to investigate the possible factors causing differences between the position calibration methods. The simulations were performed as follows:

1. The field probe positions measured from CT scanner were used as the actual positions.
2. The frequencies at these positions for the \( x \)-, \( y \)-, and \( z \)-gradients were simulated using the fourth-order gradient models.
3. These frequencies were used to calculate the positions using the \( \text{lin}, \text{nonlin} \), and \( \text{connonlin} \) methods.
4. The positions were used to decompose:
   a. The ideal theoretical shim fields; and
   b. The ideal theoretical shim fields with added random white Gaussian noise.
5. The decomposed models were then compared by reconstructing the field on a 100 \( \times \) 100 \( \times \) 100 mm\(^3\) FOV (as described above).

A range of noise levels were simulated: 0.5\%, 1\%, 2\%, and 5\% of the shim coil strength.

RESULTS

Position Calibration

The positions of the field probes measured using the CT scanner can be seen in Figure 4 (see \( \text{connonlin} \); this method uses the CT scanner data). The deviation of the distance between the \( \text{connonlin} \) and the \( \text{nonlin} \) is on average 5.0 \pm 1.4 mm, with a maximum error of 7.0 mm. Similarly, the deviation of the distance between the \( \text{connonlin} \) and the \( \text{lin} \) method is on average 8.8 \pm 4.0 mm, with a maximum error of 14.5 mm. As a reminder, the \( \text{lin} \) is the current method (in the literature) used to calculate the positions of the field probes, where the gradient fields are assumed to be spatially linear.

As mentioned earlier, the field camera was moved to multiple positions for the measurements to increase the number of spatial points (an effective total of 49 field probes). The distribution of the field probe positions calculated using the \( \text{connonlin} \) method are shown in Figure 4. These positions were estimated based on measured gradient fields. The gradient field measurements showed that the fields were spatially relatively linear. The deviations from the ideal linear case are shown in Figure 5 (i.e., if the fields were perfectly linear, then each plane in the figure would be flat). The figure shows that there are still slight deviations from linearity. These gradient field measurements were modeled using up to fourth-order spherical harmonic coefficients. It was previously shown that the accuracy of the model saturates after approximately the sixth or seventh order (27). We thus further compared modeling the gradient fields using...
sixth- and fourth-order decomposition. The Pearson product-moment coefficients were 0.9912, 0.9968, and 0.9945 for the \(x\), \(y\), and \(z\)-gradient fields, respectively (comparing fields reconstructed on a 200 × 200 × 200 mm FOV). Because the coefficients were very close to 1.0, this showed that the difference between the fourth-order and sixth-order models was insignificant.

**B0 Mapping Validation**

Firstly, we compared the field probe measurements to the B0 mapping measurements of the gradient fields. Figure 6 shows the normalized frequencies of the gradient field reference maps compared to the field probes. The figure shows that, for the gradient fields, the frequencies measured from the field camera are very similar to the frequencies of the reference maps (acquired from the B0 mapping sequence). Figure 6 shows that the mean error between the frequencies was 0.0008 mT/m, −0.0051 mT/m, and −0.0016 mT/m for the \(x\), \(y\)-, and \(z\)-directions, respectively (with gradient strength 1 mT/m). For spatially linear gradients, this translates into a position error of 0.8 mm, 5.1 mm, and 1.6 mm in the \(x\), \(y\)- and \(z\)-directions, respectively. Note that the slightly higher position error in the \(y\)-direction may be due to the distribution of the field probes covering mostly only the lower \(y\)-positions (with respect to the isocenter) (Fig. 6). If the field probes were more centered in the \(y\)-direction, then this error would most likely reduce (because gradients are more nonlinear further from the isocenter). The Pearson product-moment coefficients were 0.9990, 0.9968, and 0.9945 for the \(x\)-, \(y\)-, and \(z\)-gradients, respectively. This metric indicates that the modeled-and-measured gradient fields were very similar.

After the gradient fields, we analyzed the shim fields of the insert shim. The reconstructed maps (using the field probes) were compared to the reference shim field maps (acquired using a B0 mapping sequence). A comparison of the reconstructed fields is shown in Figure 7 (only second-order terms are shown for illustration purposes). The fields were reconstructed for the B0 mapping and for the field-probe measurements with two different field-camera calibrations, using the linear estimation and the constrained optimization method.

The root-mean-squared error (RMSE) for each shim field was calculated, and respective results are shown in Figure 8a. There was no single position calibration method that was the most accurate for every shim field. However, the *connonlin* method gave more consistent results. For example, shim terms ZX and Z3 were poorly estimated using the *lin* and *nonlin* methods, whereas the *connonlin* method was able to drastically improve the accuracy of measuring the B0 map. However, the *nonlin* method gave slightly better accuracy than the *lin* method for most shim fields. Therefore, if the relative positions of the probes are unknown, using the gradient fields for estimating the positions still improves the accuracy of the position estimates.

Also shown on Figure 8a is the RMSE between the reference map and the downsampled reference map. As mentioned in the previous section, the reference map was spatially downsampled using the field probe positions. This value indicates the intrinsic error of spatial downsampling; in other words, this would be the error if the position calibration was perfect. The ZX, Z3, Z4, and ZC3 shim fields deviate the most and the largest improvements from the *connonlin* method is seen for the ZX, Z3, ZC2, ZS2, and ZC3 terms.

The RMSE for each shim field was also calculated for the simulated results without noise (Fig. 8b). The level of error of only downsampling is similar to the measured data. As expected, the *connonlin* method reaches the same level of error as the downsampling case.

**Simulations**

Figure 9 shows the simulated fields (resulting only from downsampling) with different levels of noise: 0.5%, 1%, 2%, and 5%. The trend of the deviations between the theoretical fields and the reconstructed fields from simulations is similar to the deviations in the measured data in Figure 8a.
DISCUSSION

Position Calibration

Three different calibration methods for calculating the positions of the field probes in a field camera were investigated. In the current literature, only the linear estimation has previously been used. However, our investigation showed that this is not sufficient for accurate $B_0$ monitoring. Instead, a constrained nonlinear optimization should be used. This requires that the relative field probe positions be measured (which we did using a CT scan), and also requires that the gradient field

FIG. 8. Mean deviation between the reference shim field maps and the field probes measurements (top). The significant improvements of the **connonlin** method are shown (*). Also shown are the RMSEs of the theoretical fields and the simulated fields from the field probes calculated from simulations (bottom). In both cases, although the **connonlin** position optimization does not always perform better, it is more consistent and can improve the accuracy of most $B_0$ fields. RMSE, root-mean-square error.

FIG. 9. Mean deviation between the theoretical shim fields and the downsampled field probe fields calculated from simulations. Different levels of noise were applied to the simulated shim fields, and the reconstructed fields were compared. The trend of the deviations is similar to the results from the measured field probe data.
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nonlinearities be measured and modeled. The \textit{connonlin} method gave the best consistency of monitoring the B\textsubscript{0} field.

As shown previously in the results section, the gradient fields could be sufficiently modeled using a fourth-order decomposition. Increasing the modeling order to six resulted in very similar coefficients. This is because the gradient fields only have small imperfections. Another limiting factor on spherical harmonic decomposition is the fact that it inherently is radially symmetric, which means that local asymmetric inhomogeneities of the field cannot be properly modeled. The caveat is that, as we have seen, small differences in the field probe positions result in the B\textsubscript{0} field models differing significantly. Therefore, the position of the field probes should be determined as accurately as possible. To overcome slight modeling errors in the gradient fields, a constrained position calibration optimization is recommended.

Intuitively, the constrained optimization should yield the most accurate result because it considers the fixed positions of the field probes and also considers the gradient nonlinearities. The results of the position calibration of the 12-probe field camera showed that consideration of the gradient field nonlinearities significantly affected the estimated positions of the field probes; that is, the difference could be more than 10.0 mm, which in turn will affect the spherical harmonic decomposition. Furthermore, the \textit{nonlin} optimization showed very similar results to the \textit{connonlin} optimization for the gradient fields, indicating that the gradient fields were relatively well modeled in this region and that the two methods are in agreement. Although this implied that the \textit{nonlin} optimization could be used for position calibration, the \textit{connonlin} approach was still used because it was more robust in measuring the B\textsubscript{0} fields.

**B\textsubscript{0} Mapping Validation**

The reference shim field maps were used as the benchmark fields because the spatial resolution that can be achieved by using the mapping sequence is much greater and thus gives more spatial fidelity. Although the mapping sequence is susceptible to imaging artifacts induced by, for example, gradient nonlinearities and geometric distortion, the artifacts should be minimal because the phantom’s spatial coverage was within the gradient fields’ linear range and the high readout bandwidth minimized the geometric distortion (27). However, it should be noted that the magnetic susceptibility of the material used for the B\textsubscript{0} mapping setup and the field camera setup were different and could thus result in slight inconsistencies between the two methods.

The results show that the low spatial sampling of the field camera (compared to the B\textsubscript{0} mapping sequence) is an important factor in the accuracy of the field model. Even when the positions of the field probes are perfectly calibrated, the field model still deviates significantly from the mapping sequence model. This is shown by the error of the downsampled field (Fig. 7). There are two contributing factors for the error between the downsampled field and the field maps: 1) the lower spatial resolution, and 2) the field models were calculated using up to fourth-order spherical harmonic terms. Therefore, the higher spatial frequency information (and field imperfections) cannot be accurately modeled with fourth-order terms. This is also consistent with the level of error shown in the simulations compared to the measured data (Fig. 8). It was also shown in (27) that there is a significant loss of accuracy when the fields are modeled using up to fourth-order terms instead of using up to sixth-order terms. Andersen et al. (23) also found that using 16 field probes is not sufficient to model the field using up to third-order decomposition.

The field comparison was performed by reconstructing the fields from the spherical harmonic coefficients and comparing the difference between them. The field coefficients were not directly used as a comparison because they are difficult to interpret. Firstly, the coefficients depend on the units of measurement that they are decomposed with. For example, decomposing using meters will result in the coefficients increasing exponentially with the order of the spherical harmonic function, whereas decomposing using centimeters results in the coefficients an exponential decrease with the order. This makes it difficult to compare B\textsubscript{0} fields using only coefficients due to the different orders of magnitudes of the coefficients. Secondly, coefficients are difficult to compare because two similar fields can have widely varying coefficients, especially if the measurements are noisy. Thus, the fields were reconstructed from the coefficients to better perform the comparison of the models.

The results showed that comparing the RMSE between the models (in Hz) using the \textit{connonlin} optimization was the most similar to the downsampled model from the mapping sequence. The remaining difference between the downsampled model and \textit{connonlin} model can be explained by the noise in the B\textsubscript{0} maps or field-probe measurements (because the signals dephase in strong applied fields). The models acquired from the field camera are sensitive to noise due to the low number of spatial sample points. The noise level is similar to the simulated noise levels for approximately 1% to 2% noise. This noise can be result from measurement noise or any inconsistencies between the B\textsubscript{0} mapping setup with the phantom and the field camera setup. A limitation of this study is that the magnetic susceptibility effects of the field camera mount material were not matched to the field probe. Therefore, the measured magnetic fields could deviate between the two setups. Although for position calibration purposes this would be minimized because of the relative position constraints, the effect of the magnetic susceptibility could explain the residual inconsistencies between the two field measurement methods.

The difference between the RMSEs showed that the linear optimization of the position calibration can lead to significant errors in the modeled B\textsubscript{0} fields. Although using \textit{connonlin} optimization can reduce the errors, for some shim channels they could not be reduced any further.

**CONCLUSION**

In this study, we compared position calibration methods for the field probes. We introduced a method that used information about the gradient field spatial nonlinearities
and relative field probe positions to estimate the probe positions.

Furthermore, we compared the spatial fidelity of the field camera to $B_0$ mapping sequences. We showed that a limited number of field probes (thus reduced number of sample points) resulted in a loss of spatial accuracy. Furthermore, a constrained optimization calibration yielded the best results for the shim fields. However, for some shim fields, all calibration methods performed similarly.

The low spatial sampling of the field camera results in an unavoidable loss of spatial accuracy. The linear position calibration method that is currently used is more inaccurate than a constrained optimization method that uses prior knowledge about gradient nonlinearities and relative field probe positions. A more accurate probe position estimate means that field monitoring will be more accurate, especially for higher order terms. Therefore, $B_0$ shimming with the field camera will be more accurate.

APPENDIX

The Jacobian and Hessian for the optimisation functions from Equations [4] and [5] can be calculated as follows. For the cost function:

$$F = \| K(r) - f_{\text{meas}} \|^2$$

where $K(r)$ is defined as $gG(r)$, and $G(r)$ is defined by Equation [5], the Jacobian is:

$$\nabla F = (K(r) - f_{\text{meas}})^T \cdot \nabla K(r)$$

and the Hessian is:

$$\nabla^2 F = \nabla K(r)^T \cdot \nabla K(r) + (K(r) - f_{\text{meas}})^T \cdot \nabla^2 K(r)$$

The function $\nabla K(r(\tau))$ can now be calculated with respect to $\tau$, where $r_{\text{io}}$ is the initial position of position $r_i$. So the Jacobian (for Eq. [6]) is then:

$$\nabla F = (K(r(\tau)) - f_{\text{meas}})^T \cdot \nabla K(r(\tau)) \cdot \nabla r(\tau)$$

and the Hessian can be similarly calculated.
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Purpose: The aim of this study was to compare prospective head motion correction and motion tracking abilities of two tracking systems: Active NMR field probes and a Moiré phase tracking camera system using an optical marker.

Methods: Both tracking systems were used simultaneously on human subjects. The prospective head motion correction was compared in an MP2RAGE and a gradient echo sequence. In addition, the motion tracking trajectories for three subjects were compared against each other and their correlation and deviations were analyzed.

Results: With both tracking systems motion artifacts were visibly reduced. The precision of the field probe system was on the order of 50 μm for translations and 0.03° for rotations while the camera’s was approximately 5 μm and 0.007°. The comparison of the measured trajectories showed close correlation and an average absolute deviation below 500 μm and 0.5°.

Conclusion: This study presents the first in vivo comparison between NMR field probes and Moiré phase tracking. For the gradient echo images, the field probes had a similar motion correction performance as the optical tracking system. For the MP2RAGE measurement, however, the camera yielded better results. Still, both tracking systems substantially decreased image artifacts in the presence of subject motion. Thus, the motion tracking modality should be chosen according to the specific requirements of the experiment while considering the desired image resolution, refresh rate, and head coil constraints.
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1 INTRODUCTION

Subject motion is a major problem in functional and anatomical head MRI. The resulting artifacts such as ghosting and blurring may complicate image interpretation, or in the worst case, render acquired images useless. Thus, measurements have to be repeated or entire patient populations, such as elderly or pediatric patients, have to be excluded from certain
studies. Furthermore, the high spatial resolution achievable with ultra-high field MRI scanners might be limited by the range of involuntary motion even in trained, cooperative subjects. Many different methods have been proposed to overcome this obstacle.  

Retrospective motion correction methods use the acquired data and try to eliminate motion artifacts with approaches such as image co-registration or entropy-based methods. While there are manifold powerful retrospective motion correction methods available, inconsistently sampled k-space data and spin-history effects can limit the ability of those methods to eliminate motion artifacts in the images. In addition, especially the coregistration-based methods require multiple shots of the same volume to work which is usually only applicable for functional imaging. Prospective motion correction (PMC), on the other hand, uses a motion tracking modality of choice to continuously update the orientation and position of the FOV during data acquisition. Those tracking modalities include MR-based methods such as navigators or external tracking devices such as NMR markers and optical tracking devices. The latter two will be briefly discussed subsequently.

Optical tracking with camera(s) have become an established tool in prospective head motion correction. Those devices demonstrated a high accuracy, fast sampling rate and are almost independent from the imaging sequence. However, they require direct line of sight to an optical target or the subject’s face and a cross-calibration to convert camera coordinates to scanner coordinates. In addition, they are still expensive, mainly due to the demanding hardware such as a shielded, MR-compatible camera. In contrast, NMR markers such as NMR field probes (FPs) are an alternative that does not require a line of sight and naturally operates in the scanner coordinate system. However, the tracking of NMR markers usually requires additional tracking gradients in all three gradient axes, which can be implemented as a separate gradient block, as a modification of imaging gradients or as recently demonstrated, even with the unmodified native imaging gradients. NMR FPs have already successfully been used for prospective head motion correction, but to the authors’ knowledge, there has not been any comparison of FP-based PMC against other methods available. This work compares the prospective head motion correction capabilities of an optical Moiré phase tracking (MPT) camera-marker system and 19F NMR FPs in healthy volunteers.

2 METHODS

2.1 Motion tracking with NMR FPs

The FP motion tracking setup consisted of four custom built NMR magnetometers (Figure 1A). Each magnetometer contained a glass capillary tube (inner diameter 0.8 mm) filled with hexafluorobenzene (C₆F₆) as an NMR active sample and a copper solenoid (inner diameter 1 mm; length ~ 2 mm; six turns) wound around it. To decrease line broadening due to the susceptibility mismatch between air and copper, the tubes were embedded in an ellipsoid epoxy casing (radii: ~1.5 cm and ~1 cm), which was susceptibility matched to the copper wire. The probe head was attached to a tuning and matching circuit. It was designed as a transmit/receive system, such that excitation of the sample and signal reception was performed by the same microcoil. The received signals of the FPs were processed by a custom-built printed circuit board (PCB), which was connected to the probes by means of a short (25 cm) coaxial cable. The PCB hosted a low noise amplifier for the received signal, a power amplifier for transmission and a phase locked loop to set the frequency of the transmit RF pulse and to demodulate the received signal. A more detailed description of the electronics can be found in Handwerker et al. The PCB was powered from an external source outside the scanner room. A standard twisted pair Ethernet cable was used for transmitting all signals from and to the board including the reference frequency for RF transmission and signal demodulation, the trigger for switching between transmit and receive mode and the demodulated FP signal.

The received demodulated low frequency signal coming from the PCB was digitized by an analog-to-digital converter (National Instruments, Austin, TX) with 2 MS/s per channel and 16-bit resolution. An in house developed LabVIEW (National Instruments, Austin, TX) program was used to process the digitized data. It extracted the phase from the complex FID signals and also calculated the position of the FPs. The determination of the FP position in respect to the isocenter of the scanner was realized by switching bipolar gradients on all three axes (Figure 1B). The tracking gradient block of approximately 4 ms was inserted into the sequence after the readout before the excitation pulse of the next TR to minimize RF interference with the electronics on the board. Each gradient had a length of approximately 1 ms and a strength of 15 mT/m which was found to be the optimal trade-off between tracking precision and signal dephasing in the FP sample. Bipolar gradients were chosen to avoid influences of B₀ changes, for example due to subject breathing or movement, on the position measurement. A linear fit to the phase of the negative and positive plateau \( \phi_{±}(r) \) (see Figure 1C) was applied to determine the gradient amplitudes \( g(r) \) at a given FP position \( r \). The residual error of the linear fit was used as a measure of the signal quality and to reject noise corrupted measurements. The FP position \( r \) was then calculated from the measured gradient amplitudes as:

\[
\omega_{±}(r) = \phi_{±}(r) = γ B₀(r) ± γ g(r) + η
\]

\[
g(r) = \frac{\phi_{+}(r) - \phi_{-}(r)}{2γ}
\]
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\[ g(r) = Gr \]  
(3)
\[ r = G^{-1} g(r) \]  
(4)
where \( \omega_{\text{fit}}(r) \) is a vector containing the fitted phase changes acquired during the two gradient lobes at the position \( r \) of the FP. \( \gamma \) denotes the gyromagnetic ratio, \( 1B_0(r) \) the identity matrix and the main magnetic field, \( \eta \) the measured noise and \( G \) a diagonal matrix with the applied gradient strengths along each axis as diagonal entries.

Because the assumption of linear gradients does not hold true for actual gradients and would thus decrease the tracking accuracy of the system, a 3rd order spherical harmonics correction based on the scanner vendor’s gradient specifications was implemented into the program which generalizes Equation 3 to the nonlinear version

\[ g(r) = G(r) r \]  
(5)
so \( r \) can be determined by solving the minimization problem

\[ r = \arg \min_r \left( G(r) r - g(r) \right) \]  
(6)
with a starting value of \( r \) calculated from the linear Equation 4. In addition to that, no further calibration or gradient characterization was implemented to determine the FP positions. The calculated FP positions were used to derive the translation of the FPs’ geometric center and the rotation using an algorithm proposed by Umeyama.\(^{17}\) The data acquisition and processing including the position calculation for four FPs took approximately 70 ms.

Previous experiments have already evaluated the precision\(^{18}\) and long-term stability of motion tracking with the used FP setup. The tracking precision, defined as the standard deviation of the tracking noise, for translational motion was measured to be 60 µm, 64 µm, and 54 µm along the x-, y-, and z-axis, respectively, while the rotation could be resolved to a precision of 0.026° (average standard deviation). Long-term stability experiments revealed a drift of 71 µm and 0.006° over a time span of approximately 50 min which is in the same order of magnitude as the precision and in principle also allows the usage in scans with longer acquisition times. The precision values for NMR FPs found in recent literature\(^{14}\) are even lower and amount to 6.1 µm, 6.3 µm, 10.5 µm along x, y, and z, respectively, as well as 0.003°, 0.004°, 0.004° for rotation around x-, y-, and z-axis, respectively, at a field strength of 7T.

2.2 | MPT motion tracking

The optical tracking system is commercially available (Kineticor Inc, HI), and consists of a camera attached to the top of the scanner bore (Figure 2B) and a reflective 15 × 15 mm\(^2\) MPT marker (Figure 2A). This setup allows for the estimation of all six motion parameters with a single camera with a frame-rate of 85 Hz (for details see Maclaren et al\(^{10}\) and Stucht et al).\(^{19}\)

The precision of the MPT tracking system according to literature\(^{10}\) is 1 µm, 12 µm, and 1 µm in the scanner x, y, and z directions, respectively, and better than 0.01° in all three rotations which was approximately confirmed in our own experiments\(^{18}\) with results of 6 µm, 2 µm, 5 µm and 0.006°, 0.008°, 0.006°, respectively.

Because the camera detects marker motion in its own coordinate system, a cross-calibration is needed to convert the measured data from camera coordinates to the scanner coordinate system. The calibration procedure involves moving a structured phantom with a rigidly attached MPT marker. The motion in scanner coordinates is calculated with a co-registration method while the same motion is also recorded with the camera. With at least three different phantom positions, it is possible to calculate the cross-calibration.\(^{20}\) With more motion repetitions this cross-calibration can be further refined.

2.3 | Sequence update

Both systems, FPs and camera-based motion tracking, require an external PC that sends the calculated motion parameters to the scanner by means of User Datagram Protocol. There, it is processed by a custom-built library\(^{21}\) which has a modular design to adapt to different motion tracking sources. The tracking systems used in this study provide
information about the orientation (rotation matrix $R_i$) and position ($p_i$) of the MPT marker or the geometric center of FPs, respectively. The input is then used to calculate the update of the FOV position and orientation accordingly. The rotation change relative to the initial orientation ($R_{rel}$) can be applied directly to update the FOV. If rigid coupling between the skull and the marker(s) is assumed, a vector $v$ of constant length between the center of the FOV ($s_0$) and the initial marker position $p_0$ can be calculated. This vector and the rotation matrix can then be used to determine the translation $\Delta t$:

$$v = s_0 - p_0$$

$$R_{rel} = R_i R_0^{-1}$$

$$\Delta t = p_i + R_{rel} v - s_0$$

If tracking data for one or multiple measurements is not received, no update of the FOV position is performed and the last valid measurement is used. This is also the case for data points considered invalid (translational motion > 50 mm).

### 2.4 | Motion stage experiment

The MR scanner used in all experiments was a 9.4T human scanner (Siemens Healthcare, Erlangen, Germany) equipped with a whole-body gradient system (SC72).

A custom-built motion stage was used to assess the accuracy of the motion tracking of both systems. The motion stage consisted of a sledge that hosted the MPT marker and a FP (Figure 3). The sledge was mounted onto a threaded rod with an attached MR-compatible sliding caliper to measure the distance traveled by the sledge. The fine scale of the caliper was used to acquire position measurements in 500 $\mu$m steps. The MPT marker was moved concurrently with a FP over a total distance of 3 cm and back by turning the screw of the positioning stage inside the scanner bore. For each motion step the position was recorded simultaneously with the FP and the MPT camera. The starting point of the measurement was at around $+16$ cm off-isocenter in z-direction with direction of the motion approximately along positive z. This position was chosen because it is far enough from the isocenter to also capture nonlinear effects of the gradients in the FP measurements.

### 2.5 | In vivo experiments

Three healthy volunteers (male, 26–38 years) were measured in accordance to the local ethics protocol using a custom built 16Tx/31Rx head coil. The MPT marker was attached to the subjects on a custom-built bite-bar, specifically designed to fit the unique dental impression of each subject (Figure 2A). This ensures a fairly rigid coupling to any movements of the skull and free line of sight of the camera to the marker, despite the closed coil cover. The FPs were attached to the nose bridge and the temples of the subjects using medical tape to minimize the effect of skin movement on the motion measurement. An additional mount for the FPs (as for example in Haeberlin et al and Aranovitch et al could not be used due to spatial constraints of the receive array.

To compare PMC with both modalities, three subjects were scanned with a 2D gradient echo (GRE) sequence...
(matrix: $400 \times 400$; resolution: $0.5 \times 0.5 \times 1.6 \text{ mm}^3$; slices: 10; slice spacing: 9.6 mm; flip angle: $15^\circ$; TA: 1:21 min; TR: 160 ms; TE: 9 ms). Each subject was asked to perform the following motion patterns: no motion, small motion, fast motion, and big motion. Images for each motion pattern were acquired once with no correction, FP correction, and MPT correction, respectively. The sequence motion update was performed every k-space line for the MPT correction but only every fourth line for the FP correction due to the calculation time needed to process the FP data.

For all GRE measurements, no matter whether the prospective correction was enabled or disabled, the motion trajectories were recorded simultaneously with both tracking modalities to compare the recorded trajectories against each other. For the tracking comparison, clear outliers in the motion tracking (>2 mm/2° between successive tracking steps) were removed during post processing.

Additionally, two subjects were scanned with a whole-brain MP2RAGE\textsuperscript{23} sequence (time-resampled frequency-offset corrected inversion,\textsuperscript{24} resolution: 0.55 mm isotropic; matrix: $384 \times 384 \times 512$; FA\textsubscript{1/2}: 4°/8°; TI\textsubscript{1/2}: 730/1950 ms; TR: 6 ms; MP2RAGE TR: 5000 ms; TE: 3 ms; GRAPPA: 2 × 2; 6/8 partial Fourier in secondary phase encoding direction, reconstructed with the projections onto convex sets algorithm; TA: 9.03 min). The MP2RAGE images were acquired with three settings: no correction, FP correction and MPT correction and the subject being instructed to hold still.

In these measurements, the motion update for both, MPT and FP correction, was performed only before each inversion pulse, every 5 s, due to the short readout TR which hampered the implementation of the additional gradient switching required for encoding the FP’s position. In addition to the MP2RAGEs, an actual flip angle map,\textsuperscript{25} 3.3 mm isotropic, flip angle: 50°, TR1/2: 20/100 ms, GRAPPA: 2 × 2, TA: 1:20 min) was acquired. This allowed to correct for residual $B_1^*$ influences caused by the high flip-angle chosen for the MP2RAGE measurements by using the approach described by Hagberg et al.\textsuperscript{26}

3 | RESULTS

3.1 | Motion stage

The measured total displacement during the motion stage experiment for both tracking systems is depicted in Figure 4A. The trajectories are very similar but the measured final displacement of 30.08 mm for the MPT tracking and 29.33 mm for the FP yield a difference of 750 μm between both methods. The differences to the ground truth are 80 μm and 670 μm, respectively. While the former is within the precision of the motion stage caliper, the latter likely represents a mismatch of the measured value to the ground truth. In addition, the effect of the correction of gradient nonlinearities is plotted in the uncorrected trajectory of the FPs. Figure 4B shows the displacement difference between successive steps. Here, the measurements of both modalities stay within the motion stage’s precision. The difference between both tracking modalities for the measured displacement steps is shown in Figure 4C. The mean absolute difference between both systems amounted to 21 μm.

3.2 | Motion tracking comparison

For a quantitative comparison of the measured trajectories, all motion data-points of the in vivo GRE measurements were compared against each other. Tracking data from 36 scans was used to create a scatter plot of FP tracking versus
MPT tracking (Figure 5). The scatter plot shows again the underestimation of translational motion for the FPs compared with the MPT tracking which was already visible in the results of the motion stage experiment (Figure 4). Table 1 summarizes the comparison of the two tracking modalities. The motion range covered by the experiments is a few millimeters in translational motion, with maximum values of -2.59 mm up to +3.68 mm in x-direction and several degrees of rotational motion with a minimum of -4.95° and a maximum of +4.17°, both around the z-axis. The mean absolute deviation is well below 1 mm/1° for all degrees of freedom even when including the corresponding standard deviations.

However, the maximum absolute deviation for the two systems was 2.02 mm along z and 0.9° around the z-axis. In addition to the slopes calculated from the linear fits in Figure 5, the table also shows the Pearson correlation coefficient, which provides a measure for correlation between two variables with values between -1 and 1, with 1 representing perfect correlation, -1 negative correlation and 0 no detectable correlation at all. The coefficients show positive correlation with a correlation coefficient above 0.9 for all degrees of freedom other than the translations in y and z where the correlation coefficient is only 0.61 and 0.79, respectively.

### 3.3 2D GRE

An exemplary slice of the acquired 2D GRE images of one subject for all 12 imaging conditions along with sample motion trajectories for each motion condition is depicted in Figure 6. A full slice view for all 12 measurements is shown in Supporting Information Figure S1, which is available online. All corresponding motion trajectories for both tracking devices can be found in Supporting Information Figures S2 and S3. The images without voluntary motion show the consistency across all three imaging conditions. There is no visible decrease in image quality when the PMC is enabled.

<table>
<thead>
<tr>
<th>Motion range (MPT values)</th>
<th>Max abs diff</th>
<th>MAD ± σ</th>
<th>MSD ± σ</th>
<th>Slope</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tx [mm]</td>
<td>-2.59 − 3.68</td>
<td>2.02</td>
<td>0.23 ± 0.21</td>
<td>0.10 ± 0.17</td>
<td>0.81</td>
</tr>
<tr>
<td>Ty [mm]</td>
<td>-0.78 − 1.30</td>
<td>1.08</td>
<td>0.12 ± 0.10</td>
<td>0.03 ± 0.04</td>
<td>0.44</td>
</tr>
<tr>
<td>Tz [mm]</td>
<td>-1.78 − 1.39</td>
<td>1.26</td>
<td>0.20 ± 0.15</td>
<td>0.06 ± 0.10</td>
<td>0.84</td>
</tr>
<tr>
<td>Rx [°]</td>
<td>-2.85 − 3.81</td>
<td>0.89</td>
<td>0.14 ± 0.13</td>
<td>0.04 ± 0.07</td>
<td>0.96</td>
</tr>
<tr>
<td>Ry [°]</td>
<td>-3.63 − 2.12</td>
<td>0.78</td>
<td>0.07 ± 0.05</td>
<td>0.01 ± 0.02</td>
<td>0.97</td>
</tr>
<tr>
<td>Rz [°]</td>
<td>-4.95 − 4.17</td>
<td>0.90</td>
<td>0.10 ± 0.11</td>
<td>0.02 ± 0.06</td>
<td>0.99</td>
</tr>
</tbody>
</table>
(top row in Figure 6). The images acquired with voluntary subject motion (rows 2-4 in Figure 6) clearly show motion artifacts in the uncorrected case which are substantially reduced when enabling PMC with either tracking modality. However, the quality of the corrected images is still a little decreased compared with the images without voluntary motion. This is especially true when looking at images for the case of big motion where remaining motion artifacts are still visible for both correction modalities.

One sample trajectory for both tracking modalities corresponding to the 2D GRE measurement with FP correction and big motion is shown in Figure 7. The lower precision of the FP system is clearly visible in its noisier data. Once more, there is a visible tendency of underestimation of translational motion in the FP data versus the camera measurements, where translations in z-direction show the least correlation between the two tracking systems. There are two types of deviations in Tz: First, short jumps of the trajectory after 22 s and 40 s. Second, diverging trajectories, e.g., during the time intervals from 4 to 7 s, 17 to 26 s, and 46 to 54 s. One can also see that there are a few missing data points in the camera trajectory. Missing data and tracking errors of the camera typically stem from reflections of the camera light on the marker that occur when it is orthogonal to the light beam. Thus, the marker is usually slightly tilted to avoid reflections. However, reflections might still occur for larger head rotations. Besides that, both trajectories match well, especially for rotational motion.

3.4 | MP2RAGE

Figure 8 shows a slice for the MP2RAGE measurements in one subject using three different motion correction settings. The range of motion in all three measurements was very similar as shown in the corresponding motion trajectories captured by the MPT camera system. The images for the second subject are not shown here because the captured motion range varied more between the individual scans (the images can be found in Supporting Information Figure S4). In the displayed measurements, upon closer inspection, the FP corrected image shows an improvement over the uncorrected case but does not quite reach the quality of the MPT corrected image. The final head position during the measurement with FP correction deviated by -0.32 mm, -0.34 mm, and -0.50 mm along x, y, and z, respectively, and -0.49°, -0.14°, and 0.24° around x, y, and z, respectively, from the simultaneously acquired camera data.
The motion stage experiment showed that the displacements between successive steps determined with the FPs agreed very well with the measurements from the camera as well as with the ground truth from the motion stage. However, for large motion and positions of the FPs far away from the isocenter, the 3rd order nonlinearity correction does not seem to be sufficient anymore. But with the FPs usually being closer to the isocenter when attached to the head and translations of 3 cm being an example of extreme motion, it is not expected that this deviation affects the prospective correction to a large extent in most usage scenarios. But this still shows that an accurate gradient characterization remains crucial for the exact position determination of the FPs and a gradient characterization beyond the vendor’s specifications, e.g., by measuring its full impulse response function, might further improve the accuracy of the tracking results. However, such measurements would ideally require a field camera that was not available for this study.

The results of the motion tracking comparison revealed a close agreement in measured rotational motion while translational motion tended to be underestimated by the FPs in comparison to MPT tracking.

There are several reasons for the remaining discrepancies between both systems. Because both motion tracking methods are marker based, a rigid attachment of the respective marker(s) is an important factor for the accuracy and stability of the measurements. Unwanted FP motion can occur due to residual motion of the skin, stretching or loosening of the tape used to fixate the probes or due to single probes hitting parts of the receive helmet. Therefore, an attachment of the FPs to the bite-bar has also been tested. But in this configuration, the inherent noise of the FP position measurements was leveraged by the longer distance to the imaging region. Thus, it was found to be the best solution if the FPs were placed as close as possible to the imaged region.

The geometrical configuration of the FPs will also influence the measurements. Ideally, they would be arranged in a regular tetrahedral manner to cover all rotational axes with the same precision. But in a realistic setup within a tight fitting receive helmet, the configuration will be less precise for one or more axes. In our case, the Rx values are a little more scattered as visible in Figure 5. This in turn will also influence the variance of Ty and Tz (see Equation 9) and explains why their correlation coefficients are lower. For Ty, in addition, the overall range of motion was rather small which can be explained by the limited available space along that direction inside the receive helmet. Thus, the performed motion is already very close to the precision limit of the FPs.

Apart from the aforementioned gradient nonlinearity as a source for tracking discrepancies, there is also the remaining noise in the FP measurements that leads to a decreased precision in their position determination. Parts of the noise were already removed by demodulating the signal in the scanner and low-pass-filtering the demodulated signal before digitization as well as rejecting some of the noisy measurements. However, further improvements may be achieved by increasing the sample size of the FPs or using short-lived probes to increase SNR.

In contrast to the FPs, the camera accuracy mainly depends on the quality of the cross-calibration and invalid measurements were typically caused by reflections of the camera light on the MPT marker. In addition, the marker can also move out of the camera’s field of view or be obscured by the coil which will lead to missing tracking data as well.

The motion corrected 2D GRE images show the ability of both, the MPT system and the FP-based motion correction, to substantially reduce motion artifacts in the presence of subject motion. The tracking differences especially for measured translational motion are not visibly translated in a decreased image quality. One reason might be that natural head motion mainly consists of rotations while translational
motion tends to be small. Also, the mean absolute deviation between camera and FPs for the translational motion (see Table 1) was still below half the voxel size.

The displayed motion trajectory (Figure 7) shows that the general motion pattern in terms of magnitude and direction is very similar for both tracking modalities. However, some of the limitations of the FP tracking system that have been described above can also be detected here. The short jumps of the Tz trajectory are caused by a FP hitting the receive helmet, because they also coincide with the time points of maximal head rotation around z in that measurement. Then there are short intervals when the Tz trajectories start to diverge. If we look at the trajectories of Rx during those same intervals, we notice that there is a slight overestimation of the values measured by the FPs compared with the camera trajectory. Because these values are also used for the calculation of translational motion (see Equation 9), this leads to the divergence of the Tz trajectories during those intervals.

For the MP2RAGE measurements the improvement in image quality for both correction methods is clearly visible. Here, however, the camera corrected images show a higher quality than the ones corrected with the FPs. During the longer measurement it is more likely for the FPs’ locations to move due to nonrigid attachment to the skin. But still the calculated tracking deviation between the two systems for the final head position was only in the order of a voxel size. Overall, the FP measurements still proved sufficient to substantially increase image quality compared with the uncorrected case.

Because all measurements were carried out at a field strength of 9.4T, one might argue that there is an SNR advantage which might increase the precision of the FP measurements compared with experiments at scanners with a lower field strength. But it has been shown that a comparable precision can be also attained at 3T systems.\(^{14}\)

One drawback of our implementation of FP motion correction is the necessity of altering the sequence and the need for additional time in each TR for implementing the tracking gradients as well as for processing the FP data. But as recent work has shown, it is also possible to use the imaging gradients for encoding the FP position.\(^{15}\) The processing time could possibly be decreased further by outsourcing parts of the LabVIEW code to an implementation with a faster programming language.

Advantages of the FPs include the lack of a cross-calibration procedure and the fact that no line of sight to a target is needed, thus there is no need for a bite-bar even in closed coil setups. This increases subject comfort according
to the subjects participating in this study. On the other hand, one still has to attach the FPs to the subject’s head which again reduces comfort and currently remains a time-consuming procedure, therefore, still preventing an application in clinical environments. In addition, the signal transmission and power supply to the PCBs still requires a set of cables. Moving to wireless or optical transmission would increase the applicability in a clinical setup.

In conclusion, even though the inherent precision of our implementation of FP based tracking is 1 order of magnitude worse than the MPT camera systems’ (approx. 50 mm versus 5 mm, 0.03° versus 0.007°), for an imaging resolution well above the precision limit (voxel size 0.5 × 0.5 × 1.6 mm³), both systems performed similarly well regarding the quality of the motion corrected 2D GRE images. For the MP2RAGE measurements, however, the MPT system performed better probably due to FP motion during the longer acquisition time. Image quality was nevertheless improved substantially for both motion correction methods. While there is still room for improvement in the precision and calculation time of NMR FP tracking, the most crucial point for reliable prospective head motion correction remains to be the rigid attachment of the respective tracking markers to the skull. If this is taken into account, FPs can be a suitable alternative to optical tracking systems especially when considering recent advances in precision and the use of imaging gradients for position encoding. In addition, there are further possible applications of FPs, such as field monitoring or collecting physiological data, which could be obtained from the concurrently measured B₀ component of the signal.
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**SUPPORTING INFORMATION**

Additional Supporting Information may be found in the online version of this article.

**FIGURE S1** Full slice view for all twelve imaging conditions for the 2D GRE measurements in Figure 6.

**FIGURE S2** Field probe motion trajectories for all twelve motion and correction combinations for the 2D GRE measurements in Figure 6. For the no motion measurements, in two cases the field probe measurement was delayed (grey boxes on the left and right). There is also one measurement with a tracking error (grey box in the middle).

**FIGURE S3** MPT motion trajectories for all twelve motion and correction combinations for the 2D GRE measurements in Figure 6. A few exemplary tracking errors and missing tracking data is highlighted in the grey boxes.

**FIGURE S4** MP2RAGE images of the second subject (0.5 mm³ isotropic, acquisition time 9:03 min) for three motion correction conditions with corresponding motion trajectories acquired with the camera. Here, the involuntary head motion varies more between scans.