Empirical Charge Scheme for Transition Metals and Lanthanoids: Development and Applications
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Parameters for the fluctuating charge model are derived for In(III), La(III), Lu(III) and Bi(III), based on x-ray structural data and DFT single point calculations. A number of density partitioning schemes is tested.
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I. INTRODUCTION

Atomic charges are a useful concept in computational chemistry. They are widely used to model electrostatic interactions in force field software. [1, 2] Even though polarization is known to be necessary for an adequate description of electrostatic interactions, few major software codes to date make use of these modified potentials [3]. Moreover, most force field programs are only parameterized for organic compounds and have poor or non-existent support for transition metal or lanthanide complexes.

The aim of this work is to develop an accurate and fast model for atom charges, for elements up to and including actinides, implemented in the molecular mechanics program Momec [4]. This classical molecular mechanics software, developed in our group, is especially tailored for the calculation of coordination compounds. We have previously developed a fluctuating charge model, i.e. a geometry-dependent atomic charge model, for complexes containing copper and iron [5], and extend this here to complexes containing Indium, Lanthanum, Lutetium and Bismuth in the oxidation state III: In(III), La(III), Lu(III) and Bi(III). In a subsequent step, the atomic charges obtained for these elements can be the base for descriptors in a QSPR prediction of logD values, e.g. for complexes for PET imaging and radionuclide treatment [6]. Our focus here will be the determination of atomic charges from DFT calculations, based on approx. 200 compounds from the CSD [7].

II. THE FLUCTUATING CHARGE MODEL

In the charge equilibration (QEq) method, the charge distribution is calculated via (1)

$$\chi_{eq} = \chi^0_i + 2J^0_i q_i + \sum_{j \neq i} q_j J_{ij}$$

where $\chi^0_i$ is the electronegativity and $J_i$ is the idempotential of atom $i$. The interaction term $J_{ij}$ is calculated as a two-center Coulomb integral [8]. The valence state ionization energies of an element vs. its ionization can be approximated via a quadratic fit as in (2)

$$E^a(q) = E^a(q = 0) + A^a q + B^a q^2$$

Where the superscript “a” denotes parameters for the isolated atom. Assuming a similar relationship for atoms as part of a molecule leads to the equivalent equation (3)

$$E^m(q) = E^m(q = 0) + A^m q + B^m q^2$$

The expressions for the parameters A and B in the molecule are now described as the atomic parameters and linear increments (4)

$$A^m = A^a + \Delta A \quad B^m = B^a + \Delta B$$

First and second derivatives of (3) gives

$$\frac{dE^m(q)}{dq} = A^m + 2B^m q \quad \frac{d^2E^m(q)}{dq^2} = 2B^m$$

In a molecule, the total electrostatic energy can be expressed as a function of partial atomic charges, (5)
The atomic parameter fits $A^+$ and $B^+$ can easily be calculated from ionization data; one example for Lu is shown in Fig. 1. The linear corrections for the atoms in a molecule, $\Delta A$ and $\Delta B$, are the two parameters for the fluctuating charge model.

$$E(q_1 \ldots q_N) = \sum_{i=1}^{N} \left( E(0)_{i}^m + \left( \frac{\partial E_{i}^m}{\partial q_i} \right) q_i + \frac{1}{2} \left( \frac{\partial^2 E_{i}^m}{\partial q_i^2} \right) q_i^2 \right) + \sum_{j=1}^{N} \sum_{j \neq i} q_i q_j D_{ij}$$

Substituting we get (6)

$$E(q_1 \ldots q_N) = \sum_{i=1}^{N} \left( E(0)_{i}^m + A_{i}^m q_i + 3B_{i}^m q_i^2 \right) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j \neq i} q_i q_j D_{ij}$$

Taking the first derivative of (6) with respect to partial charge $q_i$ gives the Iczkowski-Margrave electronegativity of atom $i$ (7)

$$\chi(q_i) = \left( \frac{\partial E}{\partial q_i} \right) = A_{i}^m + 6B_{i}^m q_i + \frac{1}{2} \sum_{j \neq i} q_j D_{ij}$$

With Sanderson’s electronegativity equalization principle (8),

$$\chi_1 = \chi_2 = \cdots \chi_N = \chi_{eq}$$

conservation of the total charge $Q_{tot}$ and by dropping the “m” superscripts we arrive at the matrix equation:

$$\begin{pmatrix}
6B_1 & \frac{1}{2} D_{12} & \cdots & \frac{1}{2} D_{1N} & -1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{1}{2} D_{N1} & \frac{1}{2} D_{N2} & \cdots & 6B_N & -1 \\
1 & 1 & \cdots & 1 & 0
\end{pmatrix}
\begin{pmatrix}
q_1 \\
q_2 \\
\vdots \\
q_N \\
\chi_{eq}
\end{pmatrix}
= \begin{pmatrix}
-A_1 \\
-A_2 \\
\vdots \\
-A_N \\
Q_{tot}
\end{pmatrix}$$

The interatomic term $D_{ij}$ is expressed as (9) [5]

$$D_{ij} = \left( \sqrt{q_i^2 + \frac{1}{2} \sqrt{B_i B_j}} \right)^{-1}$$

Fig. 1. Lu energy vs. ionization fit to experimental data [9]

III. METHODOLOGY

Starting from crystal structures, e.g. from structures obtained from the CSD [7], single point quantum mechanical calculations are followed by an iterative Hirshfeld treatment with Horton [10], or Chargemol [12], to obtain reference atomic charges. The reference charges are then approximated with our 2-parameter fluctuating charge model via a simplex minimization. Additionally, the geometries of the reference data set are reproduced by fitting the force field parameters of the Momc molecular mechanics program. The combined force field thus allows for a fast geometry optimization and charge prediction for complexes with elements up to Ac. The fluctuating charge method is of complexity $O(n^2)$; it is planned to reduce the computational cost by a divide and conquer algorithm. From an MM-calculated structure with atomic charges, one can then derive descriptors for e.g. logD or NMR isotropic shift predictions. A single point calculation with Gaussian typically takes a few hours on 16 cpu cores; Horton calculations take a similar time on one cpu core, but, dependent on the accuracy required, may require up to 100 GB of memory.
Fig. 2. SAS surface charge example (CSD code AGOVIB, left) and Cu complexes logD fit similar to [6].

IV. LOGD PREDICTION

We have previously demonstrated [6] that by using the above empirical charge scheme, it is possible to derive accurate predictions for logD values for a range of copper complexes, using a five-parameter model: the ovality $O_v$, the solvent accessible surface $A$, the local polarity $\pi$, the total variation from the mean positive and negative potentials $\sigma_{tot}$, and the polar surface area $A_{pol}$. With the parameterized charge model, we can now extend the logD prediction to all Transition Metal and Lanthanide complexes, analogous to the surface charge distribution and logD fits from previous work [6] (cf. Fig. 2).

Fig. 3. Boxplots of reference atomic charges, calculated with Horton; Gaussian 09 with Jorge DZP [14] basis set. Numbers at top of figure are atom counts. Outliers (above/below 95%) not shown for clarity.

Fig. 4. Boxplot of reference atomic DDEC6 [12] charges; Gaussian 09 with Jorge DZP [14] basis set. Numbers at top of figure are atom counts. Outliers (above/below 95%) not shown for clarity.

V. RESULTS

Fig. 3 shows iterative Hirshfeld atomic charges of a set of complexes of In(III), La(III), Lu(III) and Bi(III), for a range of coordination numbers, obtained via Horton 2.1.0b1, after calculating single points with B3LYP Gaussian 09 [11]; Fig. 4 shows DDEC6 [12] charges derived from the same basis set. Results for Orca 3.0.3 [13] with SVP/ZORA and TZP/ZORA basis sets are not shown for brevity.

The calculation of atomic charges depends on the DFT method, the basis set and the density partitioning scheme. As the data set for Fig 4 is larger than for Fig 3, the two cannot be directly compared; moreover, for the subsequent MM parameterization, consistency of the reference charges is more important than the absolute values, i.e. similar complexes should have similar atomic charges, and charge outliers should have a sufficiently different chemical environment.

VI. CONCLUSION/OUTLOOK

Calculation of reference atomic charges for elements in the 5th row and above is not straightforward; only a few general basis sets exist, and relativistic effects have to be accounted for either implicitly or via ZORA or DKH. Here we present two methods for obtaining charges, after post-processing via Horton [10] and Chargemol [12], to obtain iterative Hirshfeld and DDEC6 charges. We are still in the process of collecting data to decide on the best set of reference charges for our fluctuating charge model, which we have shown by a model parameterization and previous work to be able to reproduce atomic charges accurately. In a next step, we will extend the
logD prediction, based on descriptors obtained with this charge model. The NMR prediction based on charges may require higher moments; use of higher charge moments is currently under development.
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