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Abstract—The present paper aims at refining current knowledge about the driving forces in Dutch constituent ordering of non-predicate prepositional phrases (PPs) as well as re-evaluating the common assumption in traditional Dutch reference grammars that the middle field position is the standard slot. Building on journalistic data in the Dutch Parallel Corpus, it is first shown that non-predicate PPs are significantly more often placed in postfield position (the structural position after the final verb cluster) than in middle field position (the position before the final verb cluster), which indicates that the postfield position rather than the middle field position should be considered the standard slot for PPs in written Dutch. Second, a binary logistic regression model was fitted with PP placement as a function of several syntactic, semantic and discursive predictor variables. This model is able to describe, explain and predict more than 80% of the variation in the data set, leading to a much better understanding of the mechanisms underlying PP placement in written journalistic Dutch. On the basis of our findings, we furthermore propose a refined and more fine-grained version of the theoretical framework in which PP placement in Dutch is traditionally described and understood.
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I. INTRODUCTION

An interesting case of syntactic variation in Dutch is the placement of non-predicate prepositional phrases (henceforth: PPs). In Dutch subordinate clauses, for instance, the PP can be placed either before or after the final verb cluster (the so-called middle field position; example 1) or after the final verb cluster (the postfield position; example 2):

(1) ...
...

(2) ...
...

In most reference grammars of Dutch as well as scientific literature, it is assumed that the middle field is the standard slot for all non-verbal clausal material, including PPs (especially in [1], the standard grammar of Dutch, but also in generative-linguistic literature (e.g., [2, 3, 4 and 5]) and in a few corpus studies (e.g., [6, 7, 8 and 9])). Direct empirical evidence for this assumption is sparse, but unequivocal: there is diachronic evidence that middle field position increasingly became the more dominant position for clausal material ever since Middle Dutch [10, 11, 12, 13, 14 and 15], there is contrastive-linguistic evidence which shows that middle field position is the more normal position in the structurally similar German language [16], and there are a few corpus studies that have revealed that middle field position is the most frequent position for PPs in spoken Dutch (cf. [6 and 9]). Although these studies seem to provide strong proof for the standard middle field assumption, no evidence is available for written (journalistic) Dutch yet.

It is furthermore remarkable how little is known about the driving forces behind the assumed shifting of PPs from the middle field to the postfield, especially given its central status in Dutch syntactic literature. This is in stark contrast with other variable syntactic structures in Dutch, which have been often studied in well-designed and statistically advanced corpus studies, like presence or absence of Dutch er (‘there’) in presentative sentences [17], verb order in subordinate clauses [18 and 19], direct object scrambling [20] and the dative alternation [21]. A case in point is the standard grammar of Dutch (see [1]), which states that it is unclear what governs PP placement. Nevertheless, it points to two explanatory mechanisms, viz. the complexity of the middle field on the one hand and information distribution on the other hand. The former mechanism is assumed to affect PP placement in that the length of the middle field is positively correlated with a PP shift to the postfield position. It is argued that shifting PPs to the postfield position helps to avoid an overstrained middle field, which would cause an increased parsing and processing effort (cf. [22] and [23]; following [24]), as language users have to wait considerably longer for the semantically important verbal constituent in the second pole (see e.g., [1, 25, 26]). The effect of syntactic complexity has been empirically verified in [6 and 9].

In contrast, the effect of information distribution on PP placement is often mentioned, but has not yet been studied empirically, as a consequence of which its status is unclear: in [1], it is suggested that PPs can either be extraposed because of high informative value or because of low informative value.
II. DATA

Data for this study were extracted from the journalistic component of the Dutch Parallel Corpus, a 10-million-word, parallel corpus of Dutch, English and French [27]. The reason for only focussing on the journalistic component is purely practical: journalistic data is easy to collect and is qualitative data (produced by proficient language users who operate in a well-known context). Given the aims of this study, we obviously selected only the Dutch data, thus ignoring the parallel English and French texts. As the Dutch part of the corpus contains translated and non-translated Dutch texts as well as Belgian and Netherlandic Dutch, we first verified whether this had an effect on PP placement, which was not the case (resp. $\chi^2 = 1.07$, df = 1, $p = 0.3$; $\chi^2 = 0.3$, df = 1, $p = 0.6$). Following Delaere [28], we excluded semi-journalistic texts, such as magazines from financial institutions (since the context in which these magazines are produced as well as the objective is quite different from prototypical journalistic texts). Finally, we checked whether there was a difference (in PP placement) between news reporting articles on the one hand and comment articles on the other, which again was not the case ($\chi^2 = 2.83$, df = 1, $p = 0.09$).

From this part of the Dutch Parallel Corpus, we extracted all subordinate clauses with one or more PPs in the middle or postfield. The reason to extract subordinate clauses only is that subordinate clauses always contain two verbal poles, which is a condition sine qua non for this study, as we need a clear demarcation between the middle and postfield; in main clauses the final verb cluster can remain empty, as a consequence of which it cannot be decided whether a given PP is located in the middle field or in the postfield. In order to reduce the amount of data, we only selected subordinate clauses with the grammatical (semantically empty) conjunction $dat$ (‘that’). This yielded an initial data set of 5,234 sentences, which was then manually filtered according to a strict set of criteria. The main criteria were: (i) the PP is located in a subordinate clause introduced by $dat$ and (ii) the position of the PP is variable. As a consequence, predicate PPs in the middle field were deleted, as they are not subject to variation. Consider example (3) where the PP $in$ $staat$ (‘able’) is a nominal predicate, and can therefore only be placed in the middle field:

(3) $...dat\{\text{zijn bed} \in \text{staat} \}$

is om spionagesatellieten [uit te schakelen] [in staat] verb cluster.

$...[\text{dat}]\{\text{zijn bed} \in \text{staat} \}$

able to disconnect espionage satellites.

‘that it is able to disconnect espionage satellites.’

Additionally, all identical clauses (produced by the same author/company) were removed from the dataset, otherwise one single data point would be counted twice. We also removed all PPs that are syntactically dependent on other PPs, NPs, APs or AdvPs (see example 4, where the underlined PP van God (‘of God’) is dependent on the NP het woord (‘the word’).

(4) $...[\text{dat}]\{\text{zijn bed} \in \text{staat} \}$

de aartsengel Gabriël het woord van God

[heeft verkondigd] [in staat] verb cluster.

‘that the archangel Gabriël has preached the word of God.’

The reason for not selecting dependent PPs is that we wanted to rule out the potential effect of this factor (but this type of data will obviously be added to the data set in future investigations).

Finally, clauses with a PP which is located before the subject, as in example (5), were eliminated for a methodological reason (as we will explain below, we operationalized the weight of the middle field as the number of words between the subject and the finite verb (in the final verb cluster)). In that respect, PPs that occur before the subject, have to be considered preposed, and hence irrelevant for this study.

(5) $...[\text{dat}]\{[\text{zijn huidige werkgever}]\{\text{ontslag \{must accept\} must accept\} subject} \}$

bij elk bod boven de 1,2 miljoen euro [is zij]

... [dat] verb cluster.

‘that his current employer must accept his resignation offer above 1.2 million euros.’

After manually checking all data, we obtained a data set of 1,718 relevant clauses.

III. RESULTS (1): MIDDLE FIELD AS STANDARD SLOT

In this section, we want to answer the first research question, viz. is the middle field position the standard slot for PPs in written Dutch? If the traditional assumption of the middle field position as the standard topological field and the postfield as an expansion tank holds, one can reasonably expect that PPs are placed relatively more frequently in the middle field. However, Figure 1 shows that, in contrast to spoken discourse (40% postfield position; cf. [6] and [9]), the postfield position is the more frequent position for PPs in journalistic written discourse (60% postfield position); the difference is statistically significant ($\chi^2 = 52.28$, df = 1, $p < .0001$). More specific analyses have pointed out that this distributional difference is not influenced by the predictor variables mentioned below.

Figure 1: General distribution of PP placement in journalistic Dutch.
A theoretical model that considers middle field and postfield as equivalent positions; depending on the mode of communication, language users tend to favor the middle field or the postfield as standard position for PPs. The frequency difference between the spoken and written mode also raises the interesting question as to why speakers arrange PPs in a clause differently than writers. Although we cannot provide a definitive answer to such a process-related question on the basis of this corpus study only, it seems plausible to relate this difference in PP placement to the different production circumstances of journalistic texts vs. spontaneous discourse (cf. [29] and [30]). In spontaneous dialogic speech, speakers must encode and produce their utterances under heavy time constraints. As a consequence, and following the incremental approach of language production, speakers start speaking without completely planning the syntactic structure of the entire sentence [29, 30, 31, 32]. As the verbal brace construction is an inherent aspect of Dutch syntax, speakers must decide during speaking whether or not to postpone certain constituents after the final verb cluster. One can easily imagine that speakers wait as long as they themselves can remember the final verb cluster (speaker-oriented clause design), as a consequence of which they postpone fewer PPs than writers, who have the time to find the optimal constituent distribution for their readers (audience-oriented clause design). From that perspective, (professional) writers do have the time to find the optimal distribution of clausal material over the middle field and postfield.

IV. RESULTS (2): MECHANISMS GOVERNING PP PLACEMENT

In this section, we try to find out which factors determine PP placement in written Dutch. In order to achieve this, we fitted a logistic regression model\(^4\) with PP position (middle field vs. postfield) as binary response variable and 12 predictor variables. 6 of these predictors are related to a more basic linguistic concept, viz. syntactic complexity: length and complexity of the PP itself, length and complexity of the middle field, length and complexity of the postfield\(^6\). Length was measured in terms of ‘number of words’ (this operationalization correlates highly with the operationalization in terms of ‘number of syllables’), complexity was measured in terms of number and depth of different embedded structures. Three types of embedded structures were taken into account: subordinate clauses (6), attributes that modify a phrase (7) and appositions (8).

\(^1\) A logistic regression model was used to analyze the relationship between PP position and the predictors. The model can be written as: \( \text{logit}(\pi) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_p x_p \), where \( \pi \) is the probability of the PP being in the postfield, \( x_1, x_2, \ldots, x_p \) are the predictors, and \( \beta_0, \beta_1, \ldots, \beta_p \) are the coefficients.

\(^2\) Syntactic complexity is a measure of the complexity of a PP, taking into account the number of words, the number of syllables, and the depth of embedding. Length is measured in terms of ‘number of words’, while complexity is measured in terms of ‘number of syllables’. Complexity is calculated as the sum of the complexity of each involved PP, taking into account the number of words and syllables.

\(^3\) Embedded structures include subordinate clauses, appositions, and attributes.

\(^4\) A logistic regression model was used to analyze the relationship between PP position and the predictors. The model can be written as: \( \text{logit}(\pi) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_p x_p \), where \( \pi \) is the probability of the PP being in the postfield, \( x_1, x_2, \ldots, x_p \) are the predictors, and \( \beta_0, \beta_1, \ldots, \beta_p \) are the coefficients.

\(^5\) Syntactic complexity is a measure of the complexity of a PP, taking into account the number of words, the number of syllables, and the depth of embedding. Length is measured in terms of ‘number of words’, while complexity is measured in terms of ‘number of syllables’. Complexity is calculated as the sum of the complexity of each involved PP, taking into account the number of words and syllables.

\(^6\) Embedded structures include subordinate clauses, appositions, and attributes.

Finally, three additional predictors were added: the grammatical function and the semantic class of the PPs as well as the strength of association between a specific PP and a specific verb. For grammatical function, we distinguished between PP as an object, an adverbial adjunct and a complement. For semantic class, we used the semantic classification in [1], which again results in three (semantic) categories. In order to measure the strength of association between the verb and the PP, we used collostructional analysis ([36]), which showed that PPs that occur with copulative verbs and verbs that are part of an idiom have a clear preference for the postfield position. Based on these results, we incorporated the verb type as a final predictor variable (particle verbs, copulative verbs, main verbs and verbs in idioms).

The results of the logistic regression analysis are presented in Table 1 (we only present the predictors that have a significant effect on PP placement).
First, it should be noted that the overall quality of the model is very good, with a $c$-index of 0.82 — also, the model does not suffer from multicollinearity\(^a\).

Second, the results show that this type of syntactic variation too (cf. the introduction for related research focussing on other types of variation in Dutch) shows up to be multifactorial in nature.

Third, the model shows that both syntactic complexity and discourse-related aspects play a unique, decisive role in PP placement, something which was suggested in previous literature, but never empirically tested. More particularly, the multivariate analysis points out that the length of the PP and the length of the middle field are positively correlated with postfield position, which is in line with what was previously found. More remarkably, the length of the postfield, which is a new predictor, also influences the word order. In fact, it works as an inhibitory variable: the heavier the postfield, the fewer PPs in postfield position. As for the discourse-related variables, the results show that less accessible PPs are placed significantly more often in the postfield, which is in line with the general literature on the Given-before-New principle (see among others [1 and 37]); the given (and thus accessible) information is placed before the new (less accessible) information.

As for the semantic class of the PP, our results show that locative and temporal PPs prefer middle field position. Finally, verb type affects PP placement significantly in that postfield position is preferred in sentences with a semantically ‘empty’ verb, such as copulative verbs and verbs in idioms. Although it is not completely clear how to interpret this result, one could imagine that these verbs can be processed more quickly (cf. [38] and [39]), as a result of which they are preferably placed before a less accessible clausal element (the PP).

\(^a\) We also performed a mixed model with a random factor ‘verbs’, the fixed factors from table 1 and the random slopes. The predictive power of that model was 0.901.

\(^b\) When statistically exploring the operationalization of length in terms of words and syllables, both operationalizations yielded high correlation scores ($r = 0.93$–$0.98$). For that reason, we will restrict the discussion in the remainder of this text to one of the length operationalizations, viz. in terms of words, which is the standard procedure in most corpus studies.

\(^c\) Following [17], we treat $v(f \geq 4$ as the threshold for multicollinearity.

<table>
<thead>
<tr>
<th>TABLE 1.</th>
<th>Odds ratio</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of the middlefield</td>
<td>1.077</td>
<td>0.012 (^*)</td>
</tr>
<tr>
<td>Length of the postfield</td>
<td>0.406</td>
<td>2.27e-07 (***)</td>
</tr>
<tr>
<td>Length of the PP</td>
<td>1.361</td>
<td>&lt; 2e-16 (***)</td>
</tr>
<tr>
<td>Discourse accessibility</td>
<td>1.174</td>
<td>5.44e-08 (***)</td>
</tr>
<tr>
<td>Particle verbs</td>
<td>1.627</td>
<td>0.004 (**)</td>
</tr>
<tr>
<td>Verbs in idioms</td>
<td>2.142</td>
<td>0.000 (***)</td>
</tr>
<tr>
<td>Copulative verbs</td>
<td>2.435</td>
<td>4.57e-05 (***)</td>
</tr>
<tr>
<td>Semantic category 1: e.g. location,(\ldots)</td>
<td>0.330</td>
<td>1.22e-08 (***)</td>
</tr>
<tr>
<td>Semantic category 2: time</td>
<td>0.102</td>
<td>5.91e-16 (***)</td>
</tr>
</tbody>
</table>

The results of this study are relevant and innovative for Dutch language studies, and especially for Dutch syntax. First, the general distribution presented in this paper refines the traditional idea of the middle field as the standard position for PPs. Instead of the middle field as standard slot and the postfield as an expansion tank, we argue for a bidirectional model, in which both the middle field and postfield positions are equivalent; journalists then place PPs either in the middle field or postfield depending on the level of occupation by other constituents, the size of the PP itself, the discourse accessibility of the PP, and the semantic status of the main verb and the PP itself. Secondly, the multifactorial analysis adds further proof to the existence of a so-called probabilistic grammar, in which word order is not determined in a clear-cut all-or-nothing manner, but on the basis of fine-grained linguistic and contextual constraints, which language users seem to internalize through exposure and use (cf. [40]).
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