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Abstract

Recent advances in sequencing technologies have made it possible for the first time to sequence and analyse the genomes of whole populations of individuals in both a cost-effective manner and in a reasonable amount of time. One of the primary applications of this data is to better understand and investigate the genetic basis of common traits or diseases. For this purpose, genome-wide association studies (GWASs) are often used to find loci that are associated with a phenotype of interest. However, conducting GWASs is a challenging endeavour: first, different types of hidden confounding factors, such as population structure, environmental or technical influences, could lead to spurious associations. Second, it has been shown in several studies that associated loci often fail to explain much of the phenotypic variability — a phenomenon referred to as the problem of missing heritability. Many tools have been developed to partly address these challenges. The large diversity of these tools, however, have led to a highly fragmented and confusing landscape of tools. In addition, most of these tools do not share a common data format and do not provide straightforward solutions to visualise and annotate their results.

In this thesis, we aim to explain more of the missing heritability, while simultaneously simplifying the usage of different methods, by providing an integral solution for performing, visualising and annotating GWASs. Therefore, we develop easyGWASCore, an integrated framework for performing GWASs and meta-analyses. Our framework facilitates the use of popular association methods by providing a common data structure, an application programming interface and a Python command line interface. In addition, easyGWASCore offers an out-of-the-box visualisation and annotation pipeline. We compare the runtime of the easyGWASCore framework to other well-established tools and find that it is at least as efficient as the individual software tools.

Next, we enrich the easyGWASCore annotation pipeline with pathogenicity prediction scores to prioritise associated loci for further biological investigation, as well as to narrow down potentially causal loci. However, a large variety of such pathogenicity prediction tools exists and it is not obvious which of these tools work best. We therefore investigate the question whether there are systematic differences in the quality of the predictive performance of pathogenicity prediction tools when evaluated on a large number of variant databases. We find that the evaluation is hindered by two types of circularity and that these types of circularity might lead to spurious biological interpretation. Hence, it is important that scientists are aware of these different types of circularity when pathogenicity prediction tools are used for further experiments or analyses.

Increasing sample sizes and combining the results of several GWASs could help to explain parts of the missing heritability. For this purpose, we develop a cloud and web-service, called easyGWAS, to provide a platform to share and publish data and results of GWASs and meta-analyses in a straightforward manner. Simultaneously, easyGWAS facilitates the use of the easyGWASCore framework by providing an easy-to-
use step-by-step procedure to conduct different types of GWASs and meta-analyses via a web-browser. In addition, easyGWAS offers dynamic visualisations and annotations of GWAS results to obtain more detailed information about specific regions.

The joint effect of multiple loci could also help to explain parts of the missing heritability. However, multi-locus methods that focus on multiplicative effects are often unfeasible to compute for genome-wide settings and methods that focus on additive effects are often hard to interpret. We here develop a novel method that is able to integrate biological networks as prior knowledge to guide the detection of sets of genetic markers that are maximally associated with a given phenotype. Furthermore, we show how this framework can be extended to multiple correlated traits. Both methods are integrated into the easyGWASCore framework. We find that they have improved abilities to discover novel genetic loci and are able to account for parts of the missing heritability by explaining larger proportions of the phenotypic variance than univariate association testing methods.

Finally, we demonstrate the full potential of the easyGWASCore framework by conducting a comprehensive study in the model organism Arabidopsis thaliana. Here, we investigate the effect of non-additive genetic variance on hybrid phenotypes in Arabidopsis thaliana and characterise the contribution of dominance to heterosis — that is the phenotypic superiority of progeny of a cross relative to their genetically distinct parents — as a potential source of missing heritability. For this purpose, we utilise the easyGWASCore framework to conduct different GWASs using a univariate method, as well as our novel network guided multi-locus approach. Subsequently we use the visualisation and annotation pipeline to investigate significantly associated regions in more detail. Our results suggest that non-additive effects might be an important source of information that could help to explain parts of the missing heritability.

In summary, the easyGWASCore framework and easyGWAS cloud service are two novel approaches that help to explain more of the missing heritability, while simultaneously simplifying the process of conducting, analysing and managing such studies.
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CHAPTER 1

Introduction

1.1 Genome-Wide Association Studies

The sequencing of medium- to large-sized genomes was an expensive and cumbersome enterprise in the late 20th and the early 21st centuries. One of the most popular technologies at this time was the so called Sanger sequencing. For the sequencing of a whole mammal genome, such as the first complete human reference genome [International Human Genome Sequencing Consortium et al., 2004], large sequencing centres and hundreds of scientists were needed. Hence, their was a high demand for inexpensive high-throughput sequencing technologies. Great advances in this field led to the development of new sequencing machines, also referred to as Next Generation Sequencing (NGS) machines, and enabled researchers to cheaply generate billions of short sequences (reads) within days [Metzker, 2010]. However, this vast amount of new data led to computational problems and bottlenecks. Efficient alignment and mapping algorithms were needed to reconstruct the original sequence from all these short reads, as well as sophisticated methods to detect arbitrary types of structural variations (SVs). Indeed, several achievements over the last years in the development of novel alignment and mapping algorithms [Buchfink et al., 2014; Li and Durbin, 2009; Li et al., 2009c; Ossowski et al., 2008], as well as advances in algorithms to identify SVs such as Single Nucleotide Polymorphisms (SNPs) [DePristo et al., 2011; Li et al., 2009a,b; McKenna et al., 2010; Ossowski et al., 2008], Insertions and Deletions (InDels) [DePristo et al., 2011; Grimm et al., 2013; Lee et al., 2008; Medvedev et al., 2009; Tuzun et al., 2005; Ye et al., 2009] or other types of variations, such as tandem duplications and Copy Number Variations (CNVs), laid the foundation for the systematic analysis of this enormous amount of sequencing data. For the first time it was possible to sequence and analyse whole populations of individuals in a cost-effective manner and in a reasonable amount of time, such as done in the initial phase of the 1000 Human Genomes project [1000 Genomes Project Consortium et al., 2010] or in the 1001 Genomes project in Arabidopsis thaliana [Cao et al., 2011]. The recent advances in NGS technologies and the latest sequencing efforts led to unprecedented detailed maps of structural variations at
Understanding the genetic basis and mechanisms that lead to heritable variations has been a central aim for geneticists for already more than a century. Thus, these latest sequencing efforts enabled researchers to better understand the genetic basis of common traits and diseases by investigating whether any of these SVs are associated with a certain trait at a genome-wide level [Burton et al., 2007; McCarthy et al., 2008]. For this purpose, Genome-Wide Association Studies (GWASs) and are used as an integral tool to better understand and investigate the genetic basis of common traits [McCarthy et al., 2008]. Usually, SNPs are used as genetic markers for GWASs. In general an association is a correlation between the allelic and the phenotypic differences of a cohort of independent individuals. In Figure 1.1 we give a toy example of a GWAS in which we search for SNPs that are highly correlated with a binary phenotype of plant flowers: colour yellow vs. colour blue. The term phenotype is quite general and can be either an apparent characteristic (e.g. the height of a plant or human eye colour) or any quantifiable characteristic, such as having a disease or being a non-responder to a certain drug. Thus, phenotypes can be binary/dichotomous (e.g. in case-control studies), categorical (e.g. different treatment groups) or continuous measurements (e.g. height of a person or plant).

Due to biological events, such as recombination, genetic drifts, selection or mutation, a non-random correlation between alleles at different loci in close proximity is created — this non-random correlation is also referred to as linkage disequilibrium (LD) [Hartl et al., 1997; Reich et al., 2001; Visscher et al., 2012]. Thus, the likelihood that loci are inherited together — and thus linked to each other — decreases with their physical distance [Visscher et al., 2012]. This leads to an important point: an association between a genetic marker and a phenotype is not necessarily a causal relationship. This is because, SNPs that are used for association testing might only be linked to causal variants — if there are any causal variants at all. In Figure 1.2, we illustrate an example with one causal variant that is not sequenced but that is still linked to an

---

**Figure 1.1: Illustration of a genome-wide association study**: Simple illustration of a GWAS using a binary plant phenotype (plant flowers yellow vs. plant flowers blue) and three SNPs. The green SNP is associated with the phenotype whereas the others are not.
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Figure 1.2: Illustration of an association with a non-causal SNP: Here, the causal SNP (red) was not sequenced. However, an indirect association with a linked SNP (blue) can be observed.

chip arrays (e.g. Affymetrix® SNP array) to tag SNPs that are in functional regions or in close proximity to the causal one (e.g. upstream and downstream of a gene) [Atwell et al., 2010; Burton et al., 2007].

Until 2013, approximately 2,000 robust associations have been identified for more than 300 complex traits and phenotypes in human GWASs [Manolio, 2013], including novel associations for traits like human height [Visscher, 2008; Yang et al., 2010] or diseases such as type 2 diabetes [Scott et al., 2007], migraine [Chasman et al., 2011; Freilinger et al., 2012], chronic obstructive pulmonary disease (COPD) [Pillai et al., 2009], Crohn’s disease [Rioux et al., 2007] or schizophrenia [Schizophrenia Psychiatric Genome-Wide Association Study (GWAS) Consortium et al., 2011]. GWASs have also been successfully applied to other species, such as Arabidopsis thaliana [Atwell et al., 2010; Filiault and Maloof, 2012; Meijón et al., 2014], Oryza sativa indica [Zhao et al., 2011] or Drosophila melanogaster [Mackay et al., 2012].

1.1.1 The Problem of the Missing Heritability

Despite the apparent success of these GWASs, it has been shown that more than 80% of all identified variants are found in non-coding regions and that many of these identified variants often fail to explain much of the phenotypic variability — the latter phenomenon is often referred to as the problem of “missing heritability” [Manolio et al., 2009]. A prominent example is the quantitative trait “human height”. As reported in Visscher [2008], variations in human height within a population have an estimated empirical heritability of approximately 80%. Although more than 50 loci associated with human height have been detected in several studies [Gudbjartsson et al., 2008; Lettore et al., 2008; Weedon et al., 2008], they together account only for approximately 5% of the phenotypic variance [Manolio et al., 2009; Visscher, 2008]. Many theories have been suggested to explain parts of this missing heritability. One suggestion is to also include variants with weak or small effect sizes that could not be detected to be significantly associated with a standard univariate test — that is the test of a single loci at a time [Manolio et al., 2009]. Indeed, Yang et al. [2010] found that 45% of the phenotypic variance in human height can be explained when including all commonly available SNPs. Hence, small effect sizes could lead to a lack of statistical power or the lack to replicate certain GWASs in an independent population [Seng and Seng, 2008].
The same is true for variations that can only be found in a minority of individuals, so-called rare variations. Furthermore, investigating effects of multiple genetic markers simultaneously, by considering additive or interactive effects, might also contribute to explain parts of this missing heritability [Marchini et al., 2005]. Searching for new strategies and developing new methods to explain more of this missing heritability is therefore of utmost importance and has been evolved to an active research area over the past 10 years.

1.1.2 Population Stratification and Hidden Confounding

An additional challenge in modern GWASs are hidden confounding factors, such as population stratification, environmental or technical influences [Buettner et al., 2015; Listgarten et al., 2010; Novembre et al., 2008; Price et al., 2006]. For example, a general assumption in traditional genome-wide association studies is that the phenotypes are independently distributed across cohorts [Flint and Eskin, 2012]. However, this independence criterion is violated due to complex genetic relationships, which means that related individuals will have more similar phenotypes than more distant individuals [Flint and Eskin, 2012]. In other words, a set of SNPs might has a similar structure as the phenotype. This relationship leads to structured data which in turn might lead to spurious and false interpretations of these associations. Thus, it is important to properly account for relatedness in structured data and other types of hidden confounding. Mixed models are a prominent class of methods that can be used to account for population stratification in univariate GWASs [Kang et al., 2008, 2010; Lippert et al., 2011; Listgarten et al., 2013]. To also address the missing heritability problem, multi-locus models have been proposed to investigate multiple genetic markers simultaneously, while accounting for population structure [Lippert et al., 2013; Rakitsch et al., 2013b; Segura et al., 2012]. In addition, mixed models can also be used to investigate pleiotropic effects, that is the effect of a single genetic marker or gene to different correlated phenotypes (multi-trait studies), while at the same time correcting for structured residuals [Korte et al., 2012; Rakitsch et al., 2013a; Solovieff et al., 2013].

1.1.3 Data Sharing and Privacy

The apparent success to infer surnames from anonymised genetic data [Gymrek et al., 2013] led to many discussions about data privacy and about how to share genetic data with other scientists and labs — if sharing is an option at all. Because of concerns about privacy, researchers tend to be overzealous to protect the data and only share summary statistics (e.g. p-values or effect estimates) of the GWASs they conducted. Large genetic consortia consisting of many different labs in various countries have been created to study different types of diseases. These consortia often use a technique called meta-analysis to combine summary results from several independent GWASs conducted at different nodes of the consortia. One advantage of these consortia is that combining the results from several independent GWASs leads to studies with larger sample sizes. Nevertheless, these vast growing amount of samples will lead to a big
computational burden in the near future and thus there will be a need to re-engineer even basic algorithms. A second advantage is that GWASs can be performed at the individual nodes without the need to share the raw genetics data with others. However, becoming part of an existing consortia is a difficult and cumbersome process and there is no guarantee to succeed with this process at all.

It has been shown that meta-analysis is a powerful technique to (i) increase statistical power, to (ii) reduce the number of false positive associations [Evangelou and Ioannidis, 2013] and to (iii) detect novel associations that could help to explain more of the missing heritability [Evangelou and Ioannidis, 2013; Franke et al., 2010; Nalls et al., 2014; Neale et al., 2010; Pharoah et al., 2013; Ripke et al., 2013; Stahl et al., 2010]. Therefore, it would be of great value to have a way to conduct GWASs on different datasets without the need to grant full access rights to the raw genetic data.

1.1.4 Algorithmic, Technical and Infrastructural Challenges

More and more individuals can be sequenced in less time due to vast advances in the development of NGS technologies and the cheaper costs of sequencing. This excessive growth of datasets, as well as the steady increase in the number of GWASs in humans and other organisms over the last few years [Atwell et al., 2010; Filiault and Maloof, 2012; Mackay et al., 2012; Manolio, 2013; Meijón et al., 2014; Zhao et al., 2011], led to many algorithmic, technical and data management challenges. Datasets with several thousand individuals and millions of markers need efficient algorithms even for simple tasks, such as searching for univariate associations. This problem becomes even more intense when searching for loci that jointly contribute to the phenotypic variance. Improving algorithms to scale to large datasets is currently an active research field. Some algorithms for medium-sized datasets (hundreds to thousands of samples and millions of SNPs) have already been proposed by several researchers [Kang et al., 2010; Lippert et al., 2011; Rakitsch et al., 2013a,b]. However, most of these algorithms will not scale to hundreds of thousands of individuals.

An additional important point is that most of the available algorithms neither share a common data input or output format nor an easy way to access publicly available data. Although this seems to be a minor problem, it has extensive impacts on the correctness, productivity and management of large GWAS projects. First, publicly available data sources, especially for non-human species, are often scattered over different websites. For human data, ethic approvals and detailed research proposals are usually needed. Thus, collecting or getting access to those datasets is often a cumbersome and time-consuming task and requires a high degree of organisation. Secondly, converting these datasets between various data formats for different algorithms could easily lead to errors and thus to wrong biological interpretations. Also, technical problems emerge when reliably storing, backing up, handling or sharing large volumes of data and results. Thus, advanced technical background knowledge in server architectures, server configurations and data storage are a tremendous advantage to successfully organise and lead large GWAS projects.
1.1.5 Representation and Annotation of Results

Eventually, visualising, annotating and interpreting results from GWASs is an additional tedious and labour-intensive step. Most available tools mainly focus on the association mapping part but leave the users with massive and confusing result files. However, the keys for a successful GWAS are the annotation and interpretation of the results, as well as clear and intuitive visualisations. The number of tools to visualise result files from mapping algorithms is limited. For example, to create basic visualisations for output files from PLINK [Purcell et al., 2007] — a popular collection of algorithms for genome-wide association analyses — the tool Haploview [Barrett et al., 2005] or custom Python, R or Matlab scripts could be used. Unfortunately, these visualisations are static and do not allow the user to dynamically interact with them, such as zooming into interesting regions, dynamically changing the multiple hypothesis correction method or retrieving additional information about regions of interest.

Also, retrieving automatic annotations for significantly associated hits is linked to labour-intensive extra steps. Third party tools, such as snpEFF [Cingolani et al., 2012] or SIFT 4G [Vaser et al., 2015], could be used to retrieve additional annotations for regions of interest. The tool snpEFF [Cingolani et al., 2012] annotates SNPs based on their genomic position and predicts a potential effect of a given variant, including whether this variant is located within a gene or if the variants leads to an amino acid change. In addition, SIFT 4G [Vaser et al., 2015] predicts whether the change of an amino acid might lead to a potential damaging or pathogenic effect of the protein.

These additional information might help to better interpret results and to narrow down interesting hits or regions for further biological investigation.

1.2 Objectives and Contributions of this Thesis

As set out above, GWASs are a highly complex field with many challenges that have to be addressed and solved. Conducting a whole GWAS from the beginning till the end requires a variety of different steps that have to be combined similarly to the pieces of a puzzle (Figure 1.3). The aim of this thesis is to contribute to these different puzzle pieces by developing methods and tools that help to explain parts of the missing heritability. These different puzzle pieces can also be combined in an integral tool and framework to facilitate the process of conducting and managing GWASs by bringing together the storage, handling and sharing of data with the analysis, representation and annotation. In the following sections we will give a brief overview about the individual chapters of this thesis and our published manuscripts, as well as the individual contributions.

1http://siftdb.org
1.2 Objectives and Contributions of this Thesis

To successfully perform a complete GWAS many different pieces have to be combined. The objective of this thesis is to contribute to different methods to explain larger parts of the missing heritability while facilitating the process of conducting a GWAS.

1.2.1 An Integrated Framework for GWASs and Meta-Analyses

In this thesis we aim to explain more of the missing heritability, while simultaneously facilitating the usage of different methods for GWASs and meta-analyses. However, due to the fragmented and diverse landscape of these tools, a first objective of this thesis is to develop an integrated framework and Application Programming Interface (API) consisting of different popular algorithms for performing GWASs and meta-analysis. The framework should simultaneously simplify the process of data handing and management. The framework is called easyGWASCore and is developed in C/C++ with Python interfaces.

In Chapter 2 we therefore introduce and summarise popular regression based models for GWASs. Next we introduce a technique to obtain a measure of statistical significance between two regression models and discuss several multiple hypothesis correction methods. In addition, we give a brief overview about four popular meta-analysis models to combine the results from several conducted GWASs. Eventually, we describe the easyGWASCore framework and analyse the performance by comparing it to established and widely used tools.

Publications and Individual Contributions: Chapter 2 is based on the following unpublished work:


Dominik Grimm developed the framework, API, performed the experiments, analysed the data and wrote the text.

1.2.2 An Extended Annotation Pipeline to Prioritise Associated Loci

The number of associated candidate loci and regions found by different methods can be large. Annotating and interpreting these loci is cumbersome and often not possible
without additional validations and extensive biological experiments. Therefore, it is important to prioritise associated loci before further biological investigation. Different \textit{in silico} tools can be used to retrieve more knowledge about these variants, such as the effect of a given SNP. SNPs that lead to an amino acid change, so called missense variants, could be used to predict whether this variant leads to a damaging or pathogenic effect on the protein. However, due to the wealth of such pathogenicity prediction tools, an important practical question to answer is which of these tools generalise best, that is, correctly predicts the pathogenic character of a given variant.

In Chapter 3, we comprehensively evaluate a selection of ten pathogenicity prediction tools. Eventually, we enriched the easyGWASCore annotation pipeline with pathogenicity prediction scores to prioritise loci in a certain region for further biological investigation and to narrow down potential causal loci.

**Publications and Individual Contributions:** Parts of the introduction, methods and results in Chapter 3 are based on the following publication:


Dominik Grimm, Chloé-Agathe Azencott, Jordan Smoller, Laramie Duncan and Karsten Borgwardt conceived the study. Dominik Grimm implemented the analysis pipeline. Dominik Grimm performed the data preprocessing with contributions from Fabian Aicheler and Udo Gieraths. Dominik Grimm performed the experiments and created the figures. Dominik Grimm, Chloé-Agathe Azencott, Laramie Duncan and Karsten Borgwardt analysed the data. Kaitlin Samocha, Mark Daly, Daniel MacArthur, David Cooper and Peter Stenson provided data as well as feedback to biological annotations. Dominik Grimm, Chloé-Agathe Azencott, Laramie Duncan and Karsten Borgwardt wrote the paper with contributions from all authors.

### 1.2.3 A Cloud Service for GWASs and Meta-Analyses

In Chapter 4 we introduce easyGWAS, a cloud- and web-service for performing, visualising and annotating genome-wide association and meta-studies. easyGWAS is a platform to share data and results from GWASs or to make them publicly available in a straightforward manner. At the same time easyGWAS facilitates the usage of the easyGWASCore framework through easy-to-use graphical step-by-step procedures to conduct GWASs and meta-analysis in a web-browser. The web-application provides dynamic visualisation and annotation functions to gain deeper insights about specific regions of interest. As a whole, easyGWAS should serve the community through easy data access, validation, production, reproduction and sharing of GWASs.

In the first section of Chapter 4 we describe the technical details of easyGWAS. The
second section gives an overview about its different functions and views, as well as an detailed description of the graphical step-by-step procedure to create new GWASs or meta-studies. Finally, we apply easyGWAS to conduct a case-study in Arabidopsis thaliana.

The web application is accessible at: https://easygwas.tuebingen.mpg.de

Publications and Individual Contributions: A journal publication of this work is in preparation. Parts of this chapter are based on the following preprint:


Dominik Grimm and Karsten Borgwardt designed the study. Dominik Grimm developed and implemented the functionality and methods of the web-application with help from Stefan Kleeberger and Bastian Greshake. Dominik Grimm performed the experiments and analysed the data. Dominik Grimm set up the server. Christoph Lippert and Oliver Stegle provided statistical feedback. Detlef Weigel and Bernhard Schölkopf provided biological and methodological advice throughout the project. Detlef Weigel provided relevant data. Bernhard Schölkopf provided infrastructural support for hosting the web-application. Dominik Grimm and Karsten Borgwardt wrote the preprint with input from all authors.

1.2.4 Improving GWASs by Incorporating Biological Networks as Prior Knowledge

The joint effect of multiple loci could also help to explain parts of the missing heritability. Multi-locus methods that focus on multiplicative effects are often unfeasible to compute for a genome-wide setting whereas methods that focus on additive effects are often hard to interpret. Including prior biological knowledge could help to better interpret the results. In Chapter 5 we develop a novel method, called SConES, to efficiently discover sets of genetic markers that are maximally associated with a phenotype while being connected in an underlying biological network (e.g. a protein-protein interaction network). In addition, we extend this multi-locus mapping approach to also take into account multiple correlated traits and networks. Furthermore, we evaluate both methods on simulated and real world data. Both methods are integrated into the easyGWASCore framework to facilitate the usage of these algorithms. Eventually, we compare the performance of both implementations in easyGWASCore to different implementations in Matlab and R.

Publications and Individual Contributions: Parts of the introduction, method and result sections in Chapter 5 are based on the following publications:

Chloé-Agathe Azencott, Dominik Grimm, Yoshinobu Kawahara and Karsten Borgwardt conceived the study. Chloé-Agathe Azencott and Dominik Grimm implemented the **Matlab** version of this method with contributions from Mahito Sugiyama. Dominik Grimm implemented the C/C++ version for the **easyGWASCore** framework. Dominik Grimm and Chloé-Agathe Azencott performed the experiments. Chloé-Agathe Azencott and Dominik Grimm analysed the data. Chloé-Agathe Azencott, Dominik Grimm and Karsten Borgwardt wrote the manuscript with contributions from all authors.


Mahito Sugiyama, Chloé-Agathe Azencott, Dominik Grimm, Yoshinobu Kawahara and Karsten Borgwardt conceived the study. Mahito Sugiyama implemented the **R** version of the code. Dominik Grimm implemented the C/C++ version for the **easyGWASCore** framework. Mahito Sugiyama performed the experiments with contributions from Chloé-Agathe Azencott and Dominik Grimm. Mahito Sugiyama analysed the data. Mahito Sugiyama, Chloé-Agathe Azencott, Dominik Grimm and Karsten Borgwardt wrote the manuscript with contributions from all authors.

### 1.2.5 Case Study: Non-Additive Components of Genetic Variations in *Arabidopsis thaliana*

Finally, we utilise the **easyGWASCore** framework and demonstrate its full potential by conducting a novel study in the model organism *Arabidopsis thaliana*. Here, we investigate the effect of non-additive genetic variance on hybrid phenotypes in *Arabidopsis thaliana* and characterise the contribution of dominance to heterosis — that is the phenotypic superiority or inferiority of progeny of a hybrid cross relative to their genetically distinct parents — as a potential source of missing heritability. Combining a non-standard genotype encoding with a linear mixed model we are able to identify a number of genomic positions which significantly contribute to non-additive genetic variance. We find that these significantly associated loci account for a large fraction of the total genetic variance. In addition, we show that we can increase the fraction of explained phenotypic variance with a small set of detected loci using the network guided multi-locus mapping approach **SConES**. Eventually, we use the **easyGWASCore** visualisation and annotation pipeline to gain additional information about the pathogenicity status of associated missense variants and its genes.

**Publications and Individual Contributions:** Parts in Chapter 6 are based on the following work (publication in preparation):

Danelle Seymour, Daniel Koenig, Eunyoung Chae, Dominik Grimm, Karsten Borgwardt and Detlef Weigel designed the research. Danelle Seymour, Eunyoung Chae, Carmen Pizzaro and François Vasseur performed the biological experiments, including plant crossing, growing and phenotyping. Dominik Grimm and Barbara Rakitsch performed the genome-wide association experiments. Dominik Grimm, Danelle Seymour and Barbara Rakitsch performed the data analysis. Danelle Seymour, Daniel Koenig and Detlef Weigel wrote the paper with help and contributions from all authors.
CHAPTER 2

An Integrated Framework for Performing Genome-Wide Association Studies

Many tools and algorithms for performing GWASs and meta-analyses have been developed over the last few years. While some of these tools are collections of several different algorithms for GWASs [Aulchenko et al., 2007; Purcell et al., 2007; Yang et al., 2011] or meta-analyses [Aulchenko et al., 2007; Mägi and Morris, 2010; Purcell et al., 2007; Willer et al., 2010], others only implement an algorithm or method tailored to a certain task [Azencott et al., 2013; Bulik-Sullivan et al., 2014; Kang et al., 2010; Lippert et al., 2011; Llinares-López et al., 2015a; Loh et al., 2015; Rakitsch et al., 2013b; Sugiyama et al., 2014]. Various different data input and output formats, as well as the large fragmentation of these tools make them unnecessarily difficult to use. In addition, it is a cumbersome process to analyse and annotate GWAS results, since most of these tools often miss basic functionality to visualise or annotate their own output.

The objective of this chapter is to develop an integrated framework with a collection of popular methods and algorithms for performing GWASs and meta-analyses, as well as serving the community at large with easy to use data handling methods, visualisations and annotations of results. The framework comes with a common C/C++ Application Programming Interface (API) and a Python interface which facilitates the integration, comparison and development of novel algorithms and pipelines. Furthermore, we will utilise this API to develop an easy to use command line interface in Python. The command line tool will offer an intuitive interface for performing GWASs with different algorithms, as well as the visualisation and annotation of these results. In essence, the API will be used throughout this thesis for the development of novel algorithms, as well as for being a resource for future developments beyond this thesis.

In the first half of this chapter we will review different regression models for GWASs and their statistical inference. We will then give a brief introduction about hypothesis testing for regression based models and about multiple hypothesis correction methods. In addition, we will summarise popular meta-analysis methods for GWASs. In the second half of this chapter we will describe the easyGWASCore framework, its architecture, APIs and command line interface. We will demonstrate the capabilities of the
API and the command line interface on various different examples. Eventually, we will analyse the performance of the easyGWASCore framework by comparing it to well established state-of-the-art tools.

2.1 Regression Based Methods for GWASs

Regression based methods are an important class of models that are commonly used in the field of GWASs to find associations between a single phenotype $y$ and a single genetic marker $g$. A genetic marker can be a simple point mutation, such as a Single Nucleotide Polymorphisms (SNP), but also a more complex structural variation, such as a Copy Number Variation (CNV). In this section we will describe various regression models for GWASs and its corresponding statistical inference procedure to estimate unknown parameters in those models. For a more in depth explanation of general regression-based concepts we suggest the following literature [Fahrmeir et al., 2013; Hastie et al., 2009a].

2.1.1 Linear Regression

The basic idea in a linear regression model is to find a linear mapping between a quantitative or continuous phenotype $y_c$ and a genetic marker $g$:

$$
\begin{align*}
    y_c &= \beta_0 + \beta_1 g + \epsilon, \\
    \epsilon &\sim N(0, \sigma^2 I),
\end{align*}
$$

(2.1)

where $\beta_0$ is the weight of the intercept, $\beta_1$ the parametric weight of the genetic marker $g$ and $\epsilon$ the additive random error or noise term which we assume to be normally distributed. The phenotype $y_c$ is a $n$-dimensional vector of phenotypic observations $y_c = (y_{c1}, y_{c2}, \ldots, y_{cn})^T \in \mathbb{R}^n$, where $n$ is the number of samples. The genetic marker $g = (a_1, a_2, \ldots, a_n)^T$ contains the encoded allele information $a_i$ for sample $i$. An overview about the different allele encodings can be found in the Appendix C.2. Within the classical linear regression framework we assume that the noise $\epsilon$ is additive and follows approximately a Gaussian distribution with zero mean $\mathbb{E}[\epsilon] = 0$. Further, we assume that the noise is constant (homoscedastic) and uncorrelated leading to the covariance matrix $\text{Cov}[\epsilon] = \sigma^2 I$. Equation 2.1 can be rewritten in matrix notation:

$$
    y_c \sim N(G\beta, \sigma^2 I),
$$

(2.2)

where $\beta = (\beta_0, \beta_1)^T \in \mathbb{R}^2$ and $G \in \mathbb{R}^{n \times 2}$ is a matrix containing the intercept (a vector of ones $\mathbf{1}$) and a single genetic marker $g$, that is $G = (\mathbf{1}, g)$.

The parameters $\beta$ and $\sigma^2$ are unknown and have to be estimated. For this purpose, several different techniques can be used. In the following we will describe two commonly used methods. First we will give a brief overview about the method of least squares and then we introduce the maximum likelihood estimator.
Method of Least Squares

The method of least squares is one of the most commonly used techniques for finding a linear fit of the parametric weight $\beta$ to minimise the sum of the squared training error [Fahrmeir et al., 2013; Hastie et al., 2009a]:

$$LS(\beta) = \sum_{i=1}^{n} (y_{ci} - \beta_0 - \beta_1 g_i)^2$$

$$= (y_c - G\beta)^T(y_c - G\beta).$$

To find the global minimum we have to compute the gradient of Equation 2.3:

$$\nabla_\beta LS(\beta) = -2(G^T y_c - G^T G\beta).$$

Under the assumption that the matrix $G^T G$ is positive definite we can derive a closed form equation for the least squares estimator $\hat{\beta}_{LS}$ by setting Equation 2.4 to 0:

$$-2(G^T y_c - G^T G\beta) = 0$$

$$\Leftrightarrow -G^T y_c + G^T G\beta = 0$$

$$\Leftrightarrow G^T G\beta = G^T y_c$$

$$\Leftrightarrow \hat{\beta}_{LS} = (G^T G)^{-1}G^T y_c.$$  

Figure 2.1 illustrates the method of least squares. Note that the least squares estimator $\hat{\beta}_{LS}$ in Equation 2.5 neglects any assumption about the distribution of the noise $\epsilon$. To estimate the parameters considering the distribution of the noise term we can use a maximum likelihood estimator.

![Figure 2.1: Illustration of the least squared estimator. Here, we try to minimise the sum of the squared training error, that is the sum of the distances between the observed data points (magenta points) and the predicted data points (blue crosses).](image)

Maximum Likelihood Estimator

Estimation of the weight vector $\beta$: As written in Equation 2.2 we assume additive Gaussian distributed noise $\epsilon \sim \mathcal{N}(0, \sigma^2 I)$ with zero mean and constant variance $\sigma^2$. To estimate the unknown parameters $\beta$ and $\sigma^2$ from Equation 2.2 we can derive the
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The following likelihood function [Fahrmeir et al., 2013]:

\[ L(\beta, \sigma^2) = \mathcal{N}(y_c | G\beta, \sigma^2 I) \]

\[ = \frac{1}{(2\pi\sigma^2)^n} \exp\left(-\frac{1}{2\sigma^2}(y_c-G\beta)^T(y_c-G\beta)\right). \]  

(2.6)

By applying the logarithmic function we can simplify the likelihood function from Equation 2.6:

\[ \text{nll}(\beta, \sigma^2) = -\frac{1}{2} n \log(2\pi\sigma^2) - \frac{1}{2} \frac{n}{\sigma^2} (y_c - G\beta)^T(y_c - G\beta) \]

\[ = -\frac{1}{2} n \log(2\pi) - \frac{1}{2} n \log(\sigma^2) - \frac{1}{2\sigma^2} y_c^T y_c - 2G^T\beta^Ty_c + \beta^T G^T G \beta. \]  

(2.7)

To infer the maximum likelihood estimator \( \hat{\beta}_{ML} \) we set the gradient to zero and solve for the parameter \( \beta \):

\[ \frac{\partial \text{nll}(\beta, \sigma^2)}{\partial \beta} = -\frac{1}{\sigma^2} (-2G^Ty_c + 2G^TG\beta) = \frac{1}{\sigma^2} (G^Ty_c - G^TG\beta) \]

Set to 0: \( \frac{1}{\sigma^2} (G^Ty_c - G^TG\beta) = 0 \)

\( \Leftrightarrow \ G^TG\beta = G^Ty_c \)

\( \Leftrightarrow \ \hat{\beta}_{ML} = (G^TG)^{-1}G^Ty_c. \)  

(2.8)

Note that the found solution is the global minimum of the negative log-likelihood function (Equation 2.7), since the function is convex. As we can see in Equation 2.8 the maximum likelihood estimator \( \hat{\beta}_{ML} \) is equal to the least square estimator \( \hat{\beta}_{LS} \) in Equation 2.5. Hence, minimising the sum of the squared training error is equal to maximising the likelihood or minimising the negative log-likelihood, respectively.

Based on these estimates we are able to create a predictor to approximate the target variable \( y_c \):

\[ \hat{y}_c = G\hat{\beta}_{LS} = G\hat{\beta}_{ML} = G\left(G^TG\right)^{-1}G^Ty_c. \]  

(2.9)

The residuals, that is the difference between the predicted values in \( \hat{y}_c \) and the true phenotypic observations in \( y_c \), can be computed as follows:

\[ \hat{r} = y_c - \hat{y}_c. \]  

(2.10)

**Estimation of the noise variance \( \sigma^2 \):** To get an estimation of the variance parameter we have to differentiate the negative log-likelihood function from Equation 2.7 with respect to \( \sigma^2 \). Replacing \( \beta \) with \( \hat{\beta}_{LS} \) or \( \hat{\beta}_{ML} \) and setting the gradient to zero we
We now retrieved an estimator to approximate the noise variance \( \hat{\sigma}^2_{ML} \). However, this estimator is biased as shown in Fahrmeir et al. [2013]. The unbiased restricted maximum likelihood estimator (REML) is defined as:

\[
\hat{\sigma}^2_{REML} = \frac{1}{n - p} \hat{\mathbf{r}}^T \hat{\mathbf{r}},
\]

where \( p \) is the rank of matrix \( \mathbf{G} \). A full proof can be found in Fahrmeir et al. [2013].

### 2.1.2 Logistic Regression

Linear regression is appropriate if the phenotype is continuous and approximately Gaussian distributed. However, in some cases the phenotype is binary and approximately drawn from \( y_{bi} \sim \mathcal{B}(p_i) \), where \( \mathcal{B} \) is the Bernoulli distribution and \( p_i \) is the conditional probability of \( y_{bi} = 1 \) given the allele \( a_i \) [Fahrmeir et al., 2013; Hastie et al., 2009a]:

\[
p_i = P(y_{bi} = 1 | a_i). \tag{2.13}
\]

One example of a GWAS with a binary phenotype is a case-control study for which we investigate a group of patients having a specific disease (cases) and a control group without the disease (controls). Here we try to identify genetic markers that are significantly associated with patients having the disease. For such experiments, the classical linear regression model is not well suited. The first reason is, that a linear regression allows for \( \hat{y}_{bi} \) values that are larger than one and smaller than zero. This is not valid since we are modelling a probability \( P(y_{bi} = 1 | a_i) \). The second reason is that we assume constant (homoscedastic) noise for the variance parameter \( \sigma^2 \). However,
if a phenotypic observation $y_{bi}$ is drawn from a Bernoulli distribution the variance is defined as:

$$\text{Var}(y_{bi}) = p_i(1 - p_i).$$ \hfill (2.14)

Thus, the variance $\sigma^2$ depends on the different alleles $a_i$ and therefore cannot be assumed to be constant (homoscedastic).

For that reason we model the conditional probability that a set of individuals belongs to the label 1 (cases) given a genetic marker $G = (1, g)$ and the parametric weights $\beta = (\beta_0, \beta_1)^T$ as follows:

$$P(y_{bi} = 1 | G; \beta) = h(G\beta),$$ \hfill (2.15)

where $h$ is the logistic response function, that is:

$$h(G\beta) = \frac{e^{G\beta}}{1 + e^{G\beta}} = \frac{1}{1 + e^{-G\beta}}. \hfill (2.16)$$

**Maximum Likelihood Estimator**

Because the phenotype $y_{bi}$ is binary and thus drawn from a Bernoulli distribution $y_{bi} \sim B(p)$ we can derive the following maximum likelihood function [Fahrmeir et al., 2013; Hastie et al., 2009a]:

$$L(\beta) = \prod_{i=1}^{n} p_i^{y_{bi}}(1 - p_i)^{1-y_{bi}}. \hfill (2.17)$$

Again we can simply Equation 2.18 by taking the logarithmic function:

$$ll(\beta) = \sum_{i=1}^{n} \log L_i(\beta)$$

$$= \sum_{i=1}^{n} [y_{bi} \log(p_i) - y_{bi} \log(1 - p_i) + \log(1 - p_i)]$$

$$= \sum_{i=1}^{n} \left[ y_{bi} \log \left( \frac{p_i}{1 - p_i} \right) + \log(1 - p_i) \right]$$

$$= \sum_{i=1}^{n} \left[ y_{bi} \log \left( \frac{h(G_i\beta)}{1 - h(G_i\beta)} \right) + \log(1 - h(G_i\beta)) \right]$$

$$= \sum_{i=1}^{n} \left[ y_{bi} \log \left( \frac{1}{1 + \exp(-G_i\beta)} \right) + \log \left( 1 - \frac{1}{1 + \exp(-G_i\beta)} \right) \right]$$

$$= \sum_{i=1}^{n} \left[ y_{bi} G_i\beta - \log \left( 1 + e^{G_i\beta} \right) \right], \hfill (2.18)$$

where $G_i = (1, a_i)$, containing the constant intercept 1 and the encoded allelic information $a_i$ for sample $i$. 

To estimate the unknown parameter $\beta$ in this logistic regression model we have to differentiate the log-likelihood function from Equation 2.18 with respect to $\beta$ and set it to zero:

$$s(\beta) = \frac{\partial \log l(\beta)}{\partial (\beta)} = \sum_{i=1}^{n} \frac{\partial \log l_i(\beta)}{\partial (\beta)} = \sum_{i=1}^{n} G_i \left[ y_{bi} - \frac{1}{1 + e^{-G_i \beta}} \right]$$

$$= \sum_{i=1}^{n} G_i (y_{bi} - p_i) = G^T(y_b - p) = 0. \quad (2.19)$$

This function is often referred to as the score-function $s$ [Fahrmeir et al., 2013; Hastie et al., 2009a]. To solve the non-linear score function in Equation 2.19 we can use the iterative Newton-Raphson method [Ypma, 1995]. For this purpose, we have to determine the Hessian matrix by computing the second derivative of Equation 2.18 [Fahrmeir et al., 2013; Hastie et al., 2009a]:

$$H(\beta) = \frac{\partial^2 \log l(\beta)}{\partial (\beta)^2} = -\sum_{i=1}^{n} \left[ G_i G_i^T p_i (1 - p_i) \right] = -G^T W G, \quad (2.20)$$

where $W$ is a $n \times n$ diagonal matrix and the $i$th diagonal element of matrix $W$ is $p_i (1 - p_i)$. The Newton-Raphson method is an iterative method for solving a non-linear equation numerically [Ypma, 1995]. Because each step depends on the previous step an initial starting condition has to be chosen. For this purpose, we initialise the parameter $\beta$ with 0. The $k$th update step for the Newton-Raphson method is defined as:

$$\beta^{(k+1)} = \beta^{(k)} - H(\beta^{(k)})^{-1} s(\beta^{(k)})$$

$$= \beta^{(k)} + (G^T W G)^{-1} G^T(y_b - p). \quad (2.21)$$

The update procedure can be truncated if $\|\beta^{(k+1)} - \beta^{(k)}\|_2 < \rho$, where $\|\cdot\|_2$ is the $l_2$-norm and $\rho$ is a tolerance threshold, e.g. $1e^{-16}$.

### 2.1.3 Linear Mixed Models

Linear mixed models (LMMs) are commonly used to account for fixed and random effects at the same time. In the field of GWASs, linear mixed models are often used to account for hidden confounding, such as population stratification [Kang et al., 2008, 2010; Lippert et al., 2011; Listgarten et al., 2012, 2013; Yu et al., 2006; Zhang et al., 2010c]. Since population structure cannot be directly observed, we can treat it as a random effect. Given a population of $n$ samples we can write the linear mixed model...
as follows:

$$
\mathbf{y} = \mathbf{G}\beta_{\text{fixed}} + \mathbf{u}_{\text{random}} + \epsilon_{\text{noise}},
$$

(2.22)

where \( \mathbf{y} \) is the phenotype of size \( n \) and \( \mathbf{G} \) is the fixed effects matrix including the intercept and the genetic marker, that is \( \mathbf{G} = (1, \mathbf{g}) \). The parameter \( \beta = (\beta_0, \beta_1)^T \) contains the weights for the intercept \( \beta_0 \) and the genetic marker \( \beta_1 \). Similar to a classical linear regression, the noise term \( \epsilon \) is assumed to be additive, homoscedastic and uncorrelated and follows approximately a Gaussian distribution with zero mean and constant, uncorrelated variance \( \epsilon \sim \mathcal{N}(0, \sigma^2_{\epsilon}) \). The term \( \mathbf{u} \) represents the random effect vector \( \mathbf{u} \sim \mathcal{N}(0, \sigma^2_{\mathbf{g}} \mathbf{K}) \), where \( \sigma^2_{\mathbf{g}} \) is the genetic variance. The covariance matrix is a \( n \times n \) kinship matrix \( \mathbf{K} \), measuring the genetic similarity between all \( n \) samples. Thus, the kinship matrix can be used to account for population structure, family structure and cryptic relatedness within a population of \( n \) samples [Kang et al., 2008, 2010; Lippert et al., 2011; Listgarten et al., 2012, 2013; Zhang et al., 2010c]. There are various different kinship matrices, such as the IBS or Balding-Nichols [Balding and Nichols, 1995] matrix. A commonly used kinship matrix is the so called realized relationship kernel (RRK) [Hayes et al., 2009]:

$$
\mathbf{K} = \frac{1}{n} \mathbf{M}\mathbf{M}^T,
$$

(2.23)

where \( \mathbf{M} = (\mathbf{g}_1, \mathbf{g}_2, \ldots, \mathbf{g}_m) \) is a matrix of size \( n \times m \) with \( m \) being the total number of available genetic markers. We assume that \( \mathbf{M} \) is normalized with zero mean and unit variance.

### Maximum Likelihood Estimator

Similar to the classical linear and logistic regression models we have to estimate the unknown parameters, in this case \( \beta \), the genetic variance \( \sigma^2_{\mathbf{g}} \), as well as the noise variance \( \sigma^2_{\epsilon} \). Again, this can be done by using maximum likelihood inference techniques. The likelihood function is defined as follows:

$$
L(\beta, \sigma^2_{\mathbf{g}}, \sigma^2_{\epsilon}) = \mathcal{N}(\mathbf{y}| \mathbf{G}\beta; \sigma^2_{\mathbf{g}} \mathbf{K} + \sigma^2_{\epsilon} \mathbf{I}).
$$

(2.24)

We can simplify the maximum likelihood formulation from Equation 2.24 by taking the logarithmic function and introducing the term \( \delta = \sigma^2_{\epsilon}/\sigma^2_{\mathbf{g}} \), that is the ratio of the noise variance \( \sigma^2_{\epsilon} \) and the genetic variance \( \sigma^2_{\mathbf{g}} \) [Kang et al., 2008; Welham and Thompson, 1997]:

$$
ll(\beta, \sigma^2_{\mathbf{g}}, \sigma^2_{\epsilon}) = \log \mathcal{N}(\mathbf{y}| \mathbf{G}\beta; \sigma^2_{\mathbf{g}} \mathbf{K} + \sigma^2_{\epsilon} \mathbf{I})
$$

$$
\Leftrightarrow ll(\beta, \sigma^2_{\mathbf{g}}, \delta) = \log \mathcal{N}(\mathbf{y}| \mathbf{G}\beta; \sigma^2_{\mathbf{g}} (\mathbf{K} + \delta \mathbf{I})).
$$

(2.25)

With these simplifications we can estimate the weight parameter \( \hat{\beta}_{ML} \) and the genetic variance parameter \( \hat{\sigma}^2_{\mathbf{g}(ML)} \) in closed form. Thus, we only have to solve the optimization problem for the ratio parameter \( \delta \). The optimization problem can be solved
numerically using a root finding method such as Newton-Raphson [Ypma, 1995] or Brent’s method [Brent, 1971].

**Estimation of the weight vector** $\hat{\beta}_{ML}$: To retrieve an estimation for the parameter $\hat{\beta}_{ML}$ we differentiate the log-likelihood function from Equation 2.25 by setting the gradient to zero and solving for the parameter $\beta$:

$$\frac{\partial ll(\beta, \sigma^2_g, \delta)}{\partial \beta} = -\frac{1}{2\sigma^2_g}(y - G\beta)^T(K + \delta I)^{-1}(y - G\beta)$$

Set to Zero: $\frac{1}{\sigma^2_g}(G^T(K + \delta I)^{-1}G\beta - G^T(K + \delta I)^{-1}y) = 0$

$\Leftrightarrow G^T(K + \delta I)^{-1}G\beta = G^T(K + \delta I)^{-1}y$

$\Leftrightarrow \hat{\beta}_{ML} = \left(G^T(K + \delta I)^{-1}G\right)^{-1}G^T(K + \delta I)^{-1}y$. \hfill (2.26)

**Estimation of the genetic variance** $\sigma^2_g$: Similar to the latter estimations we can derive a maximum likelihood estimator for the genetic variance by differentiating the gradient of Equation 2.25 with respect to $\sigma^2_g$. Replacing $\beta$ with the maximum likelihood estimator $\hat{\beta}_{ML}$ (Equation 2.26) and setting the gradient to zero we get:

$$\frac{\partial ll(\beta, \sigma^2_g, \delta)}{\partial \sigma^2_g} = -\frac{n}{2\sigma^2_g} + \frac{1}{2\sigma^2_g}(y - G\hat{\beta}_{ML})^T(K + \delta I)^{-1}(y - G\hat{\beta}_{ML}),$$

Set to Zero: $-\frac{n}{2\sigma^2_g} + \frac{1}{\sigma^2_g}(y - G\hat{\beta}_{ML})^T(K + \delta I)^{-1}(y - G\hat{\beta}_{ML}) = 0$

$\Leftrightarrow \frac{1}{\sigma^2_g}(y - G\hat{\beta}_{ML})^T(K + \delta I)^{-1}(y - G\hat{\beta}_{ML}) = n$

$\Leftrightarrow \hat{\sigma}^2_{g(ML)} = \frac{1}{n}(y - G\hat{\beta}_{ML})^T(K + \delta I)^{-1}(y - G\hat{\beta}_{ML})$. \hfill (2.27)

**Estimation of the ratio parameter** $\delta$: After we estimated the unknown parameters $\hat{\beta}_{ML}$ and $\hat{\sigma}^2_{g(ML)}$ we can write the log-likelihood function from Equation 2.25 as a function only of $\delta$ [Kang et al., 2008]:

$$ll(\hat{\beta}_{ML}, \hat{\sigma}^2_{g(ML)}, \delta) = ll(\delta).$$ \hfill (2.28)

Using Newton-Raphson or Brent’s method we can solve this optimization problem numerically with respect to the parameter $\delta$.

Since we are testing several thousands of SNPs we have to compute $(K + \delta I)^{-1}$ for every single SNP. This operation is cubic in $n$, that is $O(n^3)$. This leads to a computational bottleneck if we investigate hundreds of thousands of SNPs. Kang et al. [2008, 2010] and Lippert et al. [2011] proposed several techniques to efficiently speed up linear mixed models. In the following we briefly introduce factored spectrally transformed linear mixed models (FaSTLMM) by Lippert et al. [2011].
Factored Spectrally Transformed Linear Mixed Models (FaSTLMM): As proposed by Lippert et al. [2011] we can replace the kinship matrix $K$ with it’s spectral decomposition (often referred to as eigendecomposition), that is:

$$ K = USU^T, \tag{2.29} $$

where $U$ is a $n \times n$ matrix whose $i$th column is the $i$th eigenvector of the kinship matrix $K$. The matrix $S$ is a diagonal matrix whose $i$th diagonal element is the $i$th eigenvalue of the $i$th eigenvector. Using this trick we now can modify Equation 2.25 [Lippert et al., 2011]:

$$ l(l(\beta, \sigma^2_g, \delta)) = \log N(y | G\beta; \sigma^2_g (K + \delta I)) $$

$$ = \log N\left(y | G\beta; \sigma^2_g \left(USU^T + \delta I\right)\right) $$

$$ = \log N\left((U^T y) | (U^T G)\beta; \sigma^2_g (S + \delta I)\right). \tag{2.30} $$

Since the kinship matrix $K$ is calculated using all SNPs or a subset of SNPs [Listgarten et al., 2012, 2013], the factorial decomposition can be computed once for all SNPs we like to test, which is a cubic operation $O(n^3)$. After the decomposition is computed we are able to efficiently estimate the unknown parameters $\hat{\beta}_{ML}, \hat{\sigma}^2_{ML}$ and $\hat{\delta}_{ML}$ for every single SNP (a detailed derivation using the factorial decomposition can be found in the Supplementary Material of Lippert et al. [2011]).

2.2 Hypothesis and Multiple Testing

2.2.1 Hypothesis Testing for Regression Methods

In the last sections we introduced various regression models and showed how we can estimate the unknown parameters. However, to answer the question of whether a given genetic marker $g$ is significantly associated with a specific phenotype $y$, we have to perform a statistical hypothesis test. For this purpose, we have to compare the null hypothesis $\mathcal{H}_0$ that the genetic marker $g$ has no effect on the phenotype $y$ with the alternative hypothesis $\mathcal{H}_1$ that this marker is associated with this phenotype. In other words, if we assume that the null hypothesis $\mathcal{H}_0$ is true, the estimated weight $\hat{\beta}_1$ of the genetic marker $g$ would be zero. Thus, $\hat{\beta}_1$ has to be different from zero such that the alternative hypothesis $\mathcal{H}_1$ could be true. The weights in a regression model are often denoted as the *effect estimates*, as well. We can summarise the hypothesis we like to test as follows:

$$ \mathcal{H}_0 : \beta_1 = 0 \text{ against } \mathcal{H}_1 : \beta_1 \neq 0. \tag{2.31} $$

For hypothesis testing several techniques can be used. A widely used test is the likelihood ratio test (LRT). The likelihood ratio is computed between the likelihood function of the alternative model and the null model. By applying the logarithmic function we
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\[ LR = 2 \log \left( \frac{\max_{\mathcal{H}_1} L_1}{\max_{\mathcal{H}_0} L_0} \right) = 2(l_1 - l_0), \]

\[ LR \sim \chi^2_k, \]  

(2.32)

where \( l_0 \) is the log-likelihood function of the null model and \( l_1 \) is the log-likelihood of the alternative model. The number of degrees of freedom \( k \) is dependent on the difference of parameters between the null and alternative model [Wilks, 1938]. In GWASs we usually test if a single genetic marker has an effect on the phenotype. Thus, the null distribution of this likelihood-ratio statistic is approximately \( \chi^2_1 \) distributed with one degree of freedom [Fahrmeir et al., 2013].

In the following example we perform a LRT, using a linear regression, to test whether a single SNP \( g \) is significantly associated with a given phenotype \( y \). For this purpose, we estimate the unknown parameters for the null model (\( \beta_1 = 0 \)) and the alternative model (\( \beta_1 \neq 0 \)) and calculate the LR, as follows:

\[ LR = 2 \log \left( \frac{\max_{\mathcal{H}_1} L_1}{\max_{\mathcal{H}_0} L_0} \right) = 2 \log \left( \frac{\mathcal{N}(y|\hat{\beta}_0(\mathcal{H}_1) + \hat{\beta}_1(\mathcal{H}_1)g; \sigma^2_{H_1} I)}{\mathcal{N}(y|\hat{\beta}_0(\mathcal{H}_0); \sigma^2_{H_0} I)} \right) 
\]

\[ = 2 \left( \log \left( \mathcal{N}(y|\hat{\beta}_0(\mathcal{H}_1) + \hat{\beta}_1(\mathcal{H}_1)g; \sigma^2_{H_1} I) \right) - \log \left( \mathcal{N}(y|\hat{\beta}_0(\mathcal{H}_0); \sigma^2_{H_0} I) \right) \right). \]  

(2.33)

We than can use the complementary cumulative distribution function (also referred to as survival function) of the \( \chi^2 \) distribution to compute the p-value for a given LR. The LRT can be easily adapted to all regression models, discussed in this thesis, by simply modifying the likelihood terms in Equation 2.33.

We can reject the null hypothesis and call a statistical test significant, if the p-value is below a predefined significance threshold \( \alpha \). A commonly used significance cut-off is 5% (\( \alpha = 0.05 \)), this means that the null hypothesis is rejected in at most 5% of the cases when it is actually true. Thus, a falsely rejected null hypothesis is also called a false positive (FP) or a type-1 error.

2.2.2 Multiple Hypothesis Testing

When testing thousands to millions of hypothesis simultaneously, which is a common setting in GWASs [Bush and Moore, 2012; Johnson et al., 2010], we are confronted with the so called multiple hypothesis testing problem. For example, let us consider a typical GWAS in which we are testing more than 500,000 SNPs. If we assume a significance threshold of 5% (\( \alpha = 0.05 \)), we would expect that 25,000 SNPs are deemed significant just due to random chance. Within this family of \( m \) tests we can compute the probability of making at least one type-1 error (or a false positive (FP)):

\[ P(V \geq 1) = 1 - (1 - \alpha)^m, \]  

(2.34)
where $V$ is the number of type-1 errors. This probability is called the *family-wise error rate* (FWER). As we can see in Figure 2.2, the probability of making at least one type-1 error converges quickly to 1, with an increasing number of tests.

![Figure 2.2: Probability of making at least one type-1 error. Here, we show the probability of making at least one type-1 error when testing $m$ multiple hypotheses with respect to three different significance thresholds $\alpha$.](image)

The Bonferroni method [Abdi, 2007] is a widely used approach to control the FWER. It simply rejects the null hypothesis $H_0(i)$ for test $i$ if the p-value $p_v_i$ is less or equal to $\frac{\alpha}{m}$. However, the Bonferroni correction tends to be too conservative. We can modify Equation 2.34 with the Bonferroni corrected significance cut-off:

$$P_B(V \geq 1) = 1 - \left( 1 - \left( \frac{\alpha}{m} \right)^m \right). \quad (2.35)$$

The limit of Equation 2.35, as the number of tests approaches infinity, is:

$$\lim_{m \to \infty} \left( 1 - \left( 1 - \left( \frac{\alpha}{m} \right) \right)^m \right) = 1 - e^{-\alpha}. \quad (2.36)$$

Equation 2.36 is always smaller than $\alpha$, that is:

$$1 - e^{-\alpha} < \alpha \quad \forall \alpha \in \mathbb{R}^+. \quad (2.37)$$

If we assume a significance threshold of 5%, the limit of the probability of making at least one type-1 error is:

$$\lim_{m \to \infty} \left( 1 - \left( 1 - \left( \frac{0.05}{m} \right) \right)^m \right) = 0.0487706. \quad (2.38)$$

Equation 2.36 and 2.38 shows that the Bonferroni methods tends to be always smaller than $\alpha$ and hence too conservative, which might lead to a higher probability of *false negatives* (FN). A FN is often called a *type-2 error*, that is the acceptance of the null-hypothesis when in fact the alternative hypothesis is the true. A slightly more powerful approach to control the FWER was introduced by Holm [1979]. The Holm-Bonferroni method is a sequential step-down adjustment of each p-value. For this purpose, we first have to sort all p-values in decreasing order:

$$p_{v1} \leq p_{v2} \leq p_{v3} \leq \cdots \leq p_{vm}.$$ (2.39)
The adjusted Holm-Bonferroni p-value $\hat{p}_i$, for a given significance threshold $\alpha$, is computed, as follows:

$$\hat{p}_i = \min \left\{ (m - i + 1) p_i, 1 \right\}. \tag{2.40}$$

These two methods are a small selection of approaches to control the FWER, other approaches are described by Šidák [1967], Hochberg [1988], Hommel [1989], Hochberg and Benjamini [1990], Tarone [1990] and Hommel and Krummenauer [1998].

As shown before, controlling the FWER reduces the number of type-1 errors but at the same time increases the probability of making type-2 errors. An alternative strategy, introduced by Benjamini and Hochberg [1995], controls the false discovery rate (FDR). The FDR is the expected proportion of type-1 errors $V$ among the set of all rejected hypothesis $R$ [Benjamini and Hochberg, 1995]:

$$\text{FDR} = E \left[ \frac{V}{R} \right] \text{ where } \frac{V}{R} = 0 \text{ if } V = R = 0$$

$$= E \left[ \frac{V}{R} \mid R > 0 \right] P(R > 0). \tag{2.41}$$

In the case when all hypothesis are true the FWER = FDR, since $V = R$ that leads to FWER = $P(V \geq 1) = E \left[ \frac{V}{R} \right] = \text{FDR}$. As shown in Benjamini and Hochberg [1995], controlling the FDR is less conservative than controlling the FWER. Consequently, controlling the FWER also includes controlling the FDR. On the other hand, controlling the FDR does not necessarily control the FWER. However, controlling the FDR can be more powerful than controlling the FWER [Benjamini and Hochberg, 1995], since it decreases the probability of making a type-2 error (false negative) (see Figure 2.3).

Figure 2.3: FWER vs. FDR vs. no correction. The further left a method the higher the probability of making more type-2 errors, whereas the further right the more type-1 errors.

The first step to control the FDR after Benjamini and Hochberg [1995], is to order the unadjusted $p$-values in decreasing order as in Equation 2.39. Next, we have to find the largest $k \in \mathbb{N}^+$, given a FDR significance cut-off $\alpha$, such that:

$$p_{V(k)} \leq \frac{k}{m}. \tag{2.42}$$

where $m$ is the total number of tests. We then can reject all $k$ null hypothesis $H_{0(i)}, i = 1, \ldots, k$ and declare them as significant. To correct the raw $p$-value $p_{V(i)}$ by computing an adjusted Benjamini & Hochberg FDR $p$-value $\hat{p}_{V(i)}$, we have to follow a linear step-
up adjustment for the sorted list of p-values:

\[
\hat{p}_V(i) = \begin{cases} 
    p_V(m) & \text{if } i = m, \\
    \min \left\{ \frac{m}{i} p_V(i), \hat{p}_V(i+1) \right\} & \text{for } i = m - 1, \ldots, 1. 
\end{cases}
\] (2.43)

Note that this method only guarantees to control the FDR if the p-values \(p_V(i)\) are independent and uniformly distributed under their null hypothesis \(H_0(i)\). For genome-wide association studies this case is rarely true, since genetic markers are in linkage disequilibrium (LD), that is the correlation between genetic markers within a specific regions on the chromosome.

Benjamini and Yekutieli [2001] proposed an extension to control the FDR under the assumption of dependencies (dependent FDR). For this purpose, we have to extend Equation 2.42 with the term \(c = \sum_{i=1}^{m} \frac{1}{m}\):

\[
p_V(k) \leq \alpha \frac{k}{m c}. \] (2.44)

Consequently, we have to adjust the step-up procedure in Equation 2.43 to compute the adjusted p-values after Benjamini, Hochberg & Yekutieli:

\[
\hat{p}_V(i) = \begin{cases} 
    c p_V(m) & \text{if } i = m, \\
    \min \left\{ \frac{m}{i} p_V(i), \hat{p}_V(i+1) \right\} & \text{for } i = m - 1, \ldots, 1. 
\end{cases}
\] (2.45)

However, this method is more conservative than the original Benjamini & Hochberg procedure. Importantly, quite often we do not know the exact form of the dependency structure between the random variables. Because of that, making any kind of assumptions between the dependencies of variables can have unforeseeable consequences [Ewens and Grant, 2005].

An alternative definition of the FDR, the positive false discovery rate (pFDR) [Storey, 2002; Storey and Tibshirani, 2003], is defined as:

\[
pFDR = E \left[ \frac{V}{R} \mid R > 0 \right]. \] (2.46)

The pFDR is the rate that at least one test is positive (or the rate that discoveries are false), whereas the FDR is the rate that false discoveries occur. Storey argued that the extra term \(P(R > 0)\) in Equation 2.41 might lead to ambiguous interpretations of results [Storey, 2003, 2011; Zaykin et al., 2000].

Storey and Tibshirani [2003] introduced the q-value as a method to control the pFDR in the field of genome-wide studies and defined the q-value as follows:

"The q-value of a particular feature in a genome-wide data set is the expected proportion of false positives incurred when calling that feature significant."
To estimate q-values based on a set of pre-computed p-values, we first have to sort all p-values in decreasing order, as in Equation (2.39). The next step involves the estimation of $\hat{\pi}_0$, that is the proportion of genetic markers that are truly null [Storey and Tibshirani, 2003]:

$$\hat{\pi}_0(\lambda) = \frac{\#\{p_{ij} > \lambda; \ i = 1, \ldots, m\}}{m(1 - \lambda)},$$

(2.47)

where $\#(.)$ is the number of all p-values $p_{ij}$ that are larger than the tuning parameter $\lambda \in \{0, 0.01, 0.02, \ldots, 0.95\}$. We then fit a natural cubic spline $f$ with 3 degrees of freedom on Equation 2.47 and set the estimate of $\hat{\pi}_0 = f(1)$. With this estimate of $\hat{\pi}_0$ we can compute all q-value estimates in a step down procedure $\hat{q}(p_{ij}), i = (m, m - 1, m - 2, \ldots, 1)$ as follows:

$$\hat{q}(p_{ij}) = \begin{cases} 
\hat{\pi}_0 p_{ij} & \text{if } i = m, \\
\min\left(\frac{\hat{\pi}_0 \text{amp} p_{ij}}{i}, \hat{q}(p_{ij+1})\right) & \text{if } i < m.
\end{cases}$$

(2.48)

### 2.3 Meta-Analysis Methods for GWASs

Meta-analysis is a technique to combine the results from several already conducted GWASs and is a powerful technique to increase the statistical power to detect genetic associations of complex diseases or phenotypes [Evangelou and Ioannidis, 2013]. A variety of different meta-analysis methods exist. In this section, we give a brief overview about commonly used frequentist methods for meta-analysis in the field of GWASs. Further, we highlight their advantages and disadvantages. All methods are integrated into our common easyGWASCore framework.

#### 2.3.1 Fisher’s Method

Fisher’s method is one of the earliest meta-analysis methods that combines p-values from different studies with the same null-hypothesis [Fisher, 1934; Mosteller and Fisher, 1948]. With Fisher’s method we test the null-hypothesis that the effect size is zero in all studies. The alternative hypothesis is true if at least one of the individual null hypothesis can be rejected [Borenstein et al., 2011]. In the field of GWASs we can use this method to combine the p-values of different studies. Fisher’s method can be used for all one-sided p-values. The test statistic follows a $\chi^2$ distribution under the global null hypothesis with $2k$ degrees of freedom and is defined as follows:

$$T_{\text{Fisher}} = -2 \sum_{j=1}^{k} \ln(p_{ij}), \quad T_{\text{Fisher}} \sim \chi^2_{2k},$$

(2.49)

where $k$ is the number of GWA studies and $p_{ij}$ is the p-value of the $i$th genetic marker of $j$th study. Fisher’s method is easy to use and requires only limit information from each study. However, all studies are weighted equally, as we can see in Equation 2.49. This is suboptimal for GWASs with different sample sizes. A second disadvantage
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of Fisher’s method is that it does not consider the direction of the effect. Thus, associations in different studies with opposite effect directions might strengthen the effect rather than contradicting each other.

2.3.2 Stouffer’s Z

Stouffer’s method is closely related to Fisher’s method but is based on Z-scores rather than p-values [Stouffer et al., 1949]. Stouffer’s method for the genetic marker \( i \) is defined as:

\[
Z_{i}^{\text{Stouffer}} = \frac{\sum_{j=1}^{k} (Z_{ij})}{\sqrt{k}},
\]

where \( k \) is the total number of studies and \( Z_{ij} \) is the \( i \)th Z-score of study \( j \). The Z-score \( Z_{ij} \) can be derived from one-tailed p-values:

\[
Z_{ij} = \phi^{-1} \left( 1 - p_{v_{ij}} \right),
\]

where \( \phi \) is the standard normal cumulative distribution function and \( p_{v_{ij}} \) is the one-tailed p-value of the \( i \)th genetic marker of study \( j \). Similar to Fisher’s method we can test the null-hypothesis that the effect for the \( i \)th genetic marker is zero in all studies. For this purpose, we can compute one-sided and two-sided p-values for the \( Z_{i}^{\text{Stouffer}} \)-test statistic in Equation 2.50:

- One-sided p-value: \( p_{v_{i}} = 1 - \phi(|Z_{i}^{\text{Stouffer}}|) \),

- Two-sided p-value: \( p_{v_{i}} = 2(1 - \phi(|Z_{i}^{\text{Stouffer}}|)) \).

Stouffer’s method can easily be extended by a weighting term \( w_{ij} \) to penalise studies differently, that is:

\[
Z_{i}^{\text{Stouffer}} = \frac{\sum_{j=1}^{k} w_{ij} Z_{ij}}{\sqrt{\sum_{j=1}^{k} w_{ij}^2}},
\]

where \( w_{ij} \) is the weight of the \( i \)th genetic marker for study \( j \). For GWASs \( w_{ij} \) is in general \( \sqrt{n_{ij}} \), where \( n_{ij} \) is the number of samples/individuals for the \( i \)th genetic marker of study \( j \).

A second advantage of Stouffer’s method is that it is easy to introduce the direction of the effect, as well. This can be achieved by multiplying the Z-score in Equation 2.51 with the sign of the effect \( \beta_{ij} \) of the \( i \)th genetic marker of study \( j \):

\[
Z_{ij} = \phi^{-1} \left( 1 - p_{v_{ij}} \right) \text{sign}(\beta_{ij}).
\]

2.3.3 Fixed Effect Model for Meta-Analysis

An alternative strategy to combine p-values or Z-scores is to combine effect sizes. Combining effect sizes is more powerful than combining p-values or Z-scores [Borenstein et al., 2010, 2011]. However, it requires that the computations are standardised across
all studies, e.g. that they are transformed with the same methods or measured on the same scale. However, for large GWAS studies this is not always possible. In that case, one has to use one of the latter methods. Otherwise, Fixed Effect Models (FEM) can be used to combine the effect sizes for different studies. Here we assume that all $k$ GWA studies share a common true effect $\theta_i$ for the genetic marker $i$. For example, we can think of combining different GWASs for a common phenotype that were measured in the same lab, by the same person and under exactly the same environmental conditions. As in Borenstein et al. [2010, 2011] we illustrate the shared common true effect with a triangle and the individual (within-study) true effect for study $j$ with a circle (Figure 2.4). In practice the common true effect size $\theta_i$ for the genetic marker $i$ is unknown due to its within-study noise (or sampling error). If we assume an infinite number of samples the sampling error (within-study noise) would be the zero. Thus, the observed effect for each study would be the same as the true effect. However, the observed effect $Y_{ij}$ for the genetic marker $i$ and study $j$ (illustrated as squares in Figure 2.4) deviates from the true effect and is defined as the sum of the common true effect $\theta_i$ and its within-study noise $\epsilon_{ij}$, that is:

$$Y_{ij} = \theta_i + \epsilon_{ij},$$

(2.56)

where $i$ is the $i$th genetic marker of study $j$. The within-study variance of the genetic marker $i$ for study $j$ is donated as $\sigma_{ij}^2$ as illustrated in Figure 2.4.

**Figure 2.4: Fixed effect model.** The Fixed Effect Model assumes a common true effect of the genetic marker $i$ across all studies $k$. The circle represents the true effect for study $j$. The square is the observed effect for study $j$ and $\epsilon_{ij}$ is the random noise (sampling error) of the genetic marker $i$ for study $j$. $\sigma_{ij}^2$ is the variance of the genetic marker $i$ for study $j$. The triangle is the estimated common true effect across all $k$ studies.

**Estimation of the common true effect $\theta_i$:** To estimate the unknown common true effect $\hat{\theta}_i$, we compute a weighted mean of all observed effect sizes $Y_{ij}$, that is:

$$\hat{\theta}_i = \frac{\sum_{j=1}^{k} w_{ij} Y_{ij}}{\sum_{j=1}^{k} w_{ij}},$$

(2.57)
where \( w_{ij} \) is the weight assigned to the genetic marker \( i \) in study \( j \). For the weighting we use the inverse of the within-study variance \( \sigma_{ij}^2 \), that is:

\[
\hat{\sigma}_{\hat{\theta}_i}^2 = \frac{1}{\sum_{j=1}^{k} w_{ij}}.
\]  

(2.59)

Hence, the estimated standard error \( \hat{\sigma}_{\hat{\theta}_i} \) is:

\[
\hat{\sigma}_{\hat{\theta}_i} = \sqrt{\hat{\sigma}_{\hat{\theta}_i}^2} = \sqrt{\frac{1}{\sum_{j=1}^{k} w_{ij}}},
\]

(2.60)

With the estimates \( \hat{\theta}_i \) and \( \hat{\sigma}_{\hat{\theta}_i} \) we easily can derive the 95% upper and lower confidence interval estimates under the assumption of normality for the estimated common true effect:

Upper Limit \( \hat{\theta}_{i,95\%} = \hat{\theta}_i + 1.96 \hat{\sigma}_{\hat{\theta}_i} \),
Lower Limit \( \hat{\theta}_{i,95\%} = \hat{\theta}_i - 1.96 \hat{\sigma}_{\hat{\theta}_i} \).

(2.61)

(2.62)

**Hypothesis testing:** With the estimated parameters we can perform a statistical test to test the null hypothesis that the estimated common true effect \( \hat{\theta}_i \) is zero. For this purpose, we compute a Z-Value, that is:

\[
Z_{\hat{\theta}_i} = \frac{\hat{\theta}_i}{\hat{\sigma}_{\hat{\theta}_i}}.
\]

(2.63)

Similar to other Z-Value based method we easily can derive one-sided and two-sided p-values as follows:

One-sided p-value: \( p_{v_i} = 1 - \phi(|Z_{\hat{\theta}_i}|) \),

(2.64)

Two-sided p-value: \( p_{v_i} = 2(1 - \phi(|Z_{\hat{\theta}_i}|)) \),

(2.65)

where \( \phi \) is the standard normal cumulative distribution function and \( p_{v_i} \) is the p-value of the \( i \)th genetic marker.

### 2.3.4 Random Effect Model for Meta-Analysis

For the Random Effect Model (REM) we do not make the assumption that all studies share exactly the same effect size. Here, we assume that the true effect \( \mu_i \) for the
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A genetic marker \(i\) is approximately Gaussian distributed and is the mean among all individual true study effects \(\theta_{ij}\), where \(j\) is the \(j\)th study of all \(k\) studies [Borenstein et al., 2010, 2011]. For example, it is unrealistic to assume that all experiments are conducted exactly under the same conditions and that no variation is going on between the individual studies. Most often it is the case that we like to combine GWASs computed on a common phenotype that was measured in different labs, by different scientists and approximately under the same environmental conditions. Thus, each individual true effect \(\theta_{ij}\) of study \(j\) is an additive combination by the mean \(\mu_i\) of all studies and the between-study variation \(\tau_{ij}\) (also between-study noise or study heterogeneity) [Borenstein et al., 2010, 2011]. In Figure 2.5 we illustrated the basic concepts of a REM. Further, we define the observed effect size \(Y_{ij}\) in a REM as an additive contribution of the mean of all true effects \(\mu_i\), the within-study noise \(\epsilon_{ij}\) and the between-study variation \(\tau_{ij}\) [Borenstein et al., 2010, 2011], as follows:

\[
Y_{ij} = \theta_{ij} + \epsilon_{ij} = \underbrace{\mu_i}_{\text{mean true effect size}} + \underbrace{\tau_{ij}}_{\text{between-study noise}} + \underbrace{\epsilon_{ij}}_{\text{within-study noise}}.
\]  

\(\text{Figure 2.5: Random effect model.}\) The Random Effect Model assumes a within-study and between-study variance for genetic marker \(i\) across all studies \(k\). The circle represents the true effect \(\theta_{ij}\) for study \(j\). The square is the observed effect for study \(j\), \(\epsilon_{ij}\) is the random noise (sampling error) and \(\tau_{ij}\) the true variation in effect sizes of the genetic marker \(i\) for study \(j\). \(\sigma^2_{ij}\) is the variance of the genetic marker \(i\) for study \(j\). The triangle is the estimated mean of the population effect across all \(k\) studies.

**Estimation of the overall population between-studies variance \(T^2\):** To estimate the between-studies variance \(T^2\) across a whole population of studies we can use the method after DerSimonian and Laird [1986], as described in Borenstein et al. [2010, 2011], that is:

\[
\hat{T}^2_i = \frac{Q_i - df}{C_i},
\]  

\(\text{Figure 2.5: Random effect model.}\) The Random Effect Model assumes a within-study and between-study variance for genetic marker \(i\) across all studies \(k\). The circle represents the true effect \(\theta_{ij}\) for study \(j\). The square is the observed effect for study \(j\), \(\epsilon_{ij}\) is the random noise (sampling error) and \(\tau_{ij}\) the true variation in effect sizes of the genetic marker \(i\) for study \(j\). \(\sigma^2_{ij}\) is the variance of the genetic marker \(i\) for study \(j\). The triangle is the estimated mean of the population effect across all \(k\) studies.
where $Q_i$ is the total variance, $df$ the expected variance if all studies share the same true effect (degrees of freedom) and $C_i$ is a scaling factor. $Q_i$ is defined as follows:

$$Q_i = \sum_{j=1}^{k} \left( w_{ij} Y_{ij}^2 \right) - \frac{\left( \sum_{j=1}^{k} w_{ij} Y_{ij} \right)^2}{\sum_{j=1}^{k} w_{ij}},$$

(2.68)

where $w_{ij}$ is the inverse within-study variance as defined in Equation 2.58. The expected variance is defined as:

$$df = k - 1,$$

(2.69)

where $k$ is the total number of studies. Thus, if the total variance $Q$ is equal to the expected variance $df$, no between-study variance can be observed. The scaling factor $C$ is computed as follows:

$$C_i = \sum_{j=1}^{k} w_{ij} - \frac{\sum_{j=1}^{k} w_{ij}^2}{\sum_{j=1}^{k} w_{ij}}.$$  

(2.70)

**Estimation of the mean effect size $\mu_i$:** In a REM we estimate the mean of the true effect $\hat{\mu}_i$, by computing a weighted mean of all individual observed effect sizes $Y_{ij}$, that is:

$$\hat{\mu}_i = \frac{\sum_{j=1}^{k} \hat{w}_{ij} Y_{ij}}{\sum_{j=1}^{k} \hat{w}_{ij}},$$

(2.71)

where $\hat{w}_{ij}$ is the additive inverse of the within-study variance $\sigma_{ij}^2$ and the estimated between-studies variance $\hat{T}_i^2$, that is:

$$\hat{w}_{ij} = \frac{1}{\sigma_{ij}^2 + \hat{T}_i^2}.$$

(2.72)

The estimated variance $\hat{\sigma}_{\hat{\mu}_i}^2$ and the estimated standard error $\hat{\sigma}_{\hat{\mu}_i}$ of the estimated mean of the true effect $\hat{\mu}_i$ can be computed as follows:

$$\hat{\sigma}_{\hat{\mu}_i}^2 = \frac{1}{\sum_{j=1}^{k} \hat{w}_{ij}},$$

(2.73)

$$\hat{\sigma}_{\hat{\mu}_i} = \sqrt{\frac{1}{\sum_{j=1}^{k} \hat{w}_{ij}}}.$$  

(2.74)

With these estimates we easily can derive the 95% upper and lower confidence interval estimates under the assumption of normality:

Upper Limit $\hat{\mu}_{i, 95\%} = \hat{\mu}_i + 1.96 \hat{\sigma}_{\hat{\mu}_i},$

(2.75)

Lower Limit $\hat{\mu}_{i, 95\%} = \hat{\mu}_i - 1.96 \hat{\sigma}_{\hat{\mu}_i}.$

(2.76)

**Hypothesis testing:** Similarly to the FEM, we can perform a statistical test to test the null hypothesis that the mean of the estimated effect $\hat{\mu}_i$ is zero. As in Equation 2.63 we compute the Z-Value $Z_{\hat{\mu}_i}$ as the ratio of the estimated mean effect $\hat{\mu}_i$ to the
estimated standard error $\hat{\sigma}_i$. The one-sided and two-sided p-values are then computed as follows:

\[
\text{One-sided p-value: } p_{v_i} = 1 - \phi(|\hat{\mu}_i|),
\]
\[
\text{Two-sided p-value: } p_{v_i} = 2(1 - \phi(|\hat{\mu}_i|)),
\]

where $\phi$ is the standard normal cumulative distribution function and $p_{v_i}$ is the p-value of the $i$th genetic marker.

### 2.4 easyGWASCore: An Efficient C/C++ Framework for GWASs and Meta-Analyses

In the following subsections we will describe easyGWASCore, a C/C++ framework with Python interfaces, that integrates the previously introduced regression and meta-analysis methods and offers a common data pre- and post-processing pipeline. First, we will characterise the architecture of the easyGWASCore framework, followed with a brief explanation of the application programming interface and a demonstration of its flexibility on several examples. Second, we will introduce the Python command line interface by conducting an example GWAS on *Arabidopsis thaliana*, including the visualisation and annotation of the results. Finally, we will analyse the performance of our framework and compare it to well established state-of-the-art tools.

#### 2.4.1 The Architecture and Design of easyGWASCore

We used the high level programming language C/C++ to implement the main algorithms and methods of easyGWASCore. We used SWIG\(^1\) a simplified wrapper and interface generator to create Python interfaces for our C/C++ algorithms and methods. We structured the framework into three main abstraction layers, as illustrated in Figure 2.6. Here, a layer represents a collection of at least one module, whereas a module represents a collection of at least on class object. Layer 1 is an assembly of different core modules, such as a general library of basic algorithms and helper methods that are required by many other methods and algorithms. Thus far, the easyGWASCore framework contains five main core modules, providing a collection of basic statistical classes (e.g. different distribution functions), input/output (IO) management classes (e.g. log file writers, file progress class), basic helper classes (e.g. string helper class, math helper class, cross-validation class), kernel function classes (e.g. realised relationship kernel) and an optimisation class (e.g. root finding algorithms), as illustrated in Figure 2.6. The second layer, Layer 2, is a collection of generic and widely used modules for various algorithms and methods. As illustrated in Figure 2.6, the framework contains a regression and a meta module. These two modules are an assembly of commonly used implementations of different regression models (e.g. linear, logistic or linear mixed model regression), as well as standard meta-analysis methods. Algorithms in Layer 2

\(^1\)http://www.swig.org
Figure 2.6: Layers and modules of easyGWASCore: easyGWASCore is structured into three main layers. The first layer contains core modules that are needed by a variety of algorithms and methods. The second layer contains modules that represent a general class of algorithms and methods that can be applied to solve many different problems. The last layer contains modules tailored to certain tasks that mostly use methods or algorithms from the first two layers.

are supposed to be as general as possible such that they can be easily re-used in as many applications and methods as possible. Methods from this layer make frequent use of modules from Layer 1.

The last layer, Layer 3, contains specialised algorithms and methods tailored to solve specific problems. Until now, the easyGWASCore framework contains a specialised module for performing GWASs and meta-analyses. Algorithms in this layer frequently use modules and classes from the first two layers. A detailed overview about all classes and function can be found in the Appendix D.1.

In addition, our framework uses different popular third party libraries. To perform any kind of matrix or vector arithmetic we linked the linear algebra library Eigen [Guennebaud et al., 2010]. This library also provides helpful numerical solvers (e.g. basic linear solvers, eigenvalue and eigenvector decomposition methods) that are frequently used in easyGWASCore. For many statistical test and methods, as well as for computing p-values different distribution functions are needed. Therefore, we created C/C++ interfaces to the Cephes mathematical library\(^2\). This library offers different algorithms to precisely compute the Cumulative Distribution Functions (CDF) or Survival Functions (SF) of various statistical distributions. Furthermore, we included the Maxflow library [Boykov and Kolmogorov, 2004], that efficiently computes a max-flow/min-cut on arbitrary graphs using the Boykov-Kolmogorov algorithm. This library is used by our algorithm SConES, which we will introduce in Chapter 5.

\(^2\)http://www.moshier.net
The use of Object Oriented Programming (OOP) paradigms and the modular structure of our C++ framework facilitates the development and integration of novel algorithms. For example we used class inheritance to create a common object structure for related classes and methods. In our framework all regression classes — CLinearRegression, CLogisticRegression and CLinearMixedRegression (see Appendix D.1) — inherit from the global parent class CRegression. Consequently, all regression models share a common set of methods. This also facilitates the re-use of existing code since existing algorithms can be easily modified by simply changing the type of regression model.

Listing 2.1: C++ example of fitting a linear regression and logistic regression and printing the output of each model using a function that takes a pointer to the parent class of these models

```cpp
#include <iostream>
#include "CEasyGWAS/regression/CRegression.h"

void printSummary(CRegression* regression) {
    //Print results from regression model
    regression->print();
    //Print R2 measure
    std::cout << "R2: \t" << regression->getRSquared() << std::endl;
    //Print degrees of freedom
    std::cout << "DF: \t" << regression->getDF() << std::endl;
}

int main() {
    // Initialise a Random Matrix with 12 samples and 2 features
    MatrixXd X = MatrixXd::Random(12,2);
    // Initialise target vector with 12 samples
    VectorXd y(12);
    y << 1,2,3,4.5,5,6,7.5,8,9,10.5,11,12;
    //Create a Linear Regression
    CLinearRegression lm;
    //Fit Linear Regression
    lm.fit(y, X);
    //Print something to illustrate inheritance
    printSummary(&lm);

    // Initialise binary target vector with 12 samples
    VectorXd y_binary(12);
y_binary << 0,0,0,0,1,0,1,1,0,1,1;

    //Create a Logistic Regression
    CLogisticRegression lg;
    //Fit Logistic Regression
    lg.fit(y, X);
    //Print something to illustrate inheritance
    printSummary(&lg);
    return 0;
}
```

Listing 2.1 we give a basic example of how to run a linear and logistic regression using the easyGWASCore API. We therefore initialise and fit a linear regression in Lines 22-25 and logistic regression in Lines 32-35 (Listing 2.1). To demonstrate the inheritance of common methods from the parent class CRegression, we implement a simple function to print some parameters for the respective regression class. As function parameter we pass a pointer with type CRegression. Since this is the parent class of all regression based classes we can pass a reference to an object of type CLinearRegression, as well
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as an object of type CLogisticRegression. The command line output for the example in Listing 2.1 is shown in Listing 2.2.

Listing 2.2: Output for example in Listing 2.1

```
> Output Linear Regression:

Linear Regression: y ~ 1 + x1 + x2
Estimated Parameters:

<table>
<thead>
<tr>
<th>Betas</th>
<th>STD Betas</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>6.86767</td>
</tr>
<tr>
<td>x1</td>
<td>-1.43343</td>
</tr>
<tr>
<td>x2</td>
<td>-1.43987</td>
</tr>
</tbody>
</table>

LogLikelihood: -31.24
AIC: 68.4801
AICc: 71.4801
R2: 0.148831
DF: 3

> Output Logistic Regression:

Logistic Regression: y ~ 1 + x1 + x2
Estimated Parameters:

<table>
<thead>
<tr>
<th>Betas</th>
<th>STD Betas</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>-0.117562</td>
</tr>
<tr>
<td>x1</td>
<td>0.762114</td>
</tr>
<tr>
<td>x2</td>
<td>-1.59986</td>
</tr>
</tbody>
</table>

LogLikelihood: -7.3333
AIC: 20.6666
AICc: 23.6666
BIC: 22.1213
R2: 4.00972
DF: 3
```

2.4.2 The easyGWASCore Application Programming Interface

In this section we will describe the application programming interface (API) of the easyGWASCore framework. In the first sub-section we will give a brief and general overview about the C/C++ and Python API and how those can be applied. In addition, we will give a concrete and fully functional example of how to perform a GWAS by exploiting the C/C++ API. In the last sub-section we will demonstrate how the easyGWASCore API can be used to extend the framework with additional user-specific models.

General Overview About the easyGWASCore API

In the following we will demonstrate how to execute four different state-of-the-art GWAS algorithms using either the C/C++ or Python API. For this purpose, let us assume that we are given an already pre-processed SNP matrix G, a phenotype y and a sample by sample kinship matrix K. A side by side comparison between the C/C++ and Python method calls can be found in Listing 2.3 and Listings 2.4, respectively. A complete list of all available algorithms and methods can be found in the Appendix D.1. The syntax — as illustrated — is nearly identical within and across these two different programming languages. The same is true for the meta-analysis methods. Let us assume we already conducted two GWASs I and II. For each of those two studies we are given a set of p-values \( p_{ij} \) with their corresponding positions \( \text{pos}_j \), chromosomes \( \text{chrom}_j \) and if available their corresponding estimated regression coefficients \( \hat{\beta}_j \) and estimated standard errors of the regression coefficients \( \hat{\beta}_{SEj} \), where \( j \) is either study I or study II.
# Listing 2.3: GWAS C/C++
```
#include methods for single trait GWAS
#include "CEasyGWAS/gwas/CSingleTraitGWAS.h"

// Linear Regression
CSingleTraitGWAS::LinearRegression lm;
lm.setGenotype(G);
lm.setPhenotype(y);
lm.test_associations();
lm.getPvalues();

// Logistic Regression
CSingleTraitGWAS::LogisticRegression lr;
lr.setGenotype(G);
lr.setPhenotype(y);
lr.test_associations();
lr.getPvalues();

// EMMAX
CSingleTraitGWAS::EMMAX emmax;
emmax.setGenotype(G);
emmax.setPhenotype(y);
emmax.setK(K);
emmax.test_associations();
emmax.getPvalues();

// FaSTLMM
CSingleTraitGWAS::FaSTLMM fastlmm;
fastlmm.setGenotype(G);
fastlmm.setPhenotype(y);
fastlmm.setK(K);
fastlmm.test_associations();
fastlmm.getPvalues();
```

# Listing 2.4: GWAS Python
```
import easyGWASCore as gwas_core

# Linear Regression
lm = gwas_core.LinearRegression()
lm.setGenotype(G)
lm.setPhenotype(y)
lm.test_associations()
lm.getPvalues()

# Logistic Regression
lr = gwas_core.LogisticRegression()
lr.setGenotype(G)
lr.setPhenotype(y)
lr.test_associations()
lr.getPvalues()

# EMMAX
emmax = gwas_core.EMMAX()
emmax.setGenotype(G)
emmax.setPhenotype(y)
emmax.setK(K)
emmax.test_associations()
emmax.getPvalues()

# FaSTLMM
fastlmm = gwas_core.FaSTLMM()
fastlmm.setGenotype(G)
fastlmm.setPhenotype(y)
fastlmm.setK(K)
fastlmm.test_associations()
fastlmm.getPvalues()
```

# Listing 2.5: Meta-analysis C/C++
```
#include methods for meta-analysis
#include "CEasyGWAS/gwas/CMetaGWAS.h"

// Perform Fisher Method analysis
CMetaGWAS meta;
// Add study I
meta.addPValuesStudy(p_I, chrom_I, pos_I);
// Add study II
meta.addPValuesStudy(p_II, chrom_II, pos_II);
// Compute
meta.performFisherMethod();
meta.getPValues();

// Perform Fixed Effect Model analysis
CMetaGWAS meta;
// Add study I
meta.addEffectSizeStudy(chrom_I, pos_I, \hat{\beta}_I, \hat{\beta}_{SEI});
// Add study II
meta.addEffectSizeStudy(chrom_II, pos_II, \hat{\beta}_{II}, \hat{\beta}_{SEII});
// Compute
meta.performFixedEffectModel();
meta.getPValues();
```

# Listing 2.6: Meta-analysis Python
```
import easyGWASCore as gwas_core

# Perform Fisher Method
meta = gwas_core.CMetaGWAS()
# Add study I
meta.addPValuesStudy(p_I, chrom_I, pos_I)
# Add study II
meta.addPValuesStudy(p_II, chrom_II, pos_II)
# Compute
meta.performFisherMethod()
meta.getPValues()

# Perform Fixed Effect Model analysis
meta = gwas_core.CMetaGWAS()
# Add study I
meta.addEffectSizeStudy(chrom_I, pos_I, \hat{\beta}_I, \hat{\beta}_{SEI})
# Add study II
meta.addEffectSizeStudy(chrom_II, pos_II, \hat{\beta}_{II}, \hat{\beta}_{SEII})
# Compute
meta.performFixedEffectModel()
meta.getPValues()
In the Listings 2.5 and 2.6 we give two examples for two different types of meta-analyses. In the first example we use Fisher’s Method and for the second one a Fixed Effect Model. An overview about all other algorithms can be found in the Appendix D.1.

**GWAS Example Using the C/C++ API**

Here, we will illustrate how to create a standalone program to perform a complete GWAS using a linear regression model. For this purpose, we give a line by line explanation of how to parse the genotype and phenotype data, as well as how to perform the actual GWAS (see Listing 2.7).

**Listing 2.7: C/C++ example for parsing, filtering and handling data, as well as performing a genome-wide association mapping using a linear regression**

```c++
// Include PLINK parser class
#include "CEasyGWAS/io/CPlinkParser.h"

// Include GWAS data Input, Output class
#include "CEasyGWAS/io/CGWASDataIO.h"

// Include methods for single trait GWAS
#include "CEasyGWAS/gwas/CSingleTraitGWAS.h"

// Main function for performing a linear regression including parsing
// and filtering genotype and phenotype data
int main() {
    // Initialise data object for gwas
    GWASData data;

    // Read genotype PED file with the PLINK Parser and store data in data object
    CPlinkParser::readPEDFile("genotype.ped", &data);

    // Read genotype MAP file and store data in data object
    CPlinkParser::readMAPFile("genotype.map", &data);

    // Read phenotypes from file and store them in data object
    CPlinkParser::readPhenotypeFile("phenotype.pheno", &data);

    // GWAS data Helper to encode genotype data with a heterozygous encoding
    CGWASDataHelper::encodeHeterozygousData(&data, GWASDataHelper::additive);

    // Select phenotype 0 and remove samples with missing data
    // and dump data in a new temporary /data object. This
    // command is slicing and sorting the data accordingly
    // such that samples match.
    GWASData tmpData = CGWASDataHelper::removeSamples4MissingData(data, 0);

    // Remove SNPs with a minor allele frequency less than 10%
    CGWASDataHelper::filterSNPsByMAF(&tmpData, 0.1);

    // Perform GWAS using a Linear Regression
    CSingleTraitGWAS::LinearRegression gwas(tmpData.Y.col(0), tmpData.X);
    gwas.test_associations();

    // Get results and save them in an output file
    GWASResults results = gwas.getResults();
    CGWASDataIO::writeSummaryOutput("output.txt", tmpData, results);

    return 0;
}
```

The first step is to generate a GWAS data object by initialising the `GWASData` class (Line
Next we are able to load the genotype and phenotype data — stored in the popular PLINK [Purcell et al., 2007] format — by using the input/output methods from the CPlinkParser class (Line 17-23, Listing 2.7). Note that the data loading methods take care of matching the samples from the genotype data to those of the phenotype data. After we successfully loaded the raw genotype data we need to encode this data using one of the commonly available genotype encodings (Appendix C.2). In this example we apply the standard additive genotype encoding where the major allele of a given SNP is encoded with 0, the heterozygous allele with 1 and the minor allele with 2 (Line 26, Listing 2.7). After loading and encoding the data we have to select one of the phenotypes that are stored in our data object and remove samples with missing phenotypic values. This can be achieved by using the removeSamples4MissingData() method. We therefore pass the current data object to this method and specify that the phenotype with id 0 should be selected. Thus, the phenotype data is stored in a filtered and sorted manner in a temporary data object (Line 32). This is necessary because the original data object might contain more than one phenotype and we do not want to modify the original data container. To remove SNPs with a minor allele frequency of less than 10% we use the filterSNPsByMAF method (Line 35). Finally, we can perform the actual genome-wide association scan by initialising a single trait linear regression using the CSingleTraitGWAS class (Line 38-39). Again, the interface is similar for all other single trait regression models. Thus it is straightforward to replace the linear regression with a logistic regression, EMMAX [Kang et al., 2010] or FaSTLMM [Lippert et al., 2011]. Finally, we retrieve the results by writing them to an output file (Line 42-43).

**Building Novel Algorithms with the easyGWASCore API**

In the previous sub-sections we showed the general structure of the API for performing GWASs and meta-analysis. However, often it is necessary to create more complex models that are not supported or implemented out of the box. In this section we demonstrate on a small example how to use the easyGWASCore API to create a more complex model to investigate epistatic effects, that is the multiplicative effect between two genetic markers. Let us assume we want to test whether the interaction effect between two genetic markers \( \{g_1, g_2\} \) is significantly associated with a given phenotype \( y \). For this purpose, we first have to create the null model that only contains the intercept, that is:

\[
y = \beta_0,
\]

and the alternative model that includes the interaction effect between those two markers, that is:

\[
y = \beta_0 + \beta_1 g_1 g_2.
\]

Using the easyGWASCore API we first have to initialise and fit the null model as shown in Lines 13-15 (Listing 2.8). Next, we fit a second linear regression model including the interaction term \( g_1 g_2 \) (Lines 17-20). Finally we can conduct a log-likelihood ratio
test and compute a p-value using the survival function of the $\chi^2$ distribution with one degree of freedom (Lines 23-24).

Listing 2.8: Example of how to use the API to create a model for a two-locus association test

```c
#include "CEasyGWAS/regression/CRegression.h"
#include "CEasyGWAS/stats/CChi2.h"

int main() {
    VectorXd g1 = VectorXd::Random(12);
    VectorXd g2 = VectorXd::Random(12);
    VectorXd y = VectorXd::Random(12);

    CLinearRegression null_model(false);
    null_model.fit(y, VectorXd::Ones(y.rows()));

    CLinearRegression alt_model;
    alt_model.fit(y, g1.array()*g2.array());

    float p_value = CChi2::sf(2*(alt_model.getLogLikelihood() -
    null_model.getLogLikelihood()), 1);
    return 0;
}
```

2.4.3 The Python Command Line Interface of easyGWASCore

Brief Overview About the Command Line Interface

In the previous section we described the API of the easyGWASCore framework. However, the API is mainly intended for developers and bioinformaticians to integrate the framework into their own pipelines and tools. Because of that, we developed an easy-to-use Python command line interface to conduct GWASs from the start to the end. The command line interface offers different data handling methods, algorithms for performing GWASs, as well as methods for visualising and annotating results. We structured the interface into three main parts: one for data handling related tasks (data command), a second one for GWASs related tasks (gwas command) and a third one for visualisation and annotation related tasks (plot command). The help function of the command line tool provides an overview of all these options (see Listing 2.9).

Efficient data loading and storing functionality, as well as storing the data in a structured and easy accessible format are crucial for big GWAS projects. We here use the Hierarchical Data Format 5 (HDF5). This data format was originally developed by the National Center for Supercomputing Applications and established as the standard data format by the NASA. HDF5 is designed to store, organise and efficiently access huge amounts of data. The command line interface provides routines to convert between the popular PLINK input data files and our tool depended structured HDF5 files

---

3https://www.hdfgroup.org/about/history.html
Listing 2.9: Three main categories for different GWASs related tasks of the command line tool

```bash
$ python python/easygwascore.py -h
usage: easygwascore.py [-h] [-v] {plot,gwas,data} ...

easGWASCore: Performing, visualising and annotating GWASs

positional arguments:
  {plot,gwas,data} Subcommands: Please specify the command and use the flag
  -h to print the parameters for the different subcommands
  plot Create different plots (e.g. Manhattan Plot, QQ-Plot, LD-Plot etc. ! To list all options please use 'plot -h')
  gwas Perform a Genome-Wide Association Scan. To list all available options use 'gwas -h')
  data Data processing, converting and manipulation methods. To list all available options use 'data -h')

optional arguments:
  -h, --help show this help message and exit
  -v, --version show program's version number and exit
```

(e.g. --plink2hdf5 and --hdf5toplink). All result files are stored in the HDF5 format as well, but can be exported into a human readable CSV format using the --csv parameter. To provide basic annotations for the top $x$ associated hits the sub-command --agene can be used to query an available gene annotation file (e.g. in GFF format\(^4\)). In addition, the linkage disequilibrium structure around significantly associated loci can be investigated by using the -ld sub-command. A complete list of all data handling related sub-commands can be found in the Appendix (Listing D.1).

For conducting the actual GWAS the gwas command has to be used. The command line tool supports a variety of different mapping algorithms ranging from a simple linear regression over more complex linear mixed models to permutation based tests (Appendix, Listing D.2). All algorithms are accessible via the --algorithm sub-command. Since most models assume Gaussian distributed residuals several options are provided to normalise phenotypes (--transform \{sqrt,log10,boxcox,zeroMean,unitVariance\}). In addition, different genotype encodings (e.g. additive, dominant or recessive encoding) and filtering options (e.g. minor allele frequency filter) are supported. A full list of all command line arguments for performing a GWAS can be found in the Appendix (Listing D.2).

For the visualisation and annotation of the results the command plot has to be used. The sub-command --manhattan generates Manhattan plots. A Manhattan plot is a scatter plot, where the X-axis displays the genomic coordinates and the Y-axis the negative logarithm of the $p$-value for each genetic marker. An example of a Manhattan plot is illustrated in Figure 2.7 (left part). Quantile-Quantile plots (QQ-Plots, --qqplot) can be used to investigate whether the computed (observed) distribution of $p$-values follows approximately the expected distribution of $p$-values. Under the assumption that the null hypothesis is true, $p$-values are uniformly distributed. For GWASs we expect that only a few SNPs are significantly associated with the phenotype. Thus, we would expect that most of the computed $p$-values are uniformly distributed. For this purpose, the negative logarithm of the expected distribution of

\(^4\)http://www.ensembl.org/info/website/upload/gff.html
p-values (X-axis) is plotted against the negative logarithm of the sorted list of observed p-values (Y-axis). If the two distributions of p-values is similar to each other then the points in the QQ-Plot will approximately lie on the line x = y. An inflation of p-values in the upper quantile of the plot could be an indicator for hidden confounders, such as population stratification. The genomic control (GC) value (or estimated \( \hat{\lambda} \) inflation factor) [Devlin and Roeder, 1999] is reported for all QQ-plots to assesses the degree of inflated test statistics by measuring the deviation of the observed median test statistics from the expected one:

\[
\hat{\lambda} = \frac{\text{median}(\text{test\_statistics})}{\text{median}(\chi^2)} = \frac{\text{median}(\text{test\_statistics})}{0.456},
\]

where \( \hat{\lambda} \) values larger than one are an indicator of inflated test-statistics and values smaller than one are an indicator of deflated test-statistics. An example of a QQ-Plot and the estimated \( \hat{\lambda} \) inflation factor is illustrated in Figure 2.7 (right part). The linkage disequilibrium structure of a focal SNP to all other SNPs in close proximity can be generated with the \texttt{--ldplot} sub-command. LD plots are a zoomed in version of a Manhattan plot. Different measurements of LD can be computed using the \texttt{--r2-measure} flag, including Excoffier-Slatkin [Excoffier and Slatkin, 1995], Roger-Huff [Rogers and Huff, 2009] or Pearson’s correlation coefficient. We used the \texttt{covld} package from Alan Rogers\textsuperscript{5} to estimate LD [Rogers and Huff, 2009]. Optionally, LD plots can be enriched with gene annotations by using the \texttt{--sql\_gene} flag. An example of a LD-Plot is illustrated in Figure 2.8. An overview of all plotting sub-commands can be found in the Appendix of this thesis (Listing D.3).

**Example of Conducting a GWAS Using the Command Line Interface**

In the following we will give an example of how to apply the Python command line interface for conducting a whole GWAS, including data processing, as well as the visualisation and annotation of results. We used genotype and phenotype data from the plant *Arabidopsis thaliana* [Atwell et al., 2010; Horton et al., 2012] and selected the defence related phenotype *avrPphB*. The data is stored in the popular PLINK [Purcell et al., 2007] format and has to be converted into the HDF5 format using the following command line argument:

```
$ python python/easygwascore.py data --plink2hdf5
    --plink_data example/data/genotype
    --plink_phenotype example/data/avrPphB.pheno
    --hout example/data/AtPolyDB.hdf5
```

After converting the data we selected the \texttt{FaSTLMM} algorithm [Lippert et al., 2011] to conduct the GWAS using the standard additive genotype encoding and applied a minor allele frequency filter of 10%:

```
$ python python/easygwascore.py gwas --hdata example/data/AtPolyDB.hdf5
    --out example/results/
    --algorithm FaSTLMM
```

\textsuperscript{5}https://github.com/alanrogers/covld
The computations are finished in approximately half a minute on a standard desktop machine. Next, we visualised the results by generating a basic Manhattan- and QQ-Plot with the following command line argument:

```python
$ python python/easygwascore.py plot --manhattan --qqplot --estpv --hfile example/results/ --out example/plots/
```

The Manhattan plot and the corresponding QQ-Plot are illustrated in Figure 2.7. Some SNPs on chromosome 1 are significantly associated with the phenotype after correcting for multiple hypothesis using Bonferroni as illustrated in the Manhattan plot in Figure 2.7. Next, we generated a linkage disequilibrium plots for all significantly associated SNPs to gain more insights about this region. We are interested in the genes and the minor allele frequency of each SNP in this region. For this purpose, we first generated a SQL file from a given gene annotation file (GFF) with the following command:

```python
$ python python/easygwascore.py data --gff2sql --gfile example/data/TAIR10_genes.gff --sqlout example/data/TAIR10.sql
```

In the second step we generated the LD plots and stored them using the PDF file format:

```python
$ python python/easygwascore.py plot --ldplot --hfile example/results/ --hdata example/data/AtPolyDB.hdf5 --sql_gene example/data/TAIR10.sql --out example/plots/ --maf 0.1 --iformat pdf
```

One of the generate linkage disequilibrium plots is shown in Figure 2.8. The magenta SNP (Chr 1, Position 4146714) is the selected focal SNP. The strength of LD is illustrated in different colours, where red illustrates strong LD and blue weak LD. We found that all significantly associated SNPs in these region are common SNPs with a minor allele frequency between 0.25 and 0.5. In addition, we found that the focal SNP on chromosome 1 and position 4146714 is located in the gene AT1G12220.
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Figure 2.8: Linkage disequilibrium plot for SNP at position 4146714 on Chr 1: The magenta point is the focal SNP. LD is illustrated using different colours. The lower part of the plots gives information about the minor allele frequency of each SNP, as well as the genes in this region.

This gene is a well known resistance gene (R-gene) and is called RESISTANCE TO PSEUDOMONAS SYRINGAE 5 (RPS5).

2.4.4 Performance Analysis

We analysed the performance of four popular GWA tools and methods, including Linear Regression (PLINK v1.0.7 [Purcell et al., 2007]), Logistic Regression (PLINK v1.0.7 [Purcell et al., 2007]), EMMAX [Kang et al., 2010] and FaSTLMM [Lippert et al., 2011], with those implemented in the easyGWASCore framework. For the analysis we used real genotype data from the 1001 genomes project in Arabidopsis thaliana and generated continuous and dichotomous random phenotypes. For all our experiments we varied the number of SNPs from ten thousand (10k) to five million (5M), as well as the number of samples from 100 to 500. For a fair comparison we used the same data format (PLINK) across all tools. Eventually, we reported the real CPU runtime in seconds over a single AMD Opteron CPU (2048 KB, 2600MHz) with 512GB of memory, running Ubuntu 12.04.5 LTS. In a first analysis we investigated how much of the total runtime is needed for the pre- and post-processing of the data and how much for running the actual algorithm. For this purpose, we executed all four algorithms implemented in the easyGWASCore framework and reported the runtime results in Figure 2.9. We observed that data processing takes a significant proportion of the total runtime. For linear regression, data handling is on average one magnitude slower than running the actual algorithm. However, for logistic regression the runtime of the algorithm is between one and two magnitudes slower than processing the data. This is mainly due to the fact, that a logistic regression cannot be solved in closed form. As discussed before, we are using custom implementation of the iterative Newton-Raphson procedure [Ypma, 1995]. However, different or more efficient techniques could be used for solving this optimisation problem, e.g. the Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS). Using linear mixed models on data with small sample sizes (between 100 and 250 samples) the actual algorithmic runtime is approximately on par with the data handling runtime. For more than 250 samples the runtime of the algorithm takes over.
Next, we compared the performance of the easyGWASCore implementations to those from the individual tools PLINK v1.0.7 [Purcell et al., 2007], EMMAX [Kang et al., 2010] and FaSTLMM [Lippert et al., 2011]. For all algorithms and tools the total CPU time in seconds was measured; here, the runtime includes data processing, running the algorithm and writing the result files. When possible we always used the same parameters across all algorithms and tools, e.g. we used the same intervals and number of iterations for the Brent optimisation when comparing to FaSTLMM. All results are illustrated in Figure 2.10. Except for logistic regression all implementations in easyGWASCore were at least as efficient than the tools compared too. For FaSTLMM the easyGWASCore implementation was on average between 0.5 and 1 magnitude faster than the original one.

2.5 Chapter Summary

In this chapter we reviewed various important concepts, algorithms and method for genome-wide association and meta-studies. We described different regression based methods, the corresponding statistical inference procedures and introduced different concepts for multiple hypothesis testing. Further, we developed an integrated C/C++ framework with Python interfaces, called easyGWASCore. The easyGWASCore API will serve as a common basis for all algorithms we develop throughout this thesis, as well as for future developments. The easyGWASCore framework consists of two main
Figure 2.10: Runtime comparison between easyGWASCore and the individual tools: For each tool we measured the total runtime in seconds and compared it to the easyGWASCore implementation (blue). We varied the number of genetic markers as well as the number of samples.

parts, which can be divided into an application programming interface and a stand-alone command line tool. We showed on various examples how the API can be utilised to call different algorithms for GWASs and meta-analyses. In addition, we gave an example of how to exploit the API to develop a novel algorithm for a two-locus association mapping.

The Python command line interface is a command line tool to easily access different algorithms and analysis methods. We demonstrated its abilities by conducting an example GWAS in the model organism Arabidopsis thaliana, including visualisation and annotation of results. Finally, we analysed the performance of the easyGWASCore framework by comparing it to state-of-the-art tools. We found that easyGWASCore is at least as efficient as these popular tools.

One of the main advantages of our framework is the common data, visualisation and annotation pipeline. However, the annotation and interpretation of associated variants of GWASs is still a cumbersome task and often not possible without additional extensive biological experiments. In the next chapter we will investigate a class of in silico tools that can be used to narrow down the number of potential candidate variants by predicting whether a given missense variant might lead to a damaging or pathogenic effect on the protein. Due to the wealth of such pathogenicity prediction tools we will conduct a comprehensive comparison of ten widely used pathogenicity prediction tools and their ability to generalise to new unseen data. Eventually, we will extend the easyGWASCore annotation pipeline with pathogenicity prediction scores as an additional source of information.
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Pathogenicity Prediction Scores as Additional Source for Annotation

The annotation and interpretation of associated variants from GWASs is a cumbersome process and is often even impossible without additional extensive biological experiments. Reliable strategies that allow scientists to prioritise these variants for further investigations are therefore of high practical relevance. Different in silico tools, such as snpEFF [Cingolani et al., 2012] or Variant Effect Predictor (VEP) [McLaren et al., 2010], have been developed in recent years to annotate SNPs based on their genomic position. These tools predict potential effects of a given variant on genes (including different transcripts), proteins or regulatory regions. Variants that cause an amino-acid change might further lead to a harmful and damaging effect on the protein. Hence, several in silico tools have been developed that predict whether a given missense variant could lead to a potential pathogenic or damaging effect on the protein, such as PolyPhen-2 (PP2) [Adzhubei et al., 2010], MutationTaster-2 (MT2) [Schwarz et al., 2014], MutationAssessor (MASS) [Reva et al., 2011], SIFT [Ng and Henikoff, 2003], LRT [Chun and Fay, 2009], FatHMM weighted (FatHMM-W) and unweighted (FatHMM-U) [Shihab et al., 2013] or Combined Annotation Dependent Depletion (CADD) [Kircher et al., 2014]. Sequence conservation scores, such as phyloP [Cooper and Shendure, 2011] or GERP++ [Davydov et al., 2010], are also often used for this task.

In this chapter we extend the easyGWASCore framework to also include pathogenicity prediction scores as an additional source for annotation. Due to the wealth of such pathogenicity prediction tools we first investigate the predictive performance of ten popular prediction tools in a comprehensive and systematic evaluation [Grimm et al., 2015]. We demonstrate that a comparative evaluation of these tools is hindered by two types of circularity and encounter that the first type of circularity — type 1 circularity — is due to overlaps between datasets that were used for training and evaluation of these tools. Tools such as PP2, MT2, MASS and CADD, which require data to learn the parameters of their prediction model, run the risk of capturing idiosyncratic characteristics of their training data, leading to poor generalisation abilities when applied on new data. To prevent this phenomenon of overfitting [Hastie et al., 2009b] it is imperative that tools are evaluated on data that were not used for the training of these tools.
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The second type of circularity — type 2 circularity — is closely linked to a statistical property of current variant databases. Often, all variants from the same gene are jointly labeled as being either pathogenic or neutral. As a consequence, classifiers that predict pathogenicity based on known information about specific variants in the same gene will achieve excellent results, while being unable to detect novel risk genes, for which no variants have been annotated before. Consequently, it will not be able to discriminate between pathogenic and neutral variants within the same gene.

After this comprehensive analysis of in silico prediction tools and discussing their potential pitfalls, we demonstrate how to integrate pathogenicity prediction scores into the annotation and visualisation pipeline of the easyGWASCore framework.

3.1 A Comprehensive Analysis of Pathogenicity Prediction Tools

In this section we analyse the predictive performance of ten widely used pathogenicity prediction tools, including MT2 [Schwarz et al., 2014], LRT [Chun and Fay, 2009], PP2 [Adzhubei et al., 2010], SIFT [Ng and Henikoff, 2003], MASS [Reva et al., 2011], FatHMM-W and FatHMM-U [Shihab et al., 2013], CADD [Kircher et al., 2014], phyloP [Cooper and Shendure, 2011] and GERP++ [Davydov et al., 2010]. All these tools are commonly applied to predict whether a given missense variant might have a damaging effect on the protein. However, the original purposes these tools were designed for varies. The tools phyloP and GERP++ measure sequence conservation, while others, such as PP2, try to assess the impact of missense variants on protein structure or function. CADD in turn quantifies the overall pathogenic potential of a variant based on diverse types of genomic information. The tool SIFT is both a measure of sequence conservation, as well as a prediction tool whether or not protein function will be affected.

Given this wealth of different prediction tools and the fact that they are used for the same purposes, an important practical question to answer is whether one or several tools systematically outperform all others in terms of predictive performance. To address this question, we assess the predictive performance of these ten tools across five major public databases previously used to test these tools: HumVar [Adzhubei et al., 2010], ExoVar [Li et al., 2013], VariBench [Nair and Vihinen, 2013; Thusberg et al., 2011], predictSNP [Bendl et al., 2014] and the latest SwissVar (Dec. 2014) database [Mottaz et al., 2010] (Table 3.1).

3.1.1 Experimental Settings

Data Preparation

Since some of these tools either require nucleotide substitutions or amino acid substitutions as input, we used the tool VEP [McLaren et al., 2010] to convert all five benchmark datasets (Table 3.1) between both formats. Note that by contrast, analyses such as that of Thusberg et al. [2011] only assess tools that require amino-acid changes as in-
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We also excluded all variants for which we could not determine an unambiguous nucleotide or amino acid change. In addition, we systematically excluded all variants overlapping with the CADD [Kircher et al., 2014] training data from all other data sets as the intersection of the training data from the tool CADD and that of all other data sets is small (fewer than a hundred variants). The VariBench dataset (benchmark database for variations) was created to address the problem of type 1 circularity [Nair and Vihinen, 2013; Thusberg et al., 2011], that is the overlap between datasets that were used for training and evaluation of the models. However, while the pathogenic variants of this dataset were new, its neutral variants may have been present in the training data of other tools. VariBench has an overlap of approximately 50% with both HumVar and ExoVar (Figure 3.1). Importantly, these two datasets overlap with at least one of the training sets used to train the individual tools FatHMM-W, MT2, MASS and PP2.

We kept the non-overlapping variants of VariBench with HumVar and ExoVar to build an independent evaluation dataset, which we called VariBenchSelected. From the predictSNP benchmark dataset, we systematically excluded all variants that overlap with HumVar, ExoVar and VariBench and called the resulting dataset predictSNPSelected. In addition, we created a fifth dataset, SwissVarSelected. Here, we excluded from the latest SwissVar database (Dec. 2014) all variants overlapping with the other four data sets — HumVar, ExoVar, VariBench and predictSNP. Thus, SwissVarSelected should be the dataset containing the newest variants across all datasets. With one possible exception, none of the prediction tools or conservation scores we investigated in this manuscript were trained on VariBenchSelected, predictSNPSelected or SwissVarSelected. The exception is that some variants in the Selected datasets may overlap partially with variants used to train MutationTaster-2 (MT2) [Schwarz et al., 2014] because MT2 was trained on private data (a large collection of disease variants from HGMD Professional [Stenson et al., 2014]. Hence, the Selected datasets can be considered to be truly independent evaluation datasets, which are free of type 1 circularity.

Eventually, we obtained, for any given variant, scores and prediction labels for each tool directly from their respective web-servers or standalone tools. Since the pathogenicity score of a missense variant may depend on which transcript of the corresponding gene is considered, we standardised our analyses by examining the same transcript across all tools. Because of that, we chose the canonical transcript [Hubbard et al., 2009].

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Deleterious Variants (D)</th>
<th>Neutral Variants (N)</th>
<th>Total Ratio (D/Total)</th>
<th>Tools potentially trained on data (fully or partly)</th>
<th>Removed variants overlapping with</th>
</tr>
</thead>
<tbody>
<tr>
<td>HumVar</td>
<td>21,090</td>
<td>19,299</td>
<td>40,389</td>
<td>0.52</td>
<td>MT2, MASS, PP2, FatHMM-W</td>
</tr>
<tr>
<td>ExoVar</td>
<td>5,156</td>
<td>3,694</td>
<td>8,850</td>
<td>0.58</td>
<td>CADD training data</td>
</tr>
<tr>
<td>VariBenchSelected</td>
<td>4,309</td>
<td>5,957</td>
<td>10,266</td>
<td>0.42</td>
<td>MT2</td>
</tr>
<tr>
<td>predictSNPSelected</td>
<td>10,000</td>
<td>6,098</td>
<td>16,098</td>
<td>0.62</td>
<td>MT2</td>
</tr>
<tr>
<td>SwissVarSelected</td>
<td>4,526</td>
<td>8,203</td>
<td>12,729</td>
<td>0.36</td>
<td>VariBench</td>
</tr>
</tbody>
</table>

Table 3.1: Overview of all benchmark datasets: These preprocessed and filtered datasets are used to evaluate the performance of different prediction tools.
Performance Evaluation

To evaluate the performance of all the tools, we computed the area (AUC) under the receiver operating characteristic curve (ROC) (see Appendix B) using the predicted output of the variants and the true labels of the variants. Note that no cross-validation is needed here because the tools are already pre-trained. Thus, we are merely evaluating the generalisation abilities of all trained tools.

3.1.2 Results

Evaluation of Ten Pathogenicity Prediction Tools

First, we evaluated the performance of ten pathogenicity prediction tools and reported AUC values per tool and dataset in Figure 3.2. Hatched bars in Figure 3.2 indicate that the evaluation data were used in part or entirely to train the corresponding tool. Con-
sequently, these results may suffer from overfitting. On the two benchmarks *HumVar* and *ExoVar*, the four best performing methods were fully or partly trained on these datasets (Figure 3.2). While MT2, PP2 and MASS outperformed CADD and SIFT on benchmarks that include some of their training data (*HumVar*, *ExoVar*), this was not the case on the independent *VariBenchSelected* and *predictSNPSelected* datasets. A potential explanation is that type 1 circularity — that is the overlap between training and evaluation sets — might lead to overly optimistic results on the first two datasets. We further observed that, across the first four datasets, *FatHMM-W* outperformed all other tools (Figure 3.2). However, *FatHMM-W* showed a severe drop in performance on the *SwissVarSelected* dataset. Finally, we observed across all datasets that trained predictors generally outperform untrained conservation scores. The superiority of *FatHMM-W*’s [Shihab et al., 2013] predictions on *VariBenchSelected* and *predictSNPSelected* and the severe drop in performance on *SwissVarSelected* made us investigate its underlying model to find the reason for its superior performance on all but one dataset.

**Investigation of the Good Performance of FatHMM-W**

In its unweighted version, *FatHMM-U* scores each variant by the log odds ratio of wild-type ($P_w$) to mutation amino acid ($P_m$), where the probabilities of observing each version of the amino acid are determined by an Hidden Markov Model based multiple-sequence alignment against UniRef90 sequences [Suzek et al., 2007]. The *FatHMM-U* score is then obtained as follows:

$$\text{FatHMM-U} = \ln \left( \frac{P_m(1 - P_m)}{P_w(1 - P_w)} \right) = \ln \frac{P_m}{P_w}$$

Essentially, *FatHMM-U* assumes that the more conserved the position at which the mutation occurred, the more likely it is to be pathogenic. The weighted version (*FatHMM-W*) also takes into account how tolerant to mutations
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The tolerance to mutation of a sequence is evaluated using its relative frequency of known neutral ($W_n$) versus known pathogenic ($W_d$) variants in the relevant protein family, defined through SUPERFAMILY [Gough et al., 2001] or Pfam [Sonnhammer et al., 1997]. For this purpose, the FatHMM-U score from Equation 3.1 is weighted by the relative frequency of benign variants found in the UniProt database [Magrane et al., 2011] and pathogenic variants from the non-public HGMD Professional database [Stenson et al., 2014]. The updated score for the weighted version of FatHMM-W is defined as:

$$FatHMM-W = \ln \frac{(1 - P_w)(W_n + 1)}{(1 - P_m)(W_n + 1)}.$$  

(3.2)

To further evaluate the role of this weighting scheme in the performance of FatHMM-W, we compared the original FatHMM-W to a regularised logistic regression [Lee et al., 2006] over the weighting features ($\ln(W_n)$ and $\ln(W_d)$) in a 10-fold cross-validation on all Selected datasets. The use of these features alone was sufficient to achieve approximately the same predictive performance as FatHMM-W (Figure 3.3).

Figure 3.3: Evaluation of type 2 circularity: Evaluation of the ten different pathogenicity prediction tools (by AUC) over five datasets. The hatched bars indicate potentially biased results, due to the overlap (or possible overlap) between the evaluation data and the data used (by tool developers) for training the prediction tool. The dotted bars indicate that the tool is biased due to type 2 circularity.

Given that the ratio of neutral and pathogenic variants in the same protein family is the key feature used by FatHMM-W, we further analysed how an even simpler statistic — the fraction of pathogenic variants in the same protein — performs as a predictor. We refer to this predictor as a Protein Majority Vote (MV). For this purpose, we split each of the five evaluation datasets into ten subsets, and for each of the subsets, used the union of the nine other subsets as training data. Within that framework, we scored a variant by the pathogenic-to-neutral ratio, in the training data, of the protein that variant belongs to. If the protein did not appear in the training data, we assigned a score of 0.5. MV systematically outperformed FatHMM-W as shown in Figure 3.3. The pathogenicity of neighbouring variants within the same protein was therefore the best predictor of pathogenicity across these datasets. This strategy, while statistically effective on the currently existing databases, is not appropriate. Indeed it assigns the
same label to all variants in the same protein, based on information likely obtained at the protein-level (i.e. that it is associated with a disease), and cannot distinguish between pathogenic and neutral variants within the same protein.

To better understand the outstanding performance of FatHMM-W and the MV, we examined the relative frequency of pathogenic variants across proteins in all our datasets. In the independent evaluation dataset VariBenchSelected, we found that more than 98% of all proteins (4,425 out of 4,490, Table 3.2) contain variants from a single class, i.e. either “pathogenic” or “neutral” (Figure 3.4a). For the remainder of this thesis, we shall refer to proteins with only one class of variant as “pure” proteins (divided in “pathogenic-only” proteins and “neutral-only” proteins). The existence of such “pure” proteins — while theoretically possible — should not be interpreted as a biological phenomenon. Rather, these designations are based on current knowledge, and are at least partially an artefact of how these particular datasets are populated. For the other datasets the fraction of mixed proteins was slightly larger (Figure 3.4a) but still relatively small compared to the other datasets.

(a) Protein perspective

(b) Variant perspective

Table 3.2: Protein categories and variants per category: Overview about the total number of proteins per dataset and the composition of these datasets.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Pure Proteins</th>
<th>Pathogenic Variants in “pure” Proteins</th>
<th>Pure Neutral Proteins</th>
<th>Neutral Variants in “pure” Proteins</th>
<th>Mixed Proteins</th>
<th>Variants in Mixed Proteins</th>
<th>Total Number of Proteins</th>
</tr>
</thead>
<tbody>
<tr>
<td>HumVar</td>
<td>1,277</td>
<td>10,484</td>
<td>8,400</td>
<td>17,140</td>
<td>911</td>
<td>12,765</td>
<td>10,588</td>
</tr>
<tr>
<td>ExoVar</td>
<td>493</td>
<td>4,136</td>
<td>2,794</td>
<td>3,478</td>
<td>165</td>
<td>1,036</td>
<td>1,850</td>
</tr>
<tr>
<td>VariBenchSelected</td>
<td>286</td>
<td>3,465</td>
<td>4,139</td>
<td>5,969</td>
<td>65</td>
<td>532</td>
<td>4,490</td>
</tr>
<tr>
<td>predictSNPSelected</td>
<td>855</td>
<td>7,090</td>
<td>3,738</td>
<td>5,649</td>
<td>228</td>
<td>3,359</td>
<td>4,821</td>
</tr>
<tr>
<td>SwissVarSelected</td>
<td>1,444</td>
<td>2,749</td>
<td>3,614</td>
<td>6,568</td>
<td>549</td>
<td>3,412</td>
<td>5,598</td>
</tr>
</tbody>
</table>

Figure 3.4: Dataset compositions: (a) Protein perspective: proportion of proteins containing only neutral variants (“neutral-only”), only pathogenic variants (“pathogenic-only”), and both types of variants (“mixed”). (b) Variant perspective: proportions, of variants in each of the three categories of proteins.

Nearly all (94.8%) variants in VariBenchSelected were located in pure proteins with
57.2% in neutral-only proteins and 37.6% in pathogenic-only proteins (Figure 3.4b). On such a dataset, excellent accuracies can be achieved by predicting the status of a variant based on the other variants in the same protein. This is the phenomenon we referred to as type 2 circularity. The remaining 5.2% of VariBenchSelected variants were located in “mixed” proteins (Figure 3.4b and Figure 3.5), which contained both pathogenic and neutral variants (pathogenic-to-neutral ratio in the open interval [0.0, 1.0] in Figure 3.5). While the MV approach will necessarily misclassify some of these variants, it will still perform well on proteins containing primarily neutral or primarily pathogenic variants, and overall, only 0.7% of all variants in VariBenchSelected were in proteins containing an almost balanced ratio of pathogenic and neutral variants (pathogenic-to-neutral ratio in the interval [0.4, 0.6] in Figure 3.5). Similar dataset compositions could be observed in the other three datasets HumVar, ExoVar and predictSNPSelected (Figure 3.4 and Figure 3.5). A striking property of SwissVarSelected was its much larger fraction of proteins with almost balanced pathogenic-to-neutral ratio: 6.5% of all variants (832 out of 12729) could be found in the most balanced category of mixed proteins [0.4,0.6] (Figure 3.5), compared to an average of 1.5% in the other four datasets.

Figure 3.5: Fractions of variants for each dataset: Fractions of variants containing various ratios of pathogenic-to-neutral variants, binned into increasingly narrow bins, approaching balanced proteins. The open interval [0.0, 1.0] contains all mixed proteins (as in Figure 3.4b).

To further understand FatHMM-W’s performance, we evaluated it separately on the mixed proteins. As shown in Figure 3.6, FatHMM-W performed well on pure proteins but lost much of its predictive power on the mixed proteins, as it is misled by its weighting scheme. On almost-balanced proteins, FatHMM-W was therefore outperformed by all other tools but phyloP. This may also be the first reason why FatHMM-W performed worse on SwissVarSelected than on all other datasets: SwissVarSelected contained many more variants in the most mixed categories, as shown in Figure 3.5. We observed that PP-2 outperformed all other tools in the mixed categories for the datasets predictSNPSelected and SwissVarSelected. For the VariBenchSelected dataset no clear winner could be determined.
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The second reason for the drop in performance was the presence of “new” proteins in SwissVarSelected that are unknown to the FatHMM-W weighting database. To show this, we used the HumVar and ExoVar datasets as a proxy for the training data among all our tools (FatHMM’s training data is not fully publicly available). We observed that ~91% of all pathogenic and ~68% of all neutral variants in VariBenchSelected were located in proteins that also occurred in HumVar/ExoVar (Figure 3.7). As FatHMM-W makes use of information from protein families, we computed pair-wise BLASTP [Camacho et al., 2009] alignments between all proteins in our Selected datasets and proteins in HumVar/ExoVar. Approximately 99% of all pathogenic variants in VariBenchSelected were located in proteins from HumVar/ExoVar or proteins with more than 70% sequence similarity to a protein in HumVar/ExoVar. Similar statistics could be observed for predictSNPSelected (Figure 3.7). However, for SwissVarSelected we observed that only ~61% of all pathogenic and ~56% of all neutral variants belong to proteins from

Figure 3.6: Performance of ten pathogenicity prediction tools according to protein pathogenic-to-neutral variant ratio: Evaluation of tool performance on subsets of VariBenchSelected, predictSNPSelected and SwissVarSelected, defined according to the relative proportions of pathogenic and neutral variants in the proteins they contain. “Pure” indicates variants belonging to proteins containing only one class of variant. [x, y] indicate variants belonging to mixed proteins, containing a ratio of pathogenic-to-neutral variants between x and y. [0.0, 1.0] therefore indicates all mixed proteins (the ratios of 0.0 and 1.0 being excluded by the reversed brackets). While FatHMM-W performs well or excellently on variants belonging to pure proteins (VariBenchSelected and predictSNPSelected), it performs poorly on those belonging to mixed proteins.
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HumVar/ExoVar (Figure 3.7). Approximately 78% of all pathogenic and 77% of all neutral variants in SwissVarSelected were located in proteins from HumVar/ExoVar or in proteins with high sequence similarity (70% sequence similarity) to a protein from HumVar/ExoVar (Figure 3.7). Hence a significant proportion of SwissVarSelected variants could not be found in proteins from the proxy training dataset or proteins with high sequence similarity. All of these findings led to the conclusion that FatHMM-W’s good performance on VariBenchSelected and predictSNPSelected is largely due to type 2 circularity.

Evaluation of Two Meta-Predictors

An additional set of tools we have not evaluated yet are so called meta-predictors, such as Condel [González-Pérez and López-Bigas, 2011] or Logit [Li et al., 2013]. These tools combine the scores of various pathogenicity prediction tools to boost their overall discriminative power. These tools are based on the expectation that individual predictors have complementary strengths because they rely on diverse types of information, such as sequence conservation or modifications at the protein level. However, the problems created by these different types of circularity could be exacerbated when combining several tools. One problem of these combined predictors could be that parts of their individual training data overlaps with those of one or more tools. In that case, tools that have been fitted to the data already will appear to perform better and may receive artificially inflated weights. The second problem could be that the data that is used
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to assess the meta-predictor overlaps partly with those used to train the tools. Here, the tools themselves are biased toward performing well on the evaluation data, which can make their combination appear to perform better than it actually does.

In this subsection we evaluated two meta-predictors, Condel and Logit. Based on our previous findings about two types of circularity, we were interested in their performance when evaluated on datasets that avoid type 1 circularity, as well as in the effect of including the type 2 circularity-biased tool FatHMM-W. For this purpose, we compared the combination of the tools PP2, MASS and SIFT using the meta-predictor Condel and Logit with the combination of these three tools plus FatHMM-W. We referred to the meta-predictors that include FatHMM-W as Condel+ and Logit+, respectively. Again, we evaluated the performance of these predictors on all five datasets including the Selected datasets, which are free of type 1 circularity (Figure 3.8). As already reported in
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Figure 3.8: Comparison of the performance of two meta-predictors (Logit and Condel) and their component tools, across five datasets: Bar heights reflect AUC for each tool and tool combination. Logit and Condel are meta-predictors combining MASS, PP2, and SIFT. The “+” versions of Logit and Condel also include FatHMM-W. While effective in prediction, FATMM-W (alone and in the Logit+ and Condel+ meta-predictors) is optimistically biased due to type 2 circularity.

Li et al. [2013], Logit outperformed all individual tools and Condel in terms of AUC. The performance of Condel on VariBenchSelected was on par with the performance of SIFT with an AUC=0.70. This showed that Condel is not necessarily superior to its individual tools on an unbiased dataset. In addition, we observed across all datasets that including FatHMM-W to either meta-predictor (Condel+ and Logit+) led to a performance boost. However, these tools may be optimistically biased by type 2 circularity, given the inclusion of FatHMM-W. To show this, we again evaluated the performance of these tools and meta-predictors on the pure and mixed proteins on the Selected datasets (Figure 3.9). While Logit performed well on the pure proteins, Condel performed at least as well as Logit on variants in mixed proteins. Including FatHMM-W, however, led to a significant drop in performance for both Logit+ and Condel+ on all datasets but SwissVarSelected.
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3.1.3 Guidelines to Avoid Different Types of Circularity

We demonstrated that a fair evaluation of these different pathogenicity prediction tools is hindered by two types of circularity and that ignoring these effects could lead to overly optimistic assessments of tool performances. One severe consequence of this phenomenon is that it may hinder the discovery of novel disease risk genes, as these tools are widely used to choose variants for further functional investigation. Thus, it is important to be aware of these different types of circularity and to know how to avoid them in the future.

To avoid type 1 circularity, prediction tools should only be compared on benchmark datasets that do not overlap with any of the datasets used to train the tool. Although it is a well studied [Hastie et al., 2009b; Vihinen, 2012, 2013] and trivial sounding problem, it is still a frequently made mistake. Also avoiding type 1 circularity is made more difficult by the fact that developers of such tools do not always share their training data, e.g. because they used private non-public datasets. Thus, we advocate to also publish the training data of such prediction tools.

A more rigorous strategy would be to retrain all available predictors on the same data,
in order to truly evaluate the predictor and not the quality of their training datasets. However, this is only possible if developers share their code, so that one can retrain their tool on other variants, or if the raw variant descriptors (variant features) — from which the tools derive their predictions — are made available. We investigated all ten tools and only for PP2 [Adzhubei et al., 2010] was it straightforward to obtain these features.

To avoid type 2 circularity, it is imperative that future studies report prediction accuracy as function of the pathogenic-to-neutral ratio, as illustrated in Figure 3.6 and 3.9. An even better strategy would be to stratify training and test datasets such that variants from the same protein only occur in either the training or the test dataset. This way we completely remove the possibility to classify variants from the same protein, as suggested by Adzhubei et al. [2010]. Alternatively, one could develop different predictors for different pathogenic-to-neutral ratios in proteins.

Eventually, we have not mentioned another potential source of circularity. Let us consider the case for which variants are annotated by existing pathogenicity prediction tools and subsequently entered into a publicly available variant database. Here, it might be that tools that appear to perform well on “new” data, are in fact only recovering labels that they have given themselves. For that reason it is necessary to document the source of evidence that was used to assign a label to a variant when it was entered into a database.

3.2 Adding Pathogenicity Prediction Scores to easyGWASCore

In the last sections we conducted a comprehensive evaluation of various pathogenicity prediction tools and discussed different sources of circularity and its pitfalls. Nevertheless, these tools are still a great resource to narrow down certain variants for further biological investigations when knowing and avoiding these types of circularity as much as possible. That is why we extended the visualisation and annotation pipeline of easyGWASCore by highlighting missense variants, as well as their predicted pathogenicity status in the linkage disequilibrium plots. In these plots missense variants are illustrated with triangles, where an upper triangle (△) represents a missense variants predicted to be pathogenic and a lower triangle (▽) a missense variant predicted to be benign. The colour of the triangles indicate the degree of LD to the focal (magenta) SNP. Using the command line argument --pathogenicity_scores one can pass a file containing pathogenicity prediction scores and labels for different variants. Listing 3.1 specifies the pathogenicity data input format. The data file has to be tab-separated. In addition, the file must contain the variant identifiers, matching the identifiers from the original PLINK files, as well as the predicted pathogenicity score, the predicted label (either BENIGN or DELETERIOUS) and the type of the variant (NONCODING, SYNONYMOUS or NONSYNONYMOUS). Optionally, the file can contain additional information, such as the amino acid change or the transcript id.
### Listing 3.1: File format of the predicted pathogenicity scores file

<table>
<thead>
<tr>
<th>Columns 1–6:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. <code>variant_identifier</code></td>
<td>This identifier must match the variant identifiers from the PLINK files</td>
</tr>
<tr>
<td>2. <code>chromosome</code></td>
<td>The chromosome on which the variant is located</td>
</tr>
<tr>
<td>3. <code>position</code></td>
<td>The genomic position in bp</td>
</tr>
<tr>
<td>4. <code>score</code></td>
<td>Predicted Pathogenicity Score</td>
</tr>
<tr>
<td>5. <code>prediction</code></td>
<td>Pathogenicity Prediction, either BENIGN or DELETERIOUS</td>
</tr>
<tr>
<td>6. <code>variant_type</code></td>
<td>Type of the variant, e.g. NONCODING, SYNONYMOUS, NONSYNONYMOUS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Optional Columns 6–14:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>6. <code>reference_allele</code></td>
<td>The reference allele of the variant</td>
</tr>
<tr>
<td>7. <code>alternative_allele</code></td>
<td>The alternative allele of the variant</td>
</tr>
<tr>
<td>8. <code>transcript_id</code></td>
<td>Transcript identifier</td>
</tr>
<tr>
<td>9. <code>gene_id</code></td>
<td>Gene identifier</td>
</tr>
<tr>
<td>10. <code>gene_name</code></td>
<td>Gene name</td>
</tr>
<tr>
<td>11. <code>region</code></td>
<td>Region of the variant, e.g. CDS, UTR_3, UTR_5</td>
</tr>
<tr>
<td>12. <code>reference_amino</code></td>
<td>The reference amino acid</td>
</tr>
<tr>
<td>13. <code>alternative_amino</code></td>
<td>The alternative amino acid</td>
</tr>
<tr>
<td>14. <code>position_amino</code></td>
<td>The position of the amino acid change</td>
</tr>
</tbody>
</table>

To illustrate this annotation feature we conducted an example GWAS using the phenotype YEL in *Arabidopsis thaliana* [Atwell et al., 2010]. First, we executed the FaSTLMM [Lippert et al., 2011] algorithm using the easyGWASCore command line tool. No minor allele frequency filtering was applied for this example. Most pathogenicity prediction tools were designed to predict the pathogenicity status for human variants. To retrieve pathogenicity prediction scores for *Arabidopsis thaliana* the tool SIFT4G1 [Vaser et al., 2015] can be used. SIFT4G is a more efficient version of the original SIFT [Ng and Henikoff, 2003] implementation by exploiting Graphical Processing Units (GPUs). Therefore, several databases for different species could be precomputed, including *Arabidopsis thaliana*. We then applied the SIFT4G annotation tool2 to determine which SNPs in our dataset were missense variants and whether these variants had a predicted pathogenic effect. Next, we converted the SIFT4G output into the input format specified in Listing 3.1 and applied the easyGWASCore plotting commands to generate LD plots for all significantly associated hits by executing the following command line argument:

```
python python/easygwascore.py plot --ldplot --hfile example/results/.
-hdata example/data/YEL.hdf5
--sql_gene example/data/TAIR10.sqlite
--out example/plots/
--iformat pdf
--pathogenicity_scores example/data/pathogenicity_scores.tab
```

In Figure 3.10 we show three selected LD plots of this GWAS. In Figure 3.10 (a) the focal SNP is in LD to two missense variants. One of those missense variants is predicted to have a pathogenic effect. In Figure 3.10 (b) the focal SNP is a missense variant and is in close LD to other missense variants. In the last Figure 3.10 (c) the focal SNP is

---

1 [http://sift-db.bii.a-star.edu.sg/AboutSIFT4G.html](http://sift-db.bii.a-star.edu.sg/AboutSIFT4G.html)

2 [http://sift-db.bii.a-star.edu.sg/SIFT4G_Annotator_v2.2.jar](http://sift-db.bii.a-star.edu.sg/SIFT4G_Annotator_v2.2.jar)
(a) Focal SNP is in close LD to two missense variants, where one of them is predicted to be pathogenic.

(b) Focal SNP is a missense variant in close LD to other missense variants.

(c) Focal SNP is a missense variant and predicted to be pathogenic.

Figure 3.10: Linkage disequilibrium plots including pathogenicity predictions: LD plots for a selected number of significantly associated SNPs. LD plots are enriched with pathogenicity predictions. Upper triangles indicate missense variants predicted to be pathogenic, whereas lower triangles represent benign missense variants.
a missense variant with a predicted pathogenic effect.

### 3.3 Chapter Summary

In this chapter we conducted a comprehensive analysis of ten widely used pathogenicity prediction tools and two meta-predictors. We investigated whether there are systematic differences in the quality of their predictions when evaluated on five benchmark datasets. We found that the existence of two types of circularity hinder the evaluation of these tools and demonstrated that ignoring these effects could lead to overly optimistic assessments of tool performances. A severe consequence could be that it may hinder the discovery of novel disease risk genes, as these tools are widely used to choose variants for further functional investigation. In this chapter we provided several guidelines on how to avoid and discover these types of circularity. In addition, we proposed a new evaluation strategy to measure the performance of such tools in a fair and competitive way.

Eventually, we extended the easyGWASCore framework to also integrate pathogenicity predictions. For this purpose, we modified the linkage disequilibrium plots to also visualise missense variants and their predicted pathogenicity status. We demonstrated this new annotation functionality by performing an example GWAS using *Arabidopsis thaliana* and a flowering time related phenotype.

Although the easyGWASCore framework offers a common API and command line interface to conduct different GWASs, it still requires basic Unix and command line knowledge. Also, the framework is missing an interface to easily access public GWAS data, as well as straightforward methods to share data and results with collaborators. In addition, the easyGWASCore framework offers different visualisation and annotation options, however they are all static. In the next chapter we will introduce a cloud service and web-application for GWASs and meta-analyses, called easyGWAS. This service will serve the community at large through easy data access, validation, production, reproduction and dynamic visualisations of GWASs, as well as with community features to share and publish data in a straightforward way.
In the latter chapters we introduced the easyGWASCore framework and extended the framework with an easy-to-use annotation pipeline. Furthermore, we diminished the fragmentation of different tools by creating a common data handling and processing pipeline. However, the user still requires either (i) a unix-based platform (e.g. Linux or Mac machine) and basic knowledge on how to use a Unix terminal in order to successfully use the framework or (ii) basic programming skills to utilise the easyGWASCore API. Also, plenty of independent steps are required to perform a number of GWASs, as well as a high degree of organisation and management, even when using easyGWASCore or PLINK [Purcell et al., 2007]. Irrespective of the recent advances to speed up association mapping algorithms (e.g. [Lippert et al., 2011, 2013; Rakitsch et al., 2013a,b; Segura et al., 2012]), performing large studies with several phenotypes, millions of SNPs and hundreds of samples might still be computationally demanding for a single desktop machine in terms of CPU power, availability of memory and storage. This is aggravated by the need to manage and store a plethora of different input and output files, which might become a non-trivial task for large GWAS projects. Especially, sharing data and result files from such projects is overly complicated if collaborators are in geographically different labs and locations. Eventually, it is imperative that results from GWASs can be visualised and annotated in a straightforward and dynamic way.

To address some of these problems, web-applications have been developed at an attempt to simplify the process of performing GWASs, especially on publicly available data, such as Arabidopsis thaliana [Childs et al., 2012; Seren et al., 2012], Drosophila melanogaster [Mackay et al., 2012] or mouse [Kirby et al., 2010]. However, all these web-applications laid their focus on specific species with a fixed number of samples integrated. This implies that these web-applications do not allow the upload, management or analyses of novel datasets. In addition, sharing data or results with collaborators is not possible at all or only indirectly via an unique session key that had to be passed to the collaborators. Thus, it is overly complicated to work in a collaborative manner with others by using these tools.

In this chapter we introduce the cloud-service and web-application easyGWAS.
Therefore, we utilise the easyGWASCore API for the computation of GWASs and meta-analyses in the backend of the web-application. In addition, easyGWAS offers a straightforward way to upload new datasets for an arbitrary species, as well as methods to share data and results with collaborators. Furthermore, already computed GWASs and meta-analyses can be grouped into different projects and made publicly available to the research community. GWASs and meta-analyses can be performed either on publicly available data, on private data or on shared data. Since, data privacy is a central concern of easyGWAS we give users the opportunity to share their data with collaborators in such a way that the collaborators can perform GWASs on the data but will not have full access to the raw genotypes. In contrast to other web-applications, we also allow users to upload summary statistics of already computed GWASs for further investigation or the comparison to other GWASs stored in the easyGWAS data repository. The data repository facilitates the storage and management of data for different species (e.g. genotype, phenotype or covariate data) and represents the data in a structured and clear way. In addition, easyGWAS offers dynamic visualisation and annotation of results for all conducted GWASs and meta-analyses out of the box.

4.1 Architectural and Technical Details

The easyGWAS web-application is written in Python and builds upon the Django\(^1\) and the easyGWASCore framework. Django is a web framework that provides a large collection of methods that help to develop versatile, secure, reliable and scalable web-applications. For example it frees the developer from the tedious task of writing complicated database drivers. Django is open-source and supported by the non-profit Django Software Foundation. The framework follows closely the Model View Controller (MVC) software architecture pattern. MVC tries to separate specific internal algorithmic patterns from pure information related representations. Thus, the Model comprises database specific routines, the View is the representation to the user and the Controller manages the communication between the Model and the View. For the actual web-design we used Bootstrap\(^2\) a popular HTML5, CSS and JavaScript (JS) framework. Bootstrap helps to faster develop a responsive front-end for web-applications. Additionally, we used the D3.js\(^3\) JavaScript library to create dynamic visualisations, such as zoomable Manhattan plots.

Modern web-applications require the user to dynamically interact with the front-end without reloading the whole page for every single user action. We used a technique called Asynchronous JavaScript And XML (AJAX) to establish a background (asynchronous) communication between the client and the server. Thus, easyGWAS can dynamically display or update information in the clients web-browser without reloading or blocking the whole page. AJAX, however, is not an appropriate technique for tasks that might take seconds or even hours to finish. Many long running tasks, such

---

\(^1\)https://www.djangoproject.com  
\(^2\)http://getbootstrap.com  
\(^3\)http://d3js.org
as performing GWASs or parsing uploaded data files, could lead to a heavy load of the web-server (we used the open-source Apache HTTP server\(^4\)). This might have severe consequences when the web-application is accessed by many users simultaneously. In extreme cases this could lead to a server crash, e.g. if more tasks are executed than the server can handle. Therefore, it is imperative to have a robust and scalable task management and scheduling system. For easyGWAS we used Celery\(^5\) an asynchronous task queue based on distributed message passing. Message passing is a technique to invoke a certain process or task even over distributed computer systems. We used the message passing server RabbitMQ\(^6\) to distribute tasks from the web-application to the Celery queues. Due to this message passing server, queues can be launched at different computing nodes. Thus, easyGWAS is highly scalable and can be quickly adjusted to the number of users by removing or adding new computing nodes. Various specialised queues for different types of tasks can be specified for easyGWAS. So far, five queues were deployed: (1) the gwas queue for performing different GWASs and meta-analyses, (2) the gwas_permutation queue for performing permutation based GWAS, (3) the utils queue for general data processing and manipulation tasks, (4) the pdf queue for exporting JavaScript visualisations into PDF files and (5) the periodic queue for any periodic tasks, such as periodic database cleaning tasks.

An additional challenge of performing GWASs in the browser is data storage and data management. This is because usual genotype datasets contain hundreds of samples and thousands to hundreds of thousands of genetic markers. Storing this huge amount of data in a SQL database such as PostgreSQL is not feasible, not even for a small number of users. Also, frequently storing, updating and querying user curated gene annotations with several thousands of genes leads rapidly to computational bottlenecks. Especially if several users store their data in the same database. We therefore developed a hybrid database model that is a mixture between a PostgreSQL database, as well as user-specific SQLite databases and HDF5 files. The PostgreSQL database stores general information about the user, datasets or GWAS projects. Genotype, phenotype, covariate data and results are stored in HDF5 files and linked to the user profiles. Each gene annotation file is stored in a separate SQLite file such that efficient queries for different annotation sets are ensured. A schematic overview of the easyGWAS architecture is illustrated in Figure 4.1.

Uploading large files through the web-browser, such as genotype data, is a challenging task. We therefore allow the users to link their personal Dropbox account with the easyGWAS web-application. Thus, a user can synchronise their genotype data with Dropbox in such a way that easyGWAS can fetch the data from the Dropbox account and integrates it into the user’s data repository.

\(^4\)http://httpd.apache.org
\(^5\)http://www.celeryproject.org
\(^6\)http://www.rabbitmq.com
4.2 Overview of the easyGWAS web-application

The easyGWAS web-application consists of a publicly accessible area and a restricted private area. Users without a valid login credential are only allowed to access publicly available data and GWAS projects but are not allowed to perform GWASs or upload private data. Registered users, however, are allowed to upload, manage and analyse their private data, as well as work with shared and publicly available data. The web-application is structured into two main components, the Data Repository and the GWAS Centre. In the following sections we will give a brief overview of these two components and their functionality for registered and logged in users.

4.2.1 The easyGWAS Data Repository

The easyGWAS data repository includes different functions related to data integration, storage, management and representation. Again, it is structured into a publicly and privately accessible area (Figure 4.2). Publicly and freely available data will be displayed in the Public Data view, whereas user specific data is stored in a restricted and secure environment and can be accessed in the Private Data section. In addition, data that is shared with other collaborators will also be displayed in the Private Data section. The data of GWASs, which is organised in a hierarchical way, we refer to as a Data Bag. Each user can own and store several data bags. However, a single data bag can also be linked to several users (Figure 4.3) in the case the owner of the
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Figure 4.2: Data repository view: The data repository consists of a public and private data section. The greenish menu on the left side allows the user to access different types of information, such as information about integrated species or phenotypes. The blueish menu in the lower left part offers methods for data management, such as data up- and download.

data bag decides to share it with other users. The root model of such a data bag represents the species data model for which the GWAS data was collected. Additional information about the species is stored in this data model and can be accessed and edited in the species view (Figure 4.2). A species data model can be linked to several

gene annotation set models. These different gene annotation sets are later used to annotate the results of GWASs. In addition, a species model can be linked to one or several GWAS dataset models. A dataset model contains the actual raw genotype data (stored in a single HDF5 file), as well as additional information about the dataset, such as the total number of samples and SNPs. Different data models for storing sample, phenotype and covariate specific data are linked to each GWAS dataset model. Detailed information for these data models can be obtained from their individual views via the navigation menu (at the top of Figure 4.2). The sample view provides useful sample specific meta-information, such as its origin or its source (Figure 4.4). How-
ever, meta-information varies for samples within and between species. That is why we allow registered users to edit and dynamically add different types of meta-information to their private sample models in an interactive way (Figure 4.4). Similar views are implemented for the phenotype and covariate model. An example of such a view is given for the phenotype model in Figure 4.5. The view of the covariate model is similar to those of the phenotype. A histogram of the data distribution and a Shapiro-Wilk test [Shapiro and Wilk, 1965] to test the null hypothesis whether the data could have been drawn from a normal distribution are given in the phenotype and covariate view as well. The easyGWAS Download Manager can be used to retrieve different publicly available GWAS datasets in the traditional PLINK data format (Figure 4.6). Furthermore, users can make their private data publicly available to the whole community. An Upload Manager is integrated into easyGWAS to upload new genotype, phenotype or covariate data. Initially, each user has a total of 5GB of storage available for private data integration. Uploaded data will be securely integrated into the particular user profile. Users can either upload whole GWAS datasets, in PLINK format, or add new phenotypes or covariates to existing datasets. In addition, users can upload summary statistics of precomputed GWASs for visualisation or subsequent meta-analysis. To upload new GWAS datasets, users have to use the Genotype Upload functionality. A screenshot of this upload form is shown in Figure 4.7. For this purpose, a single ZIP file has to be created by the user containing at least the genotype data (*.ped and *.map files). Optionally, the ZIP archive can contain phenotype, covariate and gene annotation data, where the phenotype and covariate data have to be in PLINK format and the gene annotation data in GFF format. However, ZIP files cannot be uploaded directly via the web-browser to easyGWAS. Therefore, the users have to link their particular Dropbox accounts to easyGWAS and select the corresponding file with the Dropbox Chooser (Figure 4.7).

In summary, this section was a brief overview of the easyGWAS data repository and
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Figure 4.5: Detailed phenotype view: For each phenotype easyGWAS provides a detailed view about different types of meta-information. Meta-information can be added or changed dynamically. Several statistics are shown about the distribution of the phenotype. Text in red ellipses are brief descriptions about certain functions.

Figure 4.6: Data download view: Download manager to download publicly available data.

its functionality. Managing large amounts of data and displaying it in a clear and informative way is crucial for any kind of research. In the next section we present the GWAS Centre component which performs and manages GWASs.

4.2.2 The easyGWAS GWAS Centre

The easyGWAS GWAS centre includes everything that is related with performing, analysing and managing genome-wide association and meta-studies. The publicly accessible area allows every user — including non-registered users — to look at published GWAS projects and allows the download of its summary statistics. Registered users are allowed to perform new GWASs and meta-analyses using publicly available data, as well as their privately uploaded data. Therefore, the users have to use the easyGWAS GWAS Centre. The GWAS centre menu is divided into three main parts. The first section contains two wizards for conducting either genome-wide association or meta-studies (Figure 4.8). The second section lists all conducted experiments and offers various different management options. In the third section, different options are available to group experiments into projects, as well as methods to share projects with other
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Figure 4.7: GWAS dataset upload view: Form to integrate a new GWAS dataset into easyGWAS. Data in PLINK format has to be stored in a single ZIP file and uploaded to the personal Dropbox account. easyGWAS can then fetch the data from the personal Dropbox account.

collaborators.

The GWAS Wizard

The GWAS wizard (accessible via “New GWAS”) is a step-by-step procedure that guides the user through all the necessary steps to successfully create a GWAS. First the user has to select an existing species, dataset and gene annotation set (if available). This can be either publicly available data for a certain species or a privately integrated one. In the second step, up to five different phenotypes can be selected. The wizard helps the user to find the correct phenotype by offering an autocompletion for all available or shared phenotypes for the selected species and dataset. For each

<table>
<thead>
<tr>
<th>Transformation</th>
<th>Variation Type</th>
<th>Constraint</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero Mean</td>
<td>continuous, categorical, binary</td>
<td>Mean of data is set to 0</td>
<td>Mean of data is set to 0 and variance is 1</td>
</tr>
<tr>
<td>Zero Mean &amp; Unit Variance</td>
<td>continuous, categorical, binary</td>
<td>Square root of data</td>
<td></td>
</tr>
<tr>
<td>LOG10</td>
<td>continuous, categorical</td>
<td>No &quot;0&quot; in data allowed</td>
<td>Logarithm of data</td>
</tr>
<tr>
<td>BOXCOX</td>
<td>continuous, categorical</td>
<td>No &quot;0&quot; in data allowed</td>
<td>Boxcox transformation [Box and Cox, 1964]</td>
</tr>
<tr>
<td>Dummy Variable</td>
<td>categorical</td>
<td>data has to be categorical</td>
<td>Encode categorical data into dummy variables</td>
</tr>
</tbody>
</table>

Table 4.1: Available transformation methods: Overview of different methods to transform phenotypes. For each transformation method certain constrains are listed. The GWAS wizard determines on-the-fly which transformation method could be applied to which phenotype.

selected phenotype, detailed information about the data distribution and a Shapiro-Wilk test is shown in the next view (Figure 4.9). Here the user can dynamically explore the effect of different transformation methods on each phenotype. The choice of transformations for each phenotype is automatically determined by the wizard and is based on the variation type of the phenotype. Phenotypes are grouped into three main variation types: binary, continuous and categorial. Table 4.1 gives an overview about all available transformation methods. Changing the transformation triggers an
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**Figure 4.8: The GWAS centre**: The easyGWAS GWAS centre is structured into three main areas: (1) methods for performing GWASs and meta-analyses, (2) analyses and management options for study results and (3) management and sharing options for study projects.

AJAX request to the server and the histogram, as well as the Shapiro-Wilk test, are updated dynamically. Thus, the user can easily determine the best transformation for each phenotype. In the next step of the GWAS wizard users can add covariates to their study. Covariates can be used to account for various confounders, such as population structure or environmental factors. The wizard offers three options: (1) Adding no covariates, (2) adding a certain number of principal components or (3) adding several measured covariates to the study. After that, the user is asked by the wizard to select either all available SNPs or certain chromosomes. Next, the wizard offers a selection of different algorithms to perform association tests between the genotype data and the phenotype. The selection is based on the phenotype, as well as on the genotype and is automatically determined by the wizard. An overview of all available algorithms and their data constraints are listed in Table 4.2. In addition, different filtering and encoding options can be selected. The user can select a minor allele frequency (MAF) filter to exclude SNPs that do not fulfil a certain allele frequency. This is especially useful for small populations to prevent spurious associations. For heterozygous genotypes, different genotype encodings can be selected. The default encoding, known as

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Homozygous</th>
<th>Heterozygous</th>
<th>Binary</th>
<th>Continuous</th>
<th>Categorical</th>
<th>Covariates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wilcoxon Rank-Sum Test</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FaSTLMM</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMMAx (Permutation)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.2: Available algorithms**: Overview of all available algorithms in easyGWAS. The columns *Homozygous* and *Heterozygous* indicate whether the algorithm can be used with homozygous or heterozygous data, respectively. The columns *Binary*, *Continuous* and *Categorical* indicate whether the algorithm supports binary, continuous or categorical phenotypes. Additionally, the column *Covariates* indicates whether covariates can be added to the model. ⬇️ means that the model can be used with that type of data but it is not recommended.
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Figure 4.9: Transformation and normalisation view of the easyGWAS GWAS wizard:

Data distributions and Shapiro-Wilk test for the selected phenotypes are shown. Different normalisation techniques can be applied to normalise the data. The Shapiro-Wilk test and histogram are updated dynamically for different normalisation functions.

the additive encoding is the one in which the major allele is encoded as 0, the heterozygous allele as 1 and the minor allele as 2. An overview of all encodings is given in the Appendix C.2. Finally, a summary page is shown such that the user can check all inputs, adjust them if necessary and submit the experiments to the computation queues.

The Meta-Analysis Wizard

Creating a meta-analysis for precomputed GWASs is as easy as creating GWASs. The meta-analysis wizard can be accessed via the side menu (New Meta-Analysis). Similarly to the GWAS wizard one has to select a species and gene-annotation set in the first step. A meta-analysis can be conducted across different datasets, thus it is not necessary to specify a certain dataset. In the second step the user can select different publicly and privately conducted GWASs by using an autocompletion. In the third step of the wizard an algorithm has to be selected. In Table 4.3 an overview of all available meta-analyses algorithms is shown. The wizard offers only those algorithms to the user that can be used with the selected studies, for example fixed and random effect models are based on the estimated effect sizes and their standard deviations. Subsequently, a summary page is shown with the selected species, algorithm and GWASs, as illustrated in Figure 4.10. After this, the meta-analysis can be submitted to the computation queues.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>P-Value</th>
<th>Effect Size</th>
<th>Brief Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fisher’s Method</td>
<td></td>
<td></td>
<td>Fisher’s method to combine p-values from several studies</td>
</tr>
<tr>
<td>Stouffer’s Z</td>
<td>✔</td>
<td></td>
<td>Stouffer’s Z combines z-scores derived from p-values of several studies</td>
</tr>
<tr>
<td>Stouffer’s Z Weighted</td>
<td>✔</td>
<td>✔</td>
<td>Combines z-scores and weights each study by ( \sqrt{n} )</td>
</tr>
<tr>
<td>Fixed Effect Model</td>
<td></td>
<td></td>
<td>Combines effect sizes and assumes that effects are fixed for each study</td>
</tr>
<tr>
<td>Random Effect Model</td>
<td></td>
<td>✔</td>
<td>Combines effect sizes and assumes that they arise randomly</td>
</tr>
</tbody>
</table>

Table 4.3: Available meta-analysis algorithms: Overview of all available meta-analyses algorithms in easyGWAS. The columns P-Value and Effect Size indicate whether the algorithm needs p-values or effect sizes as input.
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Figure 4.10: Screenshot of the meta-analysis summary page: The meta-analysis summary page is the final view of the meta-analysis wizard. The user can check if everything is selected correctly and submit the analysis.

The Experiment and Project Overview

All submitted or finished experiments are initially presented in the “My temporary history” view (Figure 4.11). Here, users can check the current status of each submitted experiment. The symbol to the left of each experiment in Figure 4.11 indicates the type of the experiment. By now, three different types of experiments exist: (1) a genome wide association study (GWAS), (2) a meta-analysis of several GWASs, and (3) uploaded summary statistics of a precomputed GWAS. A spinning wheel indicates if an experiment is still running. Finished experiments are labeled as Done. Additionally, a progress bar summarises how many experiments are currently running. Each user is allowed to perform a maximum of five experiments in parallel and all experiments are stored for a maximum of 48 hours. After this time, the history is purged automatically. Both restrictions are important to save computational resources, as well as storage on the server. This ensures that as many users as possible can profit from this web-service simultaneously. However, experiments can also be saved permanently to the user’s profile. For this purpose, we added a checkbox next to each experiment (Figure 4.11). A Save Experiments button can then be used to store all available experiments permanently. Permanently saved experiments are grouped into projects (Figure 4.12). Users have the choice to create a new project or add the selected experiments to an existing one. All permanently saved experiments are presented in
Figure 4.12: **Save experiments permanently**: Form to save experiments permanently. Experiments are always grouped into an existing or new project. The names of the experiments can be changed.

The “My experiments” view. In this view experiments can be filtered by projects, as well as grouped into new or other projects. All private and shared projects are listed in the “My projects” view. Projects can be shared with other registered users. For this purpose, the user has to invite the other user by entering the e-mail address of the other user. An e-mail notification is then sent to the other user and the new project with all associated experiments, datasets, phenotypes and covariates is automatically linked to the other user’s profile. In addition, projects can also be made publicly available by using the “Publish Projects” button. In that case a publishing inquiry is sent to the administrator of the website. After the administrator approves the request, the project and experiments are moved to the public sections of the web-application and can be accessed by all users, including non-registered users. Published experiments cannot be changed or deleted by the former owner of the data. Data and experiments from shared and published projects can be re-used for additional experiments, such as meta-studies or replication of GWASs.

**The easyGWAS Results View**

Each performed and stored experiment is linked to its particular HDF5 result file. By clicking the experiment name in any of the experiment overview tables (temporary, private or public) the user will be redirected to the detailed results view. The view is divided into several parts as illustrated in Figure 4.13. On the left side a brief summary is shown, including the selected species, dataset and phenotype, as well as an overview about the most important settings. Additionally, a ranking of the top ten associated hits and their genes is listed. Note that these SNPs may not necessarily be significantly associated SNPs. A new sub-menu is added at the top of the larger panel in the right side. This menu helps the user to navigate through the different result views. The first view — “Manhattan Plots” — is the default view for each experiment and shows dynamic Manhattan plots. Manhattan plots are generated for each selected/available
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Figure 4.13: GWAS result view: On the left side a brief summary of the experiment is displayed together with information about the top 10 associated hits. The right shows dynamic zoomable Manhattan plots. Different multiple hypothesis correction methods are available, as well as different options to dynamically adjust the Manhattan plots. A new sub-menu is shown in the top of the result view to navigate through different result views.

chromosome. The green line in each Manhattan plot illustrates the global multiple hypothesis correction threshold. As a default, a Bonferroni correction [Abdi, 2007] is used to control the family-wise error rate (FWER) with a significance level \( \alpha \) equal to 5%. The multiple hypothesis correction method and the significance level \( \alpha \) can be changed dynamically by the user. Each change triggers an AJAX request and the plots are instantly updated. Three additional methods are available to correct the false discovery rate (FDR), Benjamini and Hochberg [1995], Benjamini and Yekutieli [2001] and Storey and Tibshirani [2003]. All Manhattan plots are zoomable. Thus, users can zoom into different regions of interest to explore this region in more detail. A gene-view will be displayed for these regions if the dataset was linked to a gene-annotation set (Figure 4.13). All Manhattan plots can be downloaded as PDFs to facilitate the integration of these plots into manuscripts.

The second view — “QQ-Plots” — shows QQ-plots using all available test statistics or only those for a certain chromosome. Additionally, the genomic control factor \( \lambda \) is computed and added to the plot [Devlin and Roeder, 1999]. The third view — “SNP Annotations” — lists gene annotations for the top associated SNPs per chromosome. Here, the user can change the number of SNPs for which annotations should be retrieved, the multiple hypothesis correction method to label SNPs as significantly associated or not, as well as a search window to find genes upstream or downstream of each SNP.

Finally, the last view — “Summary/Downloads” — contains a detailed summary of the whole experiment. The overview shows the owner of the experiment, when the experiment started and when it ended. Detailed information about all selected options and information about the algorithm are listed as well (see Figure 4.14). Adding too many covariates to regression based models can easily lead to overfitting, e.g. the
goodness-of-fit measure $R^2$ will increase when adding additional covariates. Thus, it is important to find a good balance between the goodness of a fit and the model complexity. We therefore included three model selection parameters for regression based models to measure the relative quality of the models for the given dataset and to penalise models with high complexities (Figure 4.14). One of the most widely used methods the Akaike Information Criterion (AIC) is defined as:

$$AIC = -2ll(\hat{\beta}_{ML}, \hat{\sigma}^2_{ML}) + 2d, \quad (4.1)$$

where $ll(\hat{\beta}_{ML}, \hat{\sigma}^2_{ML})$ is the log-likelihood function and $d$ the total number of fixed effects in the model. The term $2d$ penalises overly complex models. Thus, models with small AIC values are preferred. The second measure, AICc, is a corrected version of AIC since the number of samples is finite and is defined for models with Gaussian distributed residuals as follows:

$$AICc = AIC + \frac{2d(d+1)}{n-d-1}, \quad (4.2)$$

where $d$ is the number of fixed effects and $n$ the number of samples. The last criterion easyGWAS provides is the Bayesian Information Criterion (BIC). This criterion favours even more parsimonious models than AIC because it penalises complex models even more. BIC is defined as:

$$BIC = -2ll(\hat{\beta}_{ML}, \hat{\sigma}^2_{ML}) + d\log n, \quad (4.3)$$

where $d$ is the number of fixed effects and $n$ the number of samples. A detailed overview of AIC and BIC is given in Burnham and Anderson [2002] and Aho et al. [2014].
In addition, easyGWAS computes how much of the phenotypic variance could be explained by the null-model when using a linear mixed model, such as EMMAX or FaSTLMM. Here easyGWAS computes, in a 10-fold cross-validation, which parts of the phenotypic variance could be attributed to the genetic contribution (random effect), using the kinship matrix only, and to the covariates (fixed effects). For this purpose, the data is split into ten subsets of equal size (to the extent possible). Then, nine subsets are combined to train a linear mixed model using only the kinship matrix and the covariates. The remaining subset is used to predict the phenotype \( \hat{y} \). This procedure is repeated ten times. Predictions for \( \hat{y} \) are obtained by summing up the contributions of the random and fixed effects as follows:

\[
\hat{y} = C_{\text{test}} \hat{\beta} + K_{\text{test}} \left( K_{\text{train}} + \delta I \right)^{-1} \left( y_{\text{train}} - C_{\text{train}} \hat{\beta} \right),
\]

where \( C \) are the included covariates (or a vector of ones if no covariates are included), \( K \) is the kinship matrix, and \( \hat{\beta} \) and \( \hat{\delta} \) are the estimated parameters from the training step. The indices \( \text{train} \) and \( \text{test} \) indicate whether the data is coming from the training or testing subsets. Eventually, we can compute the variance explained as follows:

\[
v(y_{\text{test}}, \hat{y}) = 1 - \frac{\text{Var}(y_{\text{test}} - \hat{y})}{\text{Var}(y_{\text{test}})}.
\]

The variance explained is then shown in the easyGWAS summary page (Figure 4.14). All summary statistics and estimated parameters can be downloaded for further analysis using third-party tools.

In this section we gave a brief introduction of the easyGWAS web-application and its different views. In the following sections we will give an overview of all publicly available datasets in easyGWAS. Furthermore, we will demonstrate the functionality of the web-application by performing a toy example in Arabidopsis thaliana.

### 4.3 Publicly Available Data

One of the primary advantages of easyGWAS is that it also serves as a public data repository for GWASs data of various species and datasets. Thus, scientists have a central platform to access publicly available data and to reproduce or conduct GWASs on this data. As of June 2015, data for Arabidopsis thaliana, Drosophila melanogaster and Pristionchus pacificus are available in our public data repository. Various data sources are integrated for Arabidopsis thaliana [Atwell et al., 2010; Cao et al., 2011; Horton et al., 2012; Long et al., 2013; Schmitz et al., 2013]. The AtPolyDB dataset\(^7\) includes a set of 1,307 worldwide Arabidopsis thaliana accessions with a total of 214,051 SNPs sequenced with a 250k SNP chip [Horton et al., 2012]. A total of 107 dichotomous, continuous and categorical phenotypes\(^8\) are integrated for a subset of these 1,307 accessions [Atwell et al., 2010]. The phenotypes are grouped into four

---

\(^7\)https://cynin.gmi.oeaw.ac.at/home/resources/atpolydb/

\(^8\)http://arabidopsis.gmi.oeaw.ac.at:5000/DisplayResults/
main categories: (1) flowering time related phenotypes, (2) defence related phenotypes, (3) ionomic phenotypes and (4) developmental related phenotypes. The 80 genomes dataset includes 80 accessions from the first phase of the 1,001 genomes project in Arabidopsis thaliana [Cao et al., 2011]. The SNP data was retrieved from the original genome matrix from the 1001 genomes website9. We excluded all singletons and SNPs with incomplete information, which resulted in a final set of 1,438,752 SNPs. Eventually, we included the latest data from the 1,001 genomes project including a total of 1,135 samples and 6,973,565 non-singleton SNPs. These 1,135 accessions were sequenced in a collaborative manner between the Max Planck Institute (Weigel lab), the Gregor Mendel Institute (Nordborg lab), the Salk Institute (Ecker lab), the Wellcome Trust Center for Human Genetics (Mott lab), University of Chicago (Bergelson lab) and Monsanto using the Illumina platform. Additionally, we integrated TAIR9 and TAIR10 gene annotation sets10.

For the species Drosophila melanogaster we integrated the Drosophila Genetic Reference Panel (DGRP)11 with a total number of 172 samples, 2,476,799 SNPs and three phenotypes12 [Harbison et al., 2004; Jordan et al., 2007; Mackay et al., 2012; Morgan and Mackay, 2006]. The three phenotypes are split into male and female phenotypes, which resulted in a final set of six phenotypes. Missing SNPs in the Drosophila melanogaster genome are imputed using a majority allele imputation. Gene annotations were downloaded from the FlyBase website13 and integrated into easyGWAS.

Finally, we integrated a total of 149 samples with 2,135,350 SNPs of the species Pristionchus pacificus ([McGaughran et al., 2015], journal publication under preparation). In addition, three phenotypes and four covariates were integrated.

4.4 Case Study in Arabidopsis thaliana

In this section we will demonstrate the functionality of easyGWAS by conducting a GWAS and meta-analysis for the phenotype 4W in Arabidopsis thaliana. The phenotype was collected for a total of 119 accessions and measures the number of days to flowering time under long days (16h daylight at 23°C) with four weeks of vernalisation (at 5°C with 8h daylight) [Atwell et al., 2010; Zhao et al., 2007]. All 119 accessions can be found in the AtPolyDB dataset sequenced with a 250k SNP chip [Atwell et al., 2010; Horton et al., 2012]. A subset of 79 accessions, with a total of 6,973,565 non-singleton SNPs, are available in the latest 1,001 Genomes dataset sequenced using NGS platforms. In this case study we artificially split the phenotype into two parts. One part contains all 79 samples available in the latest 1,001 Genomes dataset (4W-1001) and the other part contains the remaining 40 samples which are available in the AtPolyDB (4W-AtPolyDB).

First we performed a GWAS using the original phenotype with all 119 samples and the

---

9http://1001genomes.org/data/MPICao2010/releases/
10http://www.arabidopsis.org
11http://dgrp.gnets.ncsu.edu/freeze1/Illumina_+_454_SNP_genotypes_filtered_for_GWAS/
12http://dgrp.gnets.ncsu.edu/freeze1/Phenotypes/
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AtPolyDB dataset. Therefore, we used the GWAS Wizard and selected the AtPolyDB dataset for the species Arabidopsis thaliana. In the second step we selected the phenotype 4W from the list of all publicly available phenotypes. In the third step a phenotype transformation can be chosen. The Shapiro-Wilk test for the non-transformed phenotype has a p-value of $2 \cdot 10^{-14}$. Thus, the null hypothesis that the data was drawn from a normal distribution can be rejected. However, regression based models assume normally distributed residuals. Because of that, we normalised the phenotype by choosing the box-cox transformation. Consequently, the Shapiro-Wilk test was updated dynamically and reported a p-value of $1 \cdot 10^{-5}$. In the next steps, we selected no covariates and all available SNPs with an allele frequency higher than 5%. Because Arabidopsis thaliana has a high degree of population structure, we chose FaSTLMM to account for hidden confounding due to population stratification. Finally, we submitted the experiment to the easyGWAS computation queue. Computations were finished within one minute and stored in the temporary user history of easyGWAS. The results are illustrated as a Manhattan and QQ-plot in Figure 4.15. On chromosome 1 and position 3,978,064 a significantly associated SNP is reported by easyGWAS (p-value = $2.6 \cdot 10^{-8}$) after correcting for multiple hypothesis using the Bonferroni method ($0.05/206,022 = 2.4 \cdot 10^{-7}$). The associated SNP is located in the gene AT1G11780, which is a 2-oxoglutarate/Fe(II)-dependent dioxygenases protein.

Next, we repeated the previous steps but selected the 4W-AtPolyDB (40 samples) phenotype for the AtPolyDB dataset and the 4W-1001 phenotype (79 samples) for the 1,001 Genomes dataset. Again, we applied a box-cox transformation to both phenotypes and selected a minor allele frequency filter of 5% for both datasets. Manhattan and QQ-plots are shown in Figure 4.16 for the AtPolyDB analysis and in Figure 4.17 for the 1,001 Genomes analysis. In Figure 4.16 we observe that no significantly associated markers could be detected. This could be due to the smaller sample size of only 40 accessions. For the phenotype 4W-1001 — which has a total of 79 samples — we find a total of 11 significantly associated hits (Figure 4.17). Four significantly associated hits on chromosome 2 are located in the gene AT2G22540. This well-known gene — also referred to as SHORT VEGETATIVE PHASE (SVP) — plays an important role in the control of flowering time by negatively regulating the expression of the floral integrator FLOWERING LOCUS T (FT) [Lee et al., 2007].
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Figure 4.16: Manhattan plot and QQ-plot for the phenotype 4W-AtPolyDB: Results for the 4W-AtPolyDB phenotype using a subset of 40 samples on the AtPolyDB dataset. The phenotype is box-cox transformed and a MAF filter of 5% was applied.

Figure 4.17: Manhattan plot and QQ-plot for the phenotype 4W-1001: Results for the original 4W-1001 phenotype using a subset of 79 samples on the 1,001 Genomes dataset. The phenotype is box-cox transformed and a MAF filter of 5% was applied.

Next, we grouped all these experiments into a common project and saved them permanently in the users profile. We then conducted a meta-analysis by using the easyGWAS Meta-Analysis Wizard. Here, we first selected the species Arabidopsis thaliana and the two previously computed GWASs for the phenotypes 4W-AtPolyDB and 4W-1001. Eventually, we selected Stouffer’s weighted Z-score method to perform the actual meta-analysis. We chose the weighted version of Stouffer’s method to differently weight the two experiments based on the number of samples. The Manhattan plot for the meta-analysis is shown in Figure 4.18. The meta-analyses reveals a total number of 21 significantly associated hits. Interestingly, we find significantly associated hits on chromosome 4 and 5 that could not be detected with any of the previously computed

Figure 4.18: Manhattan plot of meta-analysis: Meta-analysis results combining the summary statistics for the GWASs on the phenotypes 4W-AtPolyDB and 4W-1001.
GWASs. From these 21 hits, 17 are located within 12 genes. Again, we detect a significant association with the SVP gene (AT2G22540) on chromosome 2 (Figure 4.19a). On chromosome 5 we find a significant association with a SNP located in a gene (AT5G45830) that encodes DELAY OF GERMINATION 1 (DOG1) (Figure 4.19b). This gene was found to not only influence germination, but also flowering time [Chiang et al., 2013]. In Atwell et al. [2010] DOG1 was found to be highly associated in 20 different flowering time related phenotypes. However, in Atwell et al. [2010], DOG1 was found to be highly but not significantly associated for the phenotype 4W when using EMMAX.

We here demonstrated in a case study the capabilities of easyGWAS to perform GWASs and meta-analyses. We detected two novel associations in flowering time related phenotypes in the genes SVP and DOG1 that could not be detected with a traditional GWAS but when using a meta-analysis.

**4.5 Chapter Summary**

In this chapter we introduced a novel cloud-service and web-application for performing GWASs and meta-analyses via a web-browser. First, we gave a detailed overview about the architecture and design of easyGWAS. We developed a novel hybrid database scheme to efficiently store and mine different types of data. For this purpose, we used (i) a
standard PostgreSQL database for storing general information such as user and experiment specific data, (ii) a collection of SQLite databases for storing data related for the annotation of results and (iii) a collection of HDF5 files for storing and managing GWASs data, as well as results of computed experiments. Further, we established a comprehensive task queue and message passing system to reliably and efficiently distribute heavy computational tasks to different computation nodes and queues. This is necessary to guarantee a smoothly running and interacting web-application. Thus, users can submit several experiments and computations while at the same time be able to still interact and work with the web-application.

We further gave a detailed description about the easyGWAS data repository and its functionality. We showed that it is straightforward to upload new genotype data and gene annotation sets to easyGWAS in a secure and private way. Integrated data can be either stored in a private environment or in publicly available manner for the whole community. A major advantage of easyGWAS is that private data can be easily shared with other users and collaborators, even in such a way that others can perform GWASs on shared data without having direct access to the original raw genotype data. All data sources and instances are represented in a structured and clean way. Publicly available data can be downloaded by everyone.

To simplify the process of performing GWASs and meta-analyses we created two step-by-step procedures (wizards) that guide the users through every necessary step. Conducted experiments can be grouped into projects and can be made available to the public as well. All conducted experiments come with dynamic visualisations of the results and with detailed annotations.

Finally, we demonstrated the functionality of easyGWAS by conducting a case-study on Arabidopsis thaliana genotype and phenotype data. We artificially splitting a phenotype into two parts such that it could be used with two distinct genotype datasets. We performed two GWASs on both datasets and combined the results by performing a meta-analysis. Here, we showed that we could detect novel associations in two flowering time related genes SVP and DOG1 that could not be detected with a standard GWAS.

Both, easyGWAScore and easyGWAS are powerful tools to conduct GWASs and meta-analyses. However, we mostly concentrated on univariate methods. It has been shown that these methods often fail to explain much of the phenotypic variance [Manolio et al., 2009]. In the next chapter we will describe two novel methods, SConES and Multi-SConES, for multi-locus and multi-trait mapping that could help to explain parts of this missing heritability. These algorithms make use of prior knowledge, such as gene-pathways or protein-protein interaction networks, to guide the discovery of sets of genetic markers that are highly associated with a given trait or correlated traits.
Identifying causal genetic markers, such as single nucleotide polymorphisms (SNPs), that can explain the phenotypic variability of observed traits or complex diseases is one of the ultimate goals in the field of GWASs. As a matter of fact, hundreds of genetic variants associated with complex traits could have been identified by GWASs [Atwell et al., 2010; Zuk et al., 2012]. Univariate statistical tests, however, often fail to explain much of the heritability of these complex phenotypes [Manolio et al., 2009], leading to the problem of the missing heritability. Investigating effects of multiple genetic markers simultaneously, by considering additive or interactive effects between multiple markers, contributed to explain parts of this missing heritability [Marchini et al., 2005]. However, the detection of additive and especially of multiplicative effects between multiple markers leads to a computational and a statistical multiple hypothesis testing problem. Many algorithms have been developed to efficiently detect interaction effects between pairs of genetic markers — often referred to as epistatic effects — using mathematical and algorithmic tricks [Achlioptas et al., 2011; Zhang et al., 2008, 2009, 2010a] or by leveraging graphical processing units (GPUs) [Hemani et al., 2011; Kam-Thong et al., 2011, 2012]. Nevertheless, a tremendous number of multiple hypothesis tests remain, which consequently leads to a larger false negative rate. The detection of additive multivariate associations between more than two markers is feasible due to efficient multiple regression based approaches [Cho et al., 2010; Rakitsch et al., 2013b; Wang et al., 2011], but they are limited in power or hard to interpret. Attempts have been made to include prior biological knowledge to boost their statistical power and interpretability. Nonetheless, current methods are limited to a predefined number of potential candidate sets [Cantor et al., 2010; Fridley and Biernacka, 2011; Wu et al., 2011]. Further, the diversity and the current incompleteness of biological knowledge make it almost impossible to provide a complete network in which all the relevant connections are present. We here present a novel framework for detecting sets of genetic markers that are maximally associated with a phenotype while being connected in an underlying biological network [Azencott et al., 2013]. We refer to this method as SConES, for Selecting Connected Explanatory SNPs. Our pro-
posed method is exact, efficient and biologically meaningful and scales to datasets and networks with millions of genetic markers and nodes. In addition, it automatically detects sets of genetics markers without the need of providing a predefined number of potential candidate sets. Eventually, SConES is able to handle incomplete networks, by identifying different subnetworks that must not form a single connected component. Another important concept in genetics is pleiotropy, that is the effect of a single gene or marker to different traits or diseases. A technique called multi-task learning can be used to detect markers that are jointly associated with multiple correlated traits. In multi-task learning, a difficult problem is solved together with other related problems. Thus, it is possible to boost the performance of the model by looking at common characteristics across different task (in our case correlated traits) simultaneously [Baxter, 2000; Caruna, 1993]. Different methods have been developed for the detection of sets of genetic markers while considering multiple correlated traits [Korte et al., 2012; Rakitsch et al., 2013a]. An additional series of multi-task models were developed to also include prior knowledge, such as different types of networks [Kim et al., 2009; Zhang et al., 2010b; Zhou et al., 2010]. However, these models assume that the same set of features (genetic markers) should be selected across all tasks (correlated traits). While this is reasonable for some applications, several examples can be found for which this assumption is violated. For instance, lung diseases, such as asthma and chronic obstructive pulmonary disease (COPD) may be linked to a set of common genetic variants, but there is no indication that the exact same mutations are causal in both diseases. Different regularisations are used to find a tradeoff between the sparsity and connectivity of features within a given network. However, to the best of our knowledge, none of the structured regularised multi-task methods make it possible to consider different structural constraints for different tasks. Nevertheless, we may want to consider different biological pathways for different phenotypes, or to highlight different parts of brain connectivity networks for different correlated behaviours. Hence, we here present Multi-SConES, an extension of SConES to a multi-task framework with multiple network regularisers [Sugiyama et al., 2014]. This framework, allows to identify sets of genetic markers that are significantly associated with multiple correlated traits while being connected in at least one underlying biological network. In the first part of this chapter we will describe the single-task framework SConES and demonstrate its abilities on several simulated and real-world experiments. In the second part we will extend the single-task formulation SConES to a multi-task formulation Multi-SConES. Eventually, we will integrate both methods into the easyGWASCore framework to facilitate their usage.

5.1 SConES: Selecting Connected Explanatory SNPs

5.1.1 Method and Problem Formulation

Let us assume we are given a genome matrix $M$ of size $n \times m$ and a phenotype $y \in \mathbb{R}^n$, where $n$ is the number of samples and $m$ the number of genetic markers (e.g. SNPs).
The task we would like to solve is a feature selection problem in a graph-structured feature space, where the features are our genetic markers, and the selection criterion should be related to their association with the phenotype $y$. The biological network is represented as a weighted graph $G = (V, E)$, where $V$ are the vertices (nodes) and $E$ are the edges. The vertices $v$ are the individual genetic markers (features) and the edges represent if individual markers are connected through any kind of relationship (different types of biological networks will be discussed later). The graph $G$ can be described by its adjacency matrix $A$ of size $m \times m$.

To measure the dependence $c \in \mathbb{R}^m$ between each single genetic marker and a single given phenotype $y$ several techniques can be used, such as Pearson’s correlation coefficient, the Hilbert-Schmidt Independence Criterion (HSIC) \cite{Gretton2007}, maximum information coefficient (MIC) \cite{Reshef2011} or the Sequence Kernel Association Test (SKAT) \cite{Wu2011}. Under the common assumption that the joint effect of several genetic markers is additive, $c$ is such that the association between a group of genetic markers and the phenotype $y$ can be quantified as the sum of the scores of the genetic markers belonging to this group. In other words, given an indicator vector $f \in \{0, 1\}^m$ such that, for any $p \in \{1, \ldots, m\}$, $f_p$ is set to 1 if the $p$-th genetic marker is selected and 0 otherwise, the score of the selected markers is given by:

$$Q(f) = \sum_{p=1}^{m} c_p f_p = c^T f. \quad (5.1)$$

For our framework the association term $c$ is derived from the weighted linear kernel version of SKAT (Linear SKAT) \cite{Wu2011}, which makes it possible to simultaneously correct for confounders, such as population stratification or environmental factors, by adding different covariates to the model. In its simplest form, SKAT models the relationship of the phenotype $y$, a set of covariates $C \in \mathbb{R}^{n \times d}$ and a subset $M^S$ of genetic markers by either a classical multiple linear regression for continuous phenotypes $y_c$ or a multiple logistic regression for dichotomous phenotypes $y_b$ \cite{Wu2011}:

$$y_c = \alpha_0 + \alpha^T C + \beta^T M^S + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2 I), \quad (5.2)$$

$$P(y_b = 1 | M; C; \beta) = \alpha_0 + \alpha^T C + \beta^T M^S, \quad (5.3)$$

where $\alpha_0$ is an intercept term, $\alpha = (\alpha_1, \ldots, \alpha_d)^T$ is a vector of regression weights for the $d$ covariates and $\beta = (\beta_1, \ldots, \beta_{|S|})^T$ are the regression weights for the observed markers in the subset $M^S$. SKAT tests the null hypothesis $H_0 : \beta = 0$, that is fitting the following null models without the genetic markers \cite{Wu2011}:

$$y_c = \alpha_0 + \alpha^T C + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2 I), \quad (5.4)$$

$$P(y_b = 1 | M; C; \beta) = \alpha_0 + \alpha^T C. \quad (5.5)$$
The variance component test statistic of SKAT is defined as follows:

\[ Q^S = (y - \hat{y})^T K^S (y - \hat{y}), \quad (5.6) \]

where \( \hat{y} \) is the predicted mean of \( y \) under \( H_0 \). Consequently, \( (y - \hat{y}) \) are the residuals \( r \) of the regression models under \( H_0 \). \( K^S \) is the \( n \times n \) weighted linear kernel function describing the genetic similarity between the \( n \) samples, that is:

\[ K^S = M^S W (M^S)^T, \quad (5.7) \]

where \( W \) is a \( n \times n \) diagonal matrix and the \( p \)th diagonal element of matrix \( W \) is the weight \( w_p \) for the genetic marker \( p \). The weights can be used to adjust the importance of specific markers, e.g. by increasing the importance of rare or pathogenic genetic markers. Thus, the kernel value \( K^S_{ij} \) for sample \( i \) and \( j \) is equal to:

\[ K^S_{ij} = \sum_{p \in S} w_p M^S_{ip} M^S_{jp}. \quad (5.8) \]

With a reformulation of \( Q^S \) (Equation 5.6) we can derive the association term \( c \) and describe the SKAT framework as a function of \( Q(f) \) (Equation 5.1), as follows:

\[ Q_{M^S} = (y - \hat{y})^T K^S (y - \hat{y}) = r^T K^S r \]

\[ = \sum_{i,j=1}^{n} r_i K^S_{ij} r_j = \sum_{p=1}^{[S]} w_p \left( \sum_{i=1}^{n} M^S_{ip} r_i \right) \left( \sum_{j=1}^{n} M^S_{jp} r_j \right) \]

\[ = \sum_{p \in S} w_p (M^T r)^2_p = \sum_{p \in S} c_p \]

\[ = \sum_{p=1}^{m} c^T f^S = Q(f). \]

We want to find the indicator vector \( f \in \{0,1\}^m \) that maximises the score \( Q(f) \) while ensuring at the same time that the solution is (a) made of connected components of the network and (b) sparse. However, in general, it is difficult to find a subset of markers that satisfies these two constraints. In fact, given a positive integer \( k \), the problem of finding a connected subgraph with \( k \)-vertices that maximise the sum of the weights on the vertices, which is equivalent to \( Q(f) \) in our case, is known to be a strongly \( \text{NP} \)-complete problem \([Lee \text{ and Dooly, 1996}]\). Therefore, this problem would generally be addressed based on enumeration-based algorithms, whose runtime grows exponentially with \( k \). To cope with this problem, we consider an approach based on a graph-regularisation scheme, which allows us to drastically reduce the runtime.
5.1.2 Feature Selection with Graph Regularisation

SConES deals with a single phenotype $y$, a set of genetic markers $M$ and a biological network described by the adjacency matrix $A$. Our goal is to find the indicator vector $f \in \{0, 1\}^m$ that maximises the association score $Q(f)$ while ensuring that the solution is made of connected components of the marker network. Rather than searching through all subgraphs of a given network, we reward the selection of adjacent genetic markers (features) through graph regularisation. This requirement can be addressed by means of a smoothness regulariser on the network [Ando and Zhang, 2007; Smola and Kondor, 2003]:

$$\arg \max_{f \in \{0, 1\}^m} \frac{c^T f}{m} - \lambda f^T L f,$$

(5.10)

where $L$ is the Laplacian of the genetic marker network. The Laplacian $L$ is defined as:

$$L = W - A,$$

(5.11)

where $W$ is a diagonal matrix and the $p$th diagonal element is the degree of node $p$. As $A_{pq} = 1$ if $q$ is a neighbour of $p$ (also written as $p \sim q$), and 0 otherwise, if we denote by $\mathcal{N}(p)$ the neighbourhood of $p$, then the degree of $p$ can be rewritten $W_{pp} = \sum_{q \in \mathcal{N}(p)} 1$. The second term in Equation 5.10 can therefor be rewritten as:

$$f^T L f = \sum_{p=1}^{m} \sum_{q=1}^{m} L_{pq} f_p f_q$$

(5.12)

$$= \sum_{p=1}^{m} \sum_{q=1}^{m} (W_{pq} - A_{pq}) f_p f_q$$

$$= \sum_{p=1}^{m} \sum_{q=1}^{m} W_{pq} f_p f_q - \sum_{p=1}^{m} \sum_{q=1}^{m} A_{pq} f_p f_q$$

$$= \sum_{p=1}^{m} W_{pp} f_p^2 - \sum_{p=1}^{m} \sum_{q \in \mathcal{N}(p)} f_p f_q$$

$$= \sum_{p=1}^{m} \sum_{q \in \mathcal{N}(p)} (f_p^2 - f_p f_q)$$

$$= \sum_{p \sim q} \left( (f_p^2 - f_p f_q) + (f_q^2 - f_q f_p) \right)$$

$$= \sum_{p \sim q} (f_p - f_q)^2.$$

Thus the optimisation problem in Equation 5.10 is equivalent to:

$$\arg \max_{f \in \{0, 1\}^m} \sum_{p=1}^{m} f_p c_p - \lambda \sum_{p \sim q} (f_p - f_q)^2.$$

(5.13)
As \((f_p - f_q)^2\) is 1 if \(f_p \neq f_q\) and 0 otherwise, it can be seen that the connectivity term in Equation 5.10 penalises the selection of markers not connected to one another, as well as the selection of only subnetworks of connected components of the marker network. Note that it does not prohibit the selection of several disconnected subnetworks. In particular, solutions may include individual markers fully disconnected from the other selected markers. This is important since biological knowledge is incomplete and thus we do not want to enforce that solutions must form a single connected component. Furthermore, we would like to reward sparse solutions to avoid selecting large number of markers that are in LD and to avoid trivial solutions, such as selecting all or no markers. Selecting no markers is a sparse but useless solution. This second requirement can be enforced with a sparsity constraint. Thus, we can modify Equation 5.10 by adding an \(l_0\) constraint:

\[
\arg \max_{f \in \{0, 1\}^m} c^T f - \lambda f^T L f - \eta \|f\|_0. \quad (5.14)
\]

Here, we directly minimise the number of nonzero entries in \(f\) and do not require the proxy of an \(l_1\) constraint to achieve sparsity (of course in the case of binary indicators, \(l_1\) and \(l_0\) norms are equivalent). The solution in Equation 5.14 is equivalent to:

\[
\arg \max_{f \in \{0, 1\}^m} \sum_{p=1}^{m} f_p (c_p - \eta) - \lambda \sum_{p \sim q}(f_p - f_q)^2. \quad (5.15)
\]

Also, as \(\|f\|_0 = 1_T^T f\), the sparsity term in Equation 5.14 is equivalent to reducing the individual association scores \(c\) by a constant \(\eta > 0\). Consequently, the positive regularisation parameters \(\lambda\) and \(\eta\) in Equation 5.14 control the importance of the connectedness of selected features and the sparsity of the solution, respectively.

### 5.1.3 Min-Cut Solution

Let us assume we are given an arbitrary graph \(G^* = (V^*, E^*)\) that is described by its adjacency matrix \(A^*\). A cut over the vertices \(V^* := \{1, \ldots, m\}\) is defined as a partition of \(V^*\) in a nonempty set \(S\) and its complementary \(V^* \setminus S^*\). A \(s/t\)-cut is defined as a cut such that \(s \in S^*\) and \(t \in V^* \setminus S^*\), where \(s\) and \(t\) in \(V^*\) are called the source and sink of the network. The cut-set of cut \(C(S^*, V^* \setminus S^*)\) is a set of all pairs \((u, v)\) for \(u \in S^*\) and \(v \in V^* \setminus S^*\) with positive weight \(A^*_{pq}\). In other words, the cut-set of the cut \(C(S^*, V^* \setminus S^*)\) is the set of edges \(E^*\) whose end vertices belong to different sets of the partition. The minimum cut of the graph is the cut such that the sum of the weights of the edges belonging to its cut-set is minimum. Finding the minimum cut of \(A^*\) is equivalent to finding \(S^* \subset V^*\) that minimises the cut-function:

\[
\arg \min_{f \in \{0, 1\}^m} \sum_{p=1}^{m} \sum_{q=1}^{m} f_p (1 - f_q) A^*_{pq}. \quad (5.16)
\]
where \( f_p \) is 1 if \( p \in S^* \) and 0 otherwise. It is known from the max-flow-min-cut theorem [Elias et al., 1956; Ford and Fulkerson, 1956] that the minimum s/t-cut can be solved efficiently using the maximum-flow algorithm [Goldberg and Tarjan, 1988].

Solving the graph-regularised feature selection problem for graph \( G \) of adjacency matrix \( \mathbf{A} \) in Equation 5.14 is equivalent to finding a s/t min-cut on graph \( G \). The vertices of graph \( G \) are augmented by two additional nodes \( s \) and \( t \) — representing the source and the sink — and whose edges are given by the adjacency matrix \( \mathbf{A}^* \), where

\[
\begin{align*}
\mathbf{A}_{pq}^* & = \lambda \mathbf{A}_{pq}, \quad \text{for } 1 \leq p, q \leq m \quad \text{and} \\
\mathbf{A}_{sp}^* & = \begin{cases} 
\eta & \text{if } \eta > c_p, \\
0 & \text{otherwise},
\end{cases} \\
\mathbf{A}_{tp}^* & = \begin{cases} 
\eta - c_p & \text{if } \eta < c_p, \\
0 & \text{otherwise}.
\end{cases}
\end{align*}
\] (5.17)

The extended graph for the s/t min-cut formulation is illustrated in Figure 5.1. The problem in Equation 5.14 can be described as a s/t min-cut on the transformed graph defined by the adjacency matrix \( \mathbf{A}^* \). For this purpose, we can rewrite the maximisation problem in Equation 5.14 as a minimisation problem:

\[
\arg\min_{f \in \{0,1\}^m} (\eta \mathbf{1}_m - \mathbf{c})^T f + \lambda f^T \mathbf{L} f.
\] (5.18)

The first term of the objective can be encoded as a cut-function by adding two artificial nodes \( s \) and \( t \):

\[
(\eta \mathbf{1}_m - \mathbf{c})^T f = \sum_{p=1}^{m} (\eta - c_p) f_p
\] (5.19)

\[
= \sum_{p \in S(c_p < \eta)} (\eta - c_p) + \sum_{p \in V(c_p \geq \eta)} (\eta - c_p) - \sum_{pq \in S(c_p \geq \eta)} (\eta - c_p)
\]

\[
= \sum_{p=1}^{m} A_{sp}^* f_s (1 - f_p) + \sum_{p=1}^{m} A_{tp}^* f_p (1 - f_t) + C,
\]
where \( C = \sum_{p \in V(c_p \leq \eta)} (\eta - c_p) \) is a constant, \( f_s = 1 \) and \( f_t = 0 \). The second term of the objective is a cut-function over the graph \( G \):

\[
\mathbf{f}^T \mathbf{L} \mathbf{f} = \sum_{p=1}^{m} \sum_{q=1}^{m} L_{pq} f_p f_q
\]

\[
= \sum_{p=1}^{m} \sum_{q=1}^{m} (W_{pq} - A_{pq}) f_p f_q
\]

\[
= \sum_{p=1}^{m} f_p \left( \sum_{q=1}^{m} (W_{pq} - A_{pq}) f_q \right)
\]

\[
= \sum_{p=1}^{m} f_p \left( \sum_{q=1}^{m} W_{pq} f_q - \sum_{q=1}^{m} A_{pq} f_q \right)
\]

\[
= \sum_{p=1}^{m} f_p \left( W_{pp} - \sum_{q=1}^{m} A_{pq} f_q \right).
\]

As by definition \( W_{pp} = \sum_{q=1}^{m} A_{pq} \), we can write:

\[
\mathbf{f}^T \mathbf{L} \mathbf{f} = \sum_{p=1}^{m} f_p \left( W_{pp} - \sum_{q=1}^{m} A_{pq} f_q \right)
\]

\[
= \sum_{p=1}^{m} f_p \left( \sum_{q=1}^{m} A_{pq} - \sum_{q=1}^{m} A_{pq} f_q \right)
\]

\[
= \sum_{p=1}^{m} \sum_{q=1}^{m} f_p (1 - f_q) A_{pq}.
\]

Consequently, the optimisation problem in Equation 5.14 can be solved by using a maximal flow algorithm. To efficiently optimise the objective function we use the Boykov-Kolmogorov algorithm [Boykov and Kolmogorov, 2004] that has a time complexity of \( \mathcal{O}(m^2 m_E m_C) \), where \( m_E \) is the number of edges in graph \( G \) and \( m_C \) the size of the minimum cut. However, the performance is more efficient in practice, especially if the network is sparse.

5.1.4 Experimental Settings

Datasets

To assess the performance and the abilities of SConES to detect networks of phenotype associated genetic markers, we used Arabidopsis thaliana genotypes from Horton et al. [2012]. The dataset contains a total of 214,051 SNPs for 1,307 samples. The genotype data was used for simulations, real world experiments and for runtime comparisons. For the real world experiments we used 17 flowering time related phenotypes from Atwell et al. [2010]. For the networks protein-protein interaction data was downloaded.
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from The Arabidopsis Internet Resource (TAIR\(^1\)). If not explicitly stated we removed SNPs with a minor allele frequency lower than 10\%, as typically done in Arabidopsis thaliana GWASs. To account for population structure in the real world experiments we conducted a Principle Component Analysis (PCA) on the genotype covariance matrix [Price et al., 2006] and used the first \(x\) components as covariates in our model. The number of principle components \(x\) was chosen by adding them one by one to linear regression (logistic regression for binary phenotypes) until the genomic control value was close to one (see Equation 2.81 in Section 2.4.3).

Biological Networks

Our method SConES can handle any kind of biological networks between genetic markers. We here explored three special instances of biological networks. The first network simply connects all adjacent markers to a genomic sequence, also referred to as the Gene Sequence (GS) network. In this setting, we aim to recover sub-sequences of the genomic sequence that are associated with the phenotype (Figure 5.2a). The second network is a Gene Membership (GM) network. Here, genetic markers are connected as in the GS network and in addition markers within or in close proximity to the same gene (here 20k bp window around the gene) are connected to each other (Figure 5.2b). The last network we investigated is a Gene Interaction (GI) network. For this network all genetic markers are connected to each other as described for the GS and GM network. In addition, genes that are interacting, e.g. in a biological pathway, are linked to each other.

Baseline and Comparison Methods

We compared SConES in all our experiments to a variety of baseline and state-of-the-art methods. As a baseline for comparison we ran a basic univariate linear regression (LR) to detect single SNPs that are significantly associated with a given phenotype. Similarly, we performed an association scan using a linear mixed model (LMM) to simultaneously correct for population stratification. These two methods only consider the effect of a single SNP on the phenotype. To also consider additive effects of SNPs we

\[^1\]http://www.arabidopsis.org/portals/proteome/proteinInteract.jsp
compared our method to a LASSO regression method. This model models the additive effect of all SNPs simultaneously with a sparsity constraint [Tibshirani, 1996]:

$$\arg\min_{f \in \mathbb{R}^m} \frac{1}{2} \|Mf - r\|^2_2 + \eta \|f\|_1.$$ \hspace{1cm} (5.22)

In addition, we compared to the network-constraint LASSO, also referred to as ncLASSO or Grace (graph-constrained estimation) [Li and Li, 2008, 2010]. Here, a graph-smoothing constraint is added in addition to the sparsity constraint:

$$\arg\min_{f \in \mathbb{R}^m} \frac{1}{2} \|Mf - r\|^2_2 + \eta \|f\|_1 + \lambda f^T L f.$$ \hspace{1cm} (5.23)

However, this approach has been developed with networks of genes rather than SNPs. The solution proposed by Li and Li [2008] requires to compute and store a single value decomposition of the Laplacian $L$. This is not applicable for networks larger than $100k \times 100k$. However, we also compared to a more efficient solution by decomposing the Laplacian $L$ as the product of the network’s incidence matrix.

Next, we also compared to the non-overlapping groupLASSO [Jacob et al., 2009], a sparse linear model designed to select features that belong to the union of a small number of predefined groups:

$$\arg\min_{f \in \mathbb{R}^m} \frac{1}{2} \|Mf - r\|^2_2 + \lambda \sum_{g \in \mathcal{G}} \|f^g\|_2,$$ \hspace{1cm} (5.24)

where $\mathcal{G}$ is the set of predefined groups of genetic markers that are possibly overlapping. If a graph over the features is given, defining those groups as all pairs of features connected by an edge or as all linear subgraphs of a given size yields the so-called graphLASSO. A similar approach is taken by [Huang et al., 2011]. The structured sparsity penalty used by their approach encourages selecting a small number of base blocks, where blocks are sets of features defined so as to match the structure of the problem. If a graph over the features is given, blocks can be defined as small connected components of that graph.

**Implementation and Parameter Settings**

We used Matlab to implement an initial version of SConES, as well as all the baseline and comparison methods. We used the SLEP library [Liu et al., 2009] for implementing the different regularised regression methods. To solve the maximal flow algorithm efficiently we used the Boykov-Kolmogorov algorithm\(^2\) [Boykov and Kolmogorov, 2004]. All experiments are performed on a single core of an AMD Opteron CPU (2,048KB, 2,600MHz) with 512GB of memory, running Ubuntu 12.04.5 LTS.

Some methods have parameters that needed to be optimised. For this purpose, we ran a 10-fold cross-validation with an internal line-search for the optimisation of a single

\(^2\)http://vision.csd.uwo.ca/code/
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We chose seven values of $\lambda$ and $\eta$, ranging from $10^{-3}$ to $10^3$. We then picked as optimal the parameters leading to the most stable selection of markers. Eventually, we reported the set of genetic markers (features) selected in all folds. We defined stability according to a consistency index similar to that of Kuncheva [2007]. The consistency index $I_c$ between two feature sets $S$ and $S'$ is defined relative to the size of their overlap:

$$I_c(S, S') := \frac{\text{Observed}(|S \cap S'|) - \text{Expected}(|S \cap S'|)}{\text{Maximum}(|S \cap S'|) - \text{Expected}(|S \cap S'|)}, \quad (5.25)$$

where Maximum($|S \cap S'|$) = min($|S|, |S'|$) and Observed($|S \cap S'|$) is derived from the hypergeometric distribution as the expected probability of picking $|S'|$ features out of $x$ such that $|S \cap S'|$ are among the $|S|$ features in $S$:

$$P(|S \cap S'|) = \binom{|S|}{|S \cap S'|} \binom{x-|S|}{|S'| - |S \cap S'|}, \quad (5.26)$$

and

$$\text{Expected}(|S \cap S'|) = \mathbb{E}(P(|S \cap S'|)) = \frac{|S||S'|}{x}. \quad (5.27)$$

Thus, we can write the consistency index $I_c$ for two sets $S$ and $S'$, as follows:

$$I_c(S, S') = \frac{x|S \cap S'|-|S||S'|}{x \min(|S|, |S'|) - |S||S'|}. \quad (5.28)$$

The consistency index $I_{c_k}$ for an experiment with $k$-folds is defined as the average of the $k(k-1)/2$ pairwise consistencies between sets of selected features:

$$I_{c_k}(S_1, S_2, \ldots, S_k) = \frac{k(k-1)}{2} \sum_{i=1}^{k} \sum_{j=i+1}^{k} I_c(S_i, S_j). \quad (5.29)$$

5.1.5 Results

Runtime

First, we compared the runtime of SConES with that of our baseline and state-of-the-art comparison partners, that is linear regression, ncLASSO and non-overlapping groupLASSO. For this purpose, we selected subsets from 100 to 200,000 SNPs for 200 samples and generate exponential random networks with a density of 2% between SNPs. We reported the real CPU runtime of one cross-validation fold, examining the same number of parameters. We repeated each runtime experiment ten times and summarised the results in Figure 5.3. After three weeks, graphLASSO and ncLASSO had not finished running for a set of 50k SNPs. The accelerated version of ncLASSO ran out of memory for more than 150k SNPs. Further, we observed, that SConES is at least two orders of magnitude faster than graphLASSO and one order of magnitude faster than ncLASSO.
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Figure 5.3: Runtime comparison between SConES, univariate linear regression, \textit{ncLASSO} and \textit{graphLASSO}: The left panel shows the runtime from 100 to 25k SNPs. The right panel shows the runtime up to 200k SNPs. After, three weeks, \textit{graphLASSO} and \textit{ncLASSO} had not finished running for 50k SNPs. The accelerated version of \textit{ncLASSO} ran out of memory for more than 150k SNPs.

Simulations

We randomly selected 1,000 SNPs from the \textit{Arabidopsis thaliana} genotype data from Horton et al. [2012] with a fixed sample size of 500 accessions. For our simulations, we generated artificial phenotypes for a subset of 20 markers that we deem to be causal for this phenotype. Phenotypes are simulated considering a linear additive model with normally distributed noise:

$$y_c \sim \mathcal{N}(G\beta, \sigma^2 I),$$

where the weights $\beta = (\beta_0, \beta_1)^T \in \mathbb{R}^{n \times 21}$ are chosen to be normally distributed and $G \in \mathbb{R}^{n \times 21}$ is a matrix containing the intercept (a vector of ones $1$) and the subset of 20 causal genetic markers. For our simulations we considered the following scenarios, where the 20 causal markers are, (i) randomly distributed in the network, (ii) adjacent on the genomic sequence, (iii) near the same gene, (iv) near two interacting genes, (v) near three interacting genes or (vi) near five interacting genes. We repeated each experiment 30 times and compared the selected SNPs of either approach with the true causal ones in terms of power (fraction of causal markers selected) or False Discovery Rate (FDR, fraction of selected markers that are not causal). We summarised the results with F-scores (harmonic mean of power and one minus FDR) in Table 5.1. Further, we plotted the average FDR and power of our method and its comparison partners in Figure 5.4 for three out of the six scenarios. Since our method only returns a binary selection of features rather than a ranking of the features, it is not possible to draw receiver operating curves (ROC). For each scenario we investigated the impact of the different networks, $GS$, $GM$ and $GI$. The closer the FDR/power point of an algorithm to the upper-left corner, the better this algorithm at maximising the power while at the same time minimising the FDR. Since regression methods tend to achieve better
(a) Scenario (ii): The true causal SNPs belong to the same genomic segment.

(b) Scenario (iii): The true causal SNPs are near the same gene.

(c) Scenario (vi): The true causal SNPs are near any of five interacting genes.

Figure 5.4: Evaluation of SConES on simulated data: Power and false discovery rate (FDR) of SConES, compared to state-of-the-art LASSO algorithms and a baseline univariate linear regression, in three different data simulation scenarios. Best methods are closest to the upper-left corner. Numbers denote the number of markers selected by the method.
like its structured-regularised comparison partners, performed better when the causal
performance from scenario (iii) to scenario (vi), when the number of integrating genes near
the edges between the causal markers. Our results in Table 5.2 showed that this does
missing information. For this purpose, we randomly removed a range of 1% to 15% of
of remov-

given a small fraction of the network edges. Results reported for
Table 5.2: Effect of removing network edges: Effect on the F-scores of SConES of removing
the network edges. Results reported for SConES + GM in three different scenarios: The true causal markers are (ii) adjacent on the genomic sequence; (iii) near the same gene; (vi) near either of the same five connected
genes near which the causal markers are located increases from one to five, indicated that SConES,
like its structured-regularised comparison partners, performed better when the causal
power by selecting more features, we also reported the number of selected markers by
each algorithm to show whether it remains reasonably close to the true value of 20
causal markers.
SConES was systematically better than its state-of-the-art comparison partners at lever-
aging structural information to retrieve the connected genetic markers that were causal.
However, for the scenario (iv) our method was outperformed by groupLASSO. Note that
groupLASSO is more sensitive to the definition of its groups than ncLASSO and SConES.
Further, we investigated the effect of incomplete networks, that are networks with

\[
\begin{array}{cccccc}
\text{Scenario} & \text{F-score} & \text{Fraction of Edges Removed} \\
\hline
\text{SConES} & 0.58 \pm 0.03 & 0.58 \pm 0.03 & 0.58 \pm 0.03 & 0.58 \pm 0.03 & 0.58 \pm 0.03 \\
\text{groupLASSO} & 0.75 \pm 0.03 & 0.75 \pm 0.03 & 0.75 \pm 0.03 & 0.75 \pm 0.03 & 0.75 \pm 0.03 \\
\text{ncLASSO} & 0.34 \pm 0.02 & 0.34 \pm 0.02 & 0.34 \pm 0.02 & 0.34 \pm 0.02 & 0.34 \pm 0.02 \\
\end{array}
\]

Table 5.1: Comparison of tools: F-scores of SConES, compared to state-of-the-art LASSO
algorithms and a baseline univariate linear regression (LR), in six different data
simulation scenarios: The true causal SNPs are (i) randomly distributed; (ii) adjacent on the genomic sequence; (iii) near the same gene; (iv) near either of the same 2 connected genes; (v) near either of the same 3 connected genes; (vi) near either of the same 5 connected genes. Best performance in bold and second best in italics. GS: Genomic sequence network. GM: Gene membership network. GI: Gene interaction network.
markers are less spread out in the network. Finally, ncLASSO was both slower and less performant than SConES. This indicates that solving the feature selection problem we pose directly, rather than its relaxed version, allowed for better recovery of true causal features.

**Multi-locus Association Mapping in Arabidopsis thaliana**

Next, we evaluated the performance of SConES on *Arabidopsis thaliana* genotype data and 17 flowering time phenotypes as described in Section 5.1.4. We excluded graphLASSO since it does not scale to datasets with more than 200k markers. While even our accelerated implementation of ncLASSO could not be run on datasets with more than 125k markers in our simulations, the networks derived for *Arabidopsis thaliana* are sparser than that used in the simulations, which made it possible to run ncLASSO on this data. For groupLASSO we used pairs of neighbouring markers, markers from the same gene or markers from interacting genes as predefined groups.

For many phenotypes the LASSO methods selected a large number of markers (> 10k), which made the results hard to interpret. Using cross-validated predictivity, as generally done for regression based models, instead of the consistency index didn’t solve this issue entirely. Note that SConES directly maximises a score of association rather than minimising a prediction loss, as generally done for regression-based models. We filtered out solutions containing more than 1% of the total number of markers before using the consistency index $I_c$ (Equation 5.29) to select the optimal parameters.

To evaluate the quality of the selected genetic markers $G = (1, g_1, \ldots, g_p)$, where $g_i$ is the $i$th selected marker and $p$ is the total number of selected markers, we conducted a 10-fold cross-validation for each flowering time phenotype $y$. For each fold we trained a ridge regression on the training data (nine out of the ten subsets):

$$\arg\min_{\beta \in \mathbb{R}^{|S|}} \|y - G\beta\|_2^2 + \lambda \|\beta\|_2^2,$$

(5.31)

where $\beta$ are the regression weights for the intercept and the selected markers and $\lambda$ is a penalty parameter. Finally, we reported its average Pearson’s squared correlation coefficient between the predicted phenotype $\hat{y}$ and the true one of the left out evaluation set (Figure 5.5):

$$R^2 = \left( \frac{\text{Cov}(y_{\text{test}}, \hat{y})}{\sigma_{y_{\text{test}}} \sigma_{\hat{y}}} \right)^2 = \left( \frac{\mathbb{E}( (y_{\text{test}} - \mu_{y_{\text{test}}}) (\hat{y} - \mu_{\hat{y}}) )}{\sigma_{y_{\text{test}}} \sigma_{\hat{y}}} \right)^2.$$

(5.32)

As additional baseline we reported the cross-validated predictivity of a standard Best Linear Unbiased Prediction (BLUP) [Henderson, 1975]. Although the features selected by groupLASSO + GS achieved higher predictivity than SConES + GS on most phenotypes, the features selected by SConES + GM were at least as predictive as those selected by groupLASSO + GM in two thirds of the phenotypes; the picture was the same for SConES + GI, whose selected markers were on average more predictive than those of groupLASSO + GI. The superiority of groupLASSO in that respect was to be
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(a) Genomic sequence networks

(b) Gene membership network

(c) Gene interaction network

Figure 5.5: Cross-validated predictivity of SConES: Predictivity is measured as Pearson’s squared correlation coefficient between the actual phenotype and the predicted phenotype by a ridge-regression over the selected markers, compared to that of LASSO, groupLASSO, and ncLASSO. Horizontal bars indicate cross-validated BLUP predictivity.
expected, as predictivity is directly optimised by the regression. Also in 80% of the cases, if any of the feature selection methods achieved high predictivity \((R^2 > 0.6)\), \textit{SConES} outperformed all other methods including BLUP.

Next, we checked whether the selected markers from the three methods coincide with flowering time genes from the literature. We reported in Table 5.3 the number of markers selected by each of the methods and the proportion of these markers that were near flowering time candidate genes listed by Segura \textit{et al.} [2012]. Here, the picture is reversed: \textit{SConES} + \textit{GS} and \textit{groupLASSO} + \textit{GI} retrieved the highest ratio of markers near candidate genes, whereas \textit{groupLASSO} + \textit{GS}, \textit{SConES} + \textit{GI} and \textit{SConES} + \textit{GM} showed lower ratios. At first sight, it seemed surprising that the methods with highest predictive power retrieved the least markers near candidate genes.

To further investigate this phenomenon, we recorded how many distinct flowering time candidate genes were retrieved on average by the various methods. A gene was considered retrieved if the method selected a marker near it (Table 5.4). Methods retrieving a large fraction of markers near candidate genes did not necessarily retrieve

\begin{verbatim}
Table 5.3: Associations close to known candidate genes: Associations detected close to known candidate genes, for all flowering time phenotypes of \textit{Arabidopsis thaliana}.

We report the number of selected markers near candidate genes, followed by the average number of different candidate genes recovered ("Candidate Genes Hit").

<table>
<thead>
<tr>
<th>Phenotype</th>
<th>LR</th>
<th>LMM</th>
<th>LASSO</th>
<th>groupLASSO</th>
<th>ncLASSO</th>
<th>SConES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Markers</td>
<td>Near Candidate Genes</td>
<td>Candidate Genes Hit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.09</td>
<td>0.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.12</td>
<td>0.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>86</td>
<td>0.09</td>
<td>3.82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>153</td>
<td>0.10</td>
<td>4.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>546</td>
<td>0.20</td>
<td>2.65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>684</td>
<td>0.04</td>
<td>4.88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>608</td>
<td>0.06</td>
<td>4.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>608</td>
<td>0.06</td>
<td>4.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>729</td>
<td>0.18</td>
<td>11.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>546</td>
<td>0.08</td>
<td>14.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>496</td>
<td>0.07</td>
<td>12.24</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
\end{verbatim}

Table 5.4: Summary statistics: Averaged over the \textit{Arabidopsis thaliana} flowering time phenotypes: average total number of selected markers ("#Markers"), average proportion of selected markers near candidate genes ("Near Candidate Genes") and average number of different candidate genes recovered ("Candidate Genes Hit").

Table 5.5: Fraction of markers deemed significantly associated with the phenotype:

Comparison of markers identified by a LMM run on the full dataset to that selected by the other methods. We only report the phenotypes for which EMMAX returned at least one significant marker.

<table>
<thead>
<tr>
<th>Phenotype</th>
<th>LMM</th>
<th>LR</th>
<th>LASSO</th>
<th>groupLASSO</th>
<th>SConES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GS</td>
<td>GM</td>
<td>GI</td>
<td>GS</td>
<td>GM</td>
</tr>
<tr>
<td>4W</td>
<td>2</td>
<td>50%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>8W GH FT</td>
<td>1</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>FLC</td>
<td>1</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>FT GH</td>
<td>10</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>LDV</td>
<td>2</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>SD</td>
<td>2</td>
<td>0%</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>0W GH FT</td>
<td>3</td>
<td>67%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>2W</td>
<td>12</td>
<td>33%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>8W GH LN</td>
<td>3</td>
<td>33%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>FRI</td>
<td>9</td>
<td>100%</td>
<td>100%</td>
<td>89%</td>
<td>56%</td>
</tr>
<tr>
<td>SDV</td>
<td>1</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

the largest number of distinct candidate genes. Good predictive power, as shown in Figure 5.5, however, seems to correlate with the number of distinct candidate genes selected by an algorithm, but with the percentage of selected markers near candidate genes. groupLASSO + GI had the highest fraction of candidate gene markers among all methods but detected only three distinct candidate genes. This was probably due to groupLASSO selecting entire genes or gene pairs; if groupLASSO detects a candidate gene, it will pick most of the markers near that gene, which led to its high candidate/marker ratio in Table 5.3. We also compared the selected markers with those deemed significant by a LMM run on the full data (Table 5.5). To summarise, SConES is able to select markers that are highly predictive of the phenotype. Among all methods, SConES + GM discovered the largest number of distinct genes whose involvement in flowering time is supported by the literature.

### 5.2 Multi-SConES

#### 5.2.1 Multi-Task Formulation

To perform feature selection for multiple tasks (phenotypes) simultaneously, we can generalise the formulation of SConES as defined in Equation 5.14. For the multi-task approach, we assume that the set of vertices $V$ (features/genetic markers) is shared all over $T$ tasks (phenotypes). For each task $t$ we have a network $G_t = (V, E_t)$ associated with a respective scoring function $Q_t(f)$ (Equation 5.1). Given such a set of $T$ networks $G = \{G_1, G_2, \ldots, G_T\}$, the multi-task feature selection is formulated as:

$$
\arg \max_{f \in \{0,1\}^m} \sum_{t=1}^T \left( c_t f_t^T f_t - \lambda f_t^T L f_t - \eta \|f_t\|_0 \right) - \mu \sum_{t < t^*} \|f_t - f_{t^*}\|_2^2,
$$

where $\mu \in \mathbb{R}^+$ is the newly introduced penalty parameter for the tasks. The penalty term represents our belief that similar networks should be associated with related features, and the larger the parameter $\mu$, the more we enforce this belief. A large $\mu$ is thus better when it is desirable to select the same features across tasks.
Next, we will show that this problem can be reduced to a single-task feature selection similar to that of Equation 5.14 and thus can also benefit from the maximum flow algorithm. Let us assume an example with only two tasks \((T = 2)\). The first step will be to replicate the vertices of each network \(G_t\) so that all sets of vertices are disjoint, that is, \(G'_t = (V'_t, E'_t)\) such that \(V'_t \cap V'_{t^*} = \emptyset\) for every \(t, t^* \in \{1, \ldots, T\}\) with \(t \neq t^*\).

All edges are copied on the replicated set \(V'_t\) and assume that vertices are indexed from 1 to \(m\) in each network \(G_t\), where vertices have the same index if they are identical in the original set \(V\). The \(i\)th vertex of a network \(G_t\) is denoted by \(v^i_t\). We then construct a unified network \(U(G) = (\tilde{V}, \tilde{E})\) from the set of \(T\) networks \(G = \{G_q, \ldots, G_T\}\) by connecting each pair of replicated vertices in the following manner:

\[
\tilde{V} := \bigcup_{t=1}^{T} V'_t,
\]

\[
\tilde{E} := \bigcup_{t=1}^{T} E'_t \cup \bigcup_{i=1}^{m} F_i,
\]

where

\[
F_i := \{\{v^i_t, v^i_{t^*}\} | t, t^* \in \{1, \ldots, T\}, t \neq t^*\}.
\]

The weight \(\tilde{w}\) of edges is given as \(\tilde{w}(e) = w(e)\) if \(e \in E'_t\) and \(\tilde{w}(e) = \frac{\lambda}{\lambda'}\) otherwise. Thus, \(U(G)\) has \(|\tilde{V}| = Tm\) vertices and \(|\tilde{E}| = \sum_{t=1}^{T} |E'_t| + mT(T-1)/2\) edges. Note that graphs can be unified even if some features are missing for some tasks. In that case \(V'_t\) contains only vertices corresponding to the features available for task \(t\) and \(F\) contains only edges \(\{v^i_t, v^i_{t^*}\}\), where the feature \(i\) is available for both tasks \(t\) and \(t^*\).

Figure 5.6 illustrates two scenarios of unified networks.

**Figure 5.6: Two scenarios to generate an unified network:**

\[a)\text{ Scenario I: Only one Network} \quad \text{Original Network} \rightarrow \text{Duplicated Network} \rightarrow \text{Unified Network}\]

\[b)\text{ Scenario II: Two different Networks} \quad \text{Network 1} \rightarrow \text{Network 2} \rightarrow \text{Unified Network}\]

Suppose that \(\tilde{f}\) and \(\tilde{c}\) are concatenations of the vectors \(f_1, \ldots, f_T\) and \(c_1, \ldots, c_T\), re-
spectively. Then we directly can write:

\[
\sum_{t=1}^{T} \left( c_t^T f_t - \eta \| f_t \|_0 \right) = \tilde{c}^T \tilde{f} - \eta \| \tilde{f} \|_0.
\]

We describe the unified graph \( U(G) \) by its adjacency matrix \( \tilde{A} \). The Laplacian is then defined as:

\[
\tilde{L} = \tilde{W} - \tilde{A},
\]

where \( \tilde{W} \) is a diagonal matrix and the \( p \)th diagonal element is the degree of node \( p \). Since newly introduced weights in the unified network are weighted as follows \( \tilde{w}(e) = \frac{\mu}{\lambda} \)
we can rewrite the connectivity and task penalty term as follows:

\[
\sum_{t=1}^{T} \left( \lambda f_t^T L_t f_t \right) + \sum_{t<t^*} \mu \| f_t - f_{t^*} \|_2^2 = \lambda \tilde{f}^T \tilde{L} \tilde{f}.
\]

Thus, we can rewrite Equation 5.33 as a single task feature selection problem:

\[
\arg \max_{\tilde{f} \in \{0, 1\}^{Tm}} \tilde{c}^T \tilde{f} - \lambda \tilde{f}^T \tilde{L} \tilde{f} - \eta \| \tilde{f} \|_0. \tag{5.34}
\]

### 5.2.2 Experimental Settings

#### Datasets & Networks

We used \textit{Arabidopsis thaliana} data as described in Section 5.1.4. We derived a network of markers from TAIR and connected markers with a weight of 1 if they belong to the same gene or connected genes. Adjacent markers are connected with a small weight of 0.01.

In addition we generated synthetic data exactly as described in \cite{LiLi2008}. A total of 2,200 features composed of 200 transcription factors (TFs) and 2,000 genes are generated. Each TF is connected to ten regulatory target genes. That is, we have a network \( G = (V, E) \) such that:

\[
V = \bigcup_{i=1}^{200} \{ w_i \} \cup G_i \text{ with } |G_i| = 10, \quad \text{and} \quad E = \bigcup_{i=1}^{200} E_i \text{ with } E_i = \{ \{ w_i, v \} \mid v \in G_i \},
\]

which includes 200 connected subnetworks. Moreover, for each of the 200 TFs, an expression level \( x \) is generated from a standard normal distribution \( N = (0, 1) \). The expression levels for its regulatory genes follows \( N(0.7x, 0.51) \). Thus, the correlation between a TF and its regulatory genes is 0.7. Finally, we simulated a phenotype \( y \) using the following model:

\[
y = X\beta + \epsilon, \quad \text{where}
\]
\[ \epsilon \sim \mathcal{N}(0, \sigma^2) \text{ and } \sigma^2 = \sum_{i}^{100} \frac{\beta_i^2}{4}. \]

We generated four models with different feature weights \( \beta \). In Model 1, \( \beta \) is:

\[ \beta = \left( 5, \frac{5}{\sqrt{10}}, \ldots, 5, \frac{5}{\sqrt{10}}, -5, \frac{-5}{\sqrt{10}}, \ldots, 3, \frac{3}{\sqrt{10}}, \frac{-3}{\sqrt{10}}, \ldots, 0, 0 \right)^T. \]

The first four TFs and their 44 regulatory genes are causal to the response. Note that there is no edge between causal and non-causal features. Model 2 differs from Model 1 in that the signs of the first three target genes in each subnetwork are flipped to their opposites. Thus, this model describes a negatively correlated network. Model 3 and 4 are identical to the first two models, except that all \( \sqrt{10} \) in \( \beta \) are replaced with 10, which leads to a weaker connection between TFs and genes. For each model, we generated training and test datasets of 100 samples each.

**Baseline and Comparison Methods**

We evaluated our method in both a single-task and a multi-task setting. In the single-task setting we compared to a standard feature selection algorithms, LASSO [Tibshirani, 1996], as well as four state-of-the-art structured regulariser methods, groupLASSO [Jacob et al., 2009], Elastic Net [Zou and Hastie, 2005], ncLASSO and ancLASSO (adaptive ncLASSO) [Li and Li, 2008, 2010]. ncLASSO and ancLASSO, which use a Laplacian graph regulariser, can be considered as LASSO analogous of SConES. Note that SConES is an association-based approach, whereas ncLASSO aims at minimising a prediction error in a LASSO framework. In addition, the adaptive version of ncLASSO (ancLASSO) allows that connected features have opposite effect directions.

For the multi-task version, we compared to different LASSO based multi-task versions. First we compared to Multi-Task LASSO [Obozinski et al., 2008]. This model uses a \( l_2 \)-norm on each weight across all tasks to reward features selected in all tasks. The Multi-Task LASSO solves the following optimisation problem for a given genotype matrix \( M \) of size \( n \times m \) and \( T \) phenotype (task) vectors \( y_t \):

\[
\arg \min_{B \in \mathbb{R}^{m \times T}} \frac{1}{2n} \sum_{t=1}^{T} \| y_t - M \beta_t \|^2 + \lambda \| B \|_{l_1/l_2},
\]

where \( B \) is a matrix of size \( m \times T \) with all regression coefficients. The \( t \)th column of the matrix \( B \) are the regression coefficients \( \beta_t \) for the phenotype (task) \( t \). The \( l_1/l_2 \)-norm of \( B \) is defined as:

\[
\| B \|_{l_1/l_2} = \sum_{i=1}^{m} \left( \sum_{t=1}^{T} \beta_{i,t}^2 \right)^{1/2} = \sum_{i=1}^{m} \| \beta_i \|_2.
\]

Secondly, we also compared to a multi-task version of ncLASSO. For this purpose, we extended the single-task version to a multi-task version with a single network over the features. We therefore described the network by its Laplacian \( L \) and formulated
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**Multi-ncLASSO** of t phenotypes (tasks) as follows:

\[
\arg\min_{\mathbf{B} \in \mathbb{R}^{m \times T}} \sum_{t=1}^{T} \left( \| y_t - \mathbf{M}_t \beta_t \|_2^2 + \lambda_1 \| \mathbf{B} \|_{l_1/l_2} + \lambda_2 \beta_t^T \mathbf{L}_t \beta_t \right), \tag{5.37}
\]

where \( \| \mathbf{B} \|_{l_1/l_2} \) is defined as in Equation 5.36, \( \lambda_1 \) is the penalty parameter for the tasks and \( \lambda_2 \) the network penalty parameter.

**Implementation and Parameter Settings**

All methods, including **Multi-SConES** were implemented in R, version 2.15.1. For LASSO, Elastic Net, and Multi-Task LASSO we used the glmnet package and for groupLASSO the SGL package. We conducted all experiments on a machine running Mac OS X version 10.7.4 with 2 × 3 GHz Quad-Core Intel Xeon CPUs and 16 GB of memory.

For all our experiments, we used the absolute value of Pearson’s correlation coefficient between a feature \( v \) and the target vector \( \mathbf{y} \) to compute the association score \( c \). For the parameter selection we performed a 10-fold cross-validation and selected optimal parameters that yield the lowest Mean Squared Error (MSE). The main goal is to recover truly causal features, or in other words, to accurately classify the features into causal and non-causal. As this binary classification problem is imbalanced we evaluated the performance using Matthews correlation coefficient [Matthews, 1975] (see Appendix B).

### 5.2.3 Results

**Runtime**

First, we analysed the runtime of **Multi-SConES** with respect to the number of tasks. We created multi-task problems with varying number of tasks from 1 to 100 by repeatedly combining Model 1 with itself, and reported the runtime of Multi-Task LASSO, Multi-ncLASSO and Multi-SConES in Figure 5.7. Empirically, the runtime of

![Figure 5.7: Runtime comparison](image)

**Figure 5.7: Runtime comparison**: Runtime with respect to changes in number of tasks under fixed regularisation parameters.
Multi-SConES increases cubically with the number of tasks. While this is suboptimal, in particular compared with Multi-ncLASSO, we must remember that Multi-ncLASSO cannot use different networks for different tasks. Moreover, Multi-SConES is still efficient enough to make it possible to analyze hundreds of thousands of features for the order of a dozen of tasks.

Simulations

Next, we analyzed the behavior of Multi-SConES with respect to changes in the regularization parameters $\lambda$, $\eta$, and $\mu$. For that purpose, we fixed two of those parameters, and ran Multi-SConES for a two-task feature selection over Models 1 and 2. To understand parameter sensitivity with respect to the amount of causal features shared across tasks, we performed experiments for four cases: Models 1 and 2 share all, $3/4$, half, or none of their features. We used $\lambda = 1$, $\mu = 1$, and $\eta = 0.2$ when they are fixed. Results are shown in Figure 5.8. Multi-SConES is sensitive to $\eta$, while more robust to $\mu$ and robust to $\lambda$ if it is set large enough. This can be explained as follows: once $\lambda$ is large enough to cause the true causal features to be selected, if they form a subnetwork disconnected from the rest of the network, the corresponding penalty term becomes zero, and increasing $\lambda$ will not affect the objective.

Similarly, if the true causal features are identical across all tasks, the penalty term controlled by $\mu$ is also zero, and varying $\mu$ will not affect the objective. However, if the causal features are not shared across all tasks, setting $\mu$ too large enforces the selection of too many identical features and leads to poor solutions. The behaviors of $\lambda$ and $\eta$, however, remain unchanged across these different scenarios and is therefore not reported.

Next, we evaluated the feature selection performance of Multi-SConES in both single-task and multi-task settings. In the single-task setting Multi-SConES is equal to SConES since it is only using one phenotype. Note that we here used Pearson’s correlation coef-
ficient to compute an association score not SKAT. All results are illustrated in Figure 5.9. In the single-task setting, our method showed much better performance than the baseline Correlation Ranking. This supported the findings from our previous section, that our method works well to select connected features. Moreover, our method outperformed all the other methods in terms of MCC, showing that it is better in recovering true causal features. Only LASSO (and, in one case, Elastic Net) outperformed SConES in terms of predictivity of the selected features. However, the features it selects were too sparse and disconnected, resulting in notably worse MCC scores and difficulties in interpretability. These, results were consistent with the behaviour of SConES we showed in the latter section, although we used Pearson’s correlation coefficient as measure of association.

To evaluate Multi-SConES, we created multi-task problems by combining the models. More precisely, for Models 1 and 2, two-task problems were created by combining both models, and three-task problems by combining the with Model 3; for Models 3 and 4, two-task problems were created by combining both models, and three-task problems by combining them with Model 1. The four-task problem combines all four models. We observed that Multi-SConES outperformed the single-task version in all cases. Moreover, the performance (MCC and MSE) improved with the number of tasks. This confirmed that our multi-task formulation on feature networks is effective compared to solving each task independently. Furthermore, Multi-SConES achieved significantly better MCC than all of its comparison partners and was also superior in terms of predictivity. Our method was therefore effective for multi-task feature selec-
Next we examined the ability of Multi-SConES in the case when not all causal features are shared among all tasks. For this purpose, we performed two-task feature selection (Models 1+2 and Models 3+4) by assuming that a fraction $\sigma$ of the causal features are shared between the two tasks, where $\sigma = 3/4$, $\sigma = 1/2$ or $\sigma = 0$. We summarised all results in Figure 5.10. We observed that Multi-SConES clearly outperformed all other methods in terms of MCC. The features it selects were more predictive, with the only exception of Multi-Task LASSO when half of the features are shared between the tasks. Also, the more features are shared between the tasks, the better Multi-SConES was at recovering causal, explanatory features. This holds for all multi-task methods and is typical in multi-task learning.

Figure 5.10: Feature selection performance in two tasks for simulated data: Only a fraction of the causal features are shared between the tasks. CR: the ranking of correlations (baseline); LA: LASSO; EN: Elastic Net; GL: groupLASSO; GR: ncLASSO; AG: ancLASSO; SC: Multi-SConES
Multi-locus & Multi-trait Association Mapping

Next we performed a multi-locus and multi-trait association mapping on *Arabidopsis thaliana* genotype data and flowering time related phenotypes. As described before, we used the first $x$ principle components of the kinship matrix to correct for confounding due to population structure. Again, to evaluate the quality of the selected genetic markers, we used the 282 candidate genes for flowering time listed in Brachi et al. [2010] and Atwell et al. [2010], as an approximation of the gold standard. For each selected marker, we checked whether or not it was located within 20kb of one of the 282 candidate genes. If a marker belongs to more than two genes, we assigned it to the closest gene. We selected two flowering time phenotypes (2W and LDV) which have on average high correlations to other related flowering time phenotypes. For each of these two phenotypes we picked two additional phenotypes that are highly correlated with (2W: 4W and FT GH; LDV: 0W and FT10). We then checked whether or not these additional phenotypes improved the performance of Multi-SConES and its competitors. For each method, we determined the optimal parameters by a 10-fold cross-validation and ran it on the full data to retrieve a final set of selected markers. We reported MCC, as well as the ratios of candidate markers (resp. genes) retrieved with respect to the number of selected markers (resp. genes) in Table 5.6. As in the simulations, Multi-SConES showed a superior performance in terms of MCC than its competitors. In addition, the proportion of markers near candidate genes among the selected markers was higher for Multi-SConES than those for the other methods. Finally, combining several phenotypes improved the detection of more causal candidate genes.

<table>
<thead>
<tr>
<th>Phenotypes</th>
<th>MCC</th>
<th>Hit ratio of markers</th>
<th>Hit ratio of genes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LASSO</td>
<td>ncLASSO</td>
<td>SConES</td>
</tr>
<tr>
<td>2W</td>
<td>0.001</td>
<td>-0.001</td>
<td><strong>0.014</strong></td>
</tr>
<tr>
<td>2W + 4W</td>
<td>-0.001</td>
<td>-0.003</td>
<td><strong>0.016</strong></td>
</tr>
<tr>
<td>2W + FT GH</td>
<td>0.001</td>
<td>0.000</td>
<td><strong>0.024</strong></td>
</tr>
<tr>
<td>2W + 4W + FT GH</td>
<td>0.005</td>
<td>0.002</td>
<td><strong>0.027</strong></td>
</tr>
<tr>
<td>LDV</td>
<td>0.001</td>
<td>0.000</td>
<td><strong>0.016</strong></td>
</tr>
<tr>
<td>LDV + 0W</td>
<td>0.005</td>
<td>0.007</td>
<td><strong>0.020</strong></td>
</tr>
<tr>
<td>LDV + FT10</td>
<td>0.001</td>
<td>0.001</td>
<td><strong>0.021</strong></td>
</tr>
<tr>
<td>LDV + 0W + FT10</td>
<td>0.003</td>
<td>0.002</td>
<td><strong>0.023</strong></td>
</tr>
</tbody>
</table>

Table 5.6: Results for multi-locus and multi-trait mapping: Results for different methods using between one and three correlated phenotypes. In case of more than one phenotype the multi-task version of the algorithm is used.

5.3 easyGWASCore Integration

Since the initial versions of SConES [Azencott et al., 2013] and Multi-SConES [Sugiyama et al., 2014] were implemented in Matlab and R, respectively, we re-implemented these methods using the easyGWASCore API in C/C++. In the following we compare the runtime between the initial versions and the easyGWASCore implementation. The runtime experiments are reported in seconds over a single core of an AMD Opteron CPU (2048 KB, 2600MHz) with 512GB of memory, running Ubuntu 12.04.5 LTS. We
used real genotype data from the 1001 genomes project in *Arabidopsis thaliana* and simulated continuous random phenotypes. We varied the number of genetic markers from ten thousand (10k) to one hundred thousand (100k), as well as the number of samples from 100 to 500. Data is stored and processed in PLINK format. For all these synthetic datasets we generated exponential random networks with edge densities between SNPs ranging from 0.1% (0.001) over 1% (0.01) to 5% (0.05). Further, we enforced that all adjacent genetic markers are connected within any network.

### 5.3.1 Data Processing and Algorithmic Runtime Analysis of SConES

First, we evaluated the `easyGWASCore` implementation of SConES with respect to data processing and real algorithmic runtime. For all experiments we fixed the connectivity parameter $\lambda$ and the sparsity parameter $\eta$ to 0.5. Results are illustrated in Figure 5.11. We observed that the time to load and process the data was always higher than the actual algorithm runtime. This is do to the fact, that the parameters $\lambda$ and $\eta$ were fixed and no grid-search was performed to find the optimal parameters. A runtime comparison including a full grid-search will be provided later. Further, we observed that the overall runtime increases with an increasing network density. This is true for both, data processing and algorithmic runtime. However, the runtime stayed approximately the same for an increasing number of samples.

### 5.3.2 Runtime Comparison Between Different Implementations

Next, we compared the original Matlab [Azencott et al., 2013] and R [Sugiyama et al., 2014] implementations for the single-task version of SConES to those from the `easyGWASCore` framework. Here, we only reported the actual CPU runtime. Again, the connectivity parameter $\lambda$ and the sparsity parameter $\eta$ were fixed to 0.5. Results are illustrated in Figure 5.12. We observed that the `easyGWASCore` implementation was approximately on par with the Matlab implementation. Both implementations are based on the same C++ maxflow optimisation algorithm and package by Boykov and Kolmogorov [2004]. The R implementation was between one and five orders of magnitude slower than the
5.3.3 Runtime Comparison of SConES Including a Grid-search

To evaluate the impact of different parameters $\lambda$ and $\eta$ we conducted a 5-fold cross-validations for five different $\lambda$ and $\eta$ values on a dataset of 500 samples and a network with a density of 0.1%. The runtime includes data processing time and the cross-validation time with an internal grid-search. Results are illustrated in Figure 5.13 for easyGWASCore, Matlab and R implementations. We observed that the Matlab implement-
mentation was on average half a magnitude slower than the easyGWASCore implementation. The R implementation, however, was on average two magnitudes slower than easyGWASCore.

5.3.4 Runtime Comparison of Multi-SConES

Finally, we compared the runtime of Multi-SConES between the easyGWASCore implementation and the original R implementation [Sugiyama et al., 2014]. For this purpose, we varied the number of phenotypes (tasks) between one and four, as well as the number of SNPs (10k, 25k and 100k). We used a random network with a fixed density of 0.1%. For Multi-SConES an additional parameter $\mu$ had to be optimised to adjust the importance between the different tasks. We ignored this parameter in the case of a single-task problem. We observed that the runtime increases rapidly with the number of tasks and SNPs (Figure 5.14). For 100k SNPs the R version could not finish the computations for more than one phenotype within 20 days.

![Figure 5.14: Runtime comparison of Multi-SConES](image)

5.4 Chapter Summary

In this chapter, we described two novel methods, SConES and Multi-SConES, to detect genetic markers associated with at least one phenotype that tend to be connected in a given biological network without restricting the search to predefined sets of loci. We showed that our solution can be solved efficiently by maximum flow and that it scales to whole genome-wide data. Further, SConES and Multi-SConES showed improved abilities to discover true causal features in simulated, as well as real-world data, compared to state-of-the-art structured regression-based approaches. In addition, loci selected by SConES tend to explain larger proportions of the phenotypic variance than univariate methods. Compared to other approaches that require a predefined set of groups, our method does not have this constraint. An advantage of our multi-task version is that Multi-SConES can use different networks for different tasks, and yields a clear, binary classification of features. Another attractive property of our approach is the possibility to incorporate cardinality constraints on the size of the solution set. However, for
now, we only consider an additive model between genetic markers and do not consider interaction effects, such as pairwise multiplicative effects. Also, how to incorporate linear mixed models to account for hidden types of population structure remains an interesting open question.

Eventually, we utilised the easyGWASCore API to integrate the SConES algorithms. We conducted a comprehensive runtime evaluation between different implementations and found that the easyGWASCore version is both efficient and scales to whole genome-wide settings even when including several correlated phenotypes.

The easyGWASCore framework and the easyGWAS web-application we developed two powerful and easy-to-use tools for performing, visualising, annotating and sharing GWASs and meta-analyses. In the next chapter we will apply these tools in a novel case-study to demonstrate its full potential to also perform non-standard GWASs and show that our framework can help to explain more of the missing heritability.
CHAPTER 6

Non-Additive Components of Genetic Variations in *Arabidopsis thaliana*

Throughout this thesis we developed an integrated framework, as well as methods for performing GWASs and demonstrated its abilities in several examples. For most experiments we used publicly available genotype and phenotype data from inbred lines from the model organism *Arabidopsis thaliana*. Inbreeding leads — in general — to harmful effects on reproductive capacity and general vigour of the mean phenotypic value [Falconer and Mackay, 1995]. This phenomenon is well known by biologists and breeders, and is often referred to as *inbreeding depression*. However, the effects of inbreeding do not apply to self-fertilising plants, since it is their normal mating system [Falconer and Mackay, 1995]. Wild-populations of *Arabidopsis thaliana* are predominantly self-fertilising species and thus highly homozygous, but outcrossing rates — that is the crossing with a different line — between 0.3% and 2.5% have been observed [Abbott and Gomes, 1989; Bakker et al., 2006; Bergelson et al., 1998; Bomblies et al., 2010; Pico et al., 2008]. To ensure homogeneity of wild collected individuals they are selfed in the lab for multiple generations before re-sequencing. This, as well as the small size of the genome, makes *Arabidopsis thaliana* an ideal model organism to study, especially because these isogenic lines have non-negligible advantages. For example the same line can be grown repeatedly in the lab under controlled environmental conditions. Thus, it becomes possible to phenotype and study the same line under multiple environments.

The complementary phenomenon to inbreeding depression is called *heterosis*. The term heterosis was first described by George Shull [Shull, 1908, 1948] and is the phenotypic superiority of progeny or vigour of a hybrid cross relative to their genetically distinct parents [Baramual et al., 2012; Falconer and Mackay, 1995]. Although, heterosis is an universal phenomenon and geneticists sought to dissect its genetic architecture, scientists still lack a comprehensive understanding of the genetic basis of hybrid phenotypes [Li et al., 2008]. In quantitative genetics the phenotypic value of a certain individual is defined as the contribution of a genetic and environmental component [Falconer and Mackay, 1995]:

$$P = G + E,$$

(6.1)
where $P$ is the phenotypic value, $G$ the genotypic value and $E$ the environmental deviation. The sum of all these values in a whole population contributes to the population-wide variance, that is:

$$\sigma^2_P = \sigma^2_G + \sigma^2_E.$$  \hfill (6.2)

The genetic variance $\sigma^2_G$ can be divided in an additive genetic variance component $\sigma^2_A$, the dominance genetic variance $\sigma^2_D$ and the interaction or epistatic genetic variance $\sigma^2_I$:

$$\sigma^2_G = \sigma^2_A + \sigma^2_D + \sigma^2_I.$$  \hfill (6.3)

If the entirety of genetic variation were the result of only additive genetic variance then first generation hybrids are expected to exhibit phenotypic values exactly between its two parents [Falconer and Mackay, 1995]. Since this expectation is frequently violated we know that hybrid superiority and inferiority result from non-additive genetic interactions [Falconer and Mackay, 1995]. As illustrated in Equation 6.3 non-additive genetic variance can arise from both dominance (inter-locus) variance $\sigma^2_D$, and epistatic genetic variance $\sigma^2_I$. There are two main hypothesis to explain heterosis that received support from empirical studies over the last century: (i) the dominance hypothesis suggests that heterosis is the result of genome-wide complementation of weakly deleterious alleles. This hypothesis was first expressed in 1908 by Davenport [1908], Bruce [1910] and Jones [1917]. The (ii) hypothesis, referred to as the overdominance hypothesis, states that a single heterozygous locus can fully explain superior hybrid phenotypes and was described by Shull [1908] and East [1908]. Several examples can be found in the literature supporting the dominance [Li et al., 2008; Xiao et al., 1995] and the overdominance hypothesis [Li et al., 2001; Luo et al., 2001; Stuber et al., 1992].

In a collaborative study with the Weigel lab [Seymour et al., 2015] we investigated the effect of non-additive genetic variance on hybrid phenotypes in Arabidopsis thaliana and characterised the contribution of dominance to heterosis as a potential source of missing heritability. For this purpose, we utilised the easyGWASCore framework and API to characterise the underlying genetic architecture of hybrid superiority in 10 phenotypic traits. In the following we will give a detailed summary of the experimental settings and how the easyGWASCore framework was used for performing the GWASs, as well as the visualisations and annotations of results.

### 6.1 Data Generation and Preparation

#### 6.1.1 Generation of Plant Material

For this study 30 parental inbreed lines of Arabidopsis thaliana were chosen from publicly available genome sequences [Cao et al., 2011]. These accessions were chosen because they span much of the genetic diversity in continental Europe. These inbreed lines, however, make it impossible to interrogate the contribution of allelic interactions or dominance to the total phenotypic variance, because only homozygous loci are available. For this purpose, hybrid crosses were generated between these 30 parental
inbreed lines. A half diallel (from the Greek word *dialêlos*, from *dia*: through; *allêlon*: one another) crossing scheme was used [Christie and Shattuck, 1992; Gilbert, 1958]. Diallel crossing schemes are used for parental genotypes that provide both maternal and paternal gametes. A full diallel crossing generates a $F_1$ generation of hybrids where all possible crossing combinations between the parents are conducted (Figure 6.1a)). Thus, a total of $p^2$ hybrids can be generated, where $p$ is the total number of parents. In

![Figure 6.1: Illustration of diallel crossing schemes:](image)

In a full diallel crossing scheme, parents $p$ are crossed in all possible combinations with each other. A total of $p^2$ crosses are possible. In a half diallel crossing scheme, parents are crossed excluding self-crosses and reciprocal crosses. Full diallels require more than twice as many crosses as half diallels. However, the inclusion of reciprocal crosses would also allow the investigation of maternal and paternal effects on hybrids.

Because, *Arabidopsis thaliana* is a self-fertilizing plant an artificial miRNA against the floral identity gene, APETALA3 (AP3), was used to knock-down the male floral organs. Note that a knock-down is not a gene knock-out. Here, AP3 is suppressed to prevent the formation of stamen in transgenic plants [Chae et al., 2014]. Thus, it was not necessary to manually dissect the inflorescence during pollination. To ensure that the maternal environment of the hybrid genotypes was equivalent to the parental ones, manual self-crosses of the parental strains were included as well. In addition, parents from self-fertilisation were also included in the study to remove a potential bias resulting from the AP3 knock-down for subsequent experiments (Figure 6.2). Thus, a total of 435 hybrid crosses, 30 parents from self-crosses and 30 self-fertilised parents were grown in a completely randomised design with 5 replicates per genotype. Seeds were stratified in the dark at 4°C for 10 days. After stratification seeds were sown into soil pots in a completely randomised design. Flats were covered with humidity domes and placed into 16°C growth chambers under long day conditions (16 hours light and 8 hours dark). Humidity domes were removed after one week and pots were manually thinned to one plant per pot.
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6.1.2 Plant Phenotyping

Ten different phenotypes were measured for all 495 plants and their 5 replicates. The phenotype DTF measures the Days To first Flowering and LTF the rosette leaf count at the first open flower. Once the plants had created approximately 10 siliques the plants were sacrificed. Then, the rosette diameter was measured and placed into paper bags and dried at 80°C for 24 hours. After the rosettes were completely desiccated their weight was measured and recorded. Additionally, images of each tray were taken at days 21 and 29. From these images the following measurements were extracted using a custom imageJ macro: area (day21 and day29), perimeter (day21 and day29), area growth (day29 − day21), and perimeter growth (day29 − day21).

6.1.3 F1 Genotype Data Generation for GWASs

Since all parents are isogenic lines, in silico heterozygous F1 genotypes could be easily generated for all crosses by combining known parental genotypes from the published whole genome re-sequencing data from Cao et al. [2011]. For this purpose, all 30 parental genotypes were filtered to i) remove all loci with missing information, ii) remove all loci that were not polymorphic in at least two of the 30 parental lines, iii) remove all tri-allelic SNPs with respect to the reference genome Col-0 and iv) remove all singletons. After this initial filtering step 723,403 SNPs remained. Extensive long-distance LD across chromosomes between loci could be observed, because of the limited number of parental genotypes. This small number of 30 parental genotypes led to a limited genetic diversity in the hybrid crosses. Positions in long distance LD across chromosomes and positions in LD with more than ten additional loci were excluded. For this purpose, all 723,403 SNPs were first encoded using the standard additive genotype encoding, where “0” is the major allele, “1” the heterozygous allele and “2” the minor allele. After encoding, only 75,346 SNPS were only be observed once within this population of hybrid crosses (from now on referred to as distinct SNPs). Next, we
created categories for how often a specific SNP pattern could be observed within this dataset ("Pattern occurrence"). These categories range from 2 to 7,364. For example, a SNP is located in “category 2” if this SNP shares the same pattern with exactly one other SNP in the genome and into “category 1,000” if the SNP in question shares the same pattern with exactly 999 other SNPs. In Figure 6.3 the cumulative number of SNPs for all categories is plotted. We observe that 32.97% of all our SNPs fall into the categories 1-10, which includes all distinct SNPs plus the number of SNPs for each of the categories from 2 to 10. Approximately, 29% of all SNPs fall into the categories 10-100 and nearly 38% into the categories 100 – 7,364.

We then evaluated if SNPs with shared patterns were located on the same chromosome or distributed across multiple chromosomes. Figure 6.4 shows the distribution of SNPs across chromosomes for categories 2-20. For the final SNP set, we allowed SNPs to share their pattern with up to 9 other positions (categories 1-10), however we removed all sites that exhibited long distance LD across chromosomes. The final data set consisted of 204,753 SNPs and these loci were used for all association mapping experiments.

Figure 6.3: Cumulative distribution of pattern occurrences: Shows the number cumulative number of SNPs for different categories.

Figure 6.4: Distribution of SNPs within the first 20 categories: Distribution of SNPs across chromosomes for 20 different pattern occurrence categories.
6.1.4 Phenotype Data Preparation for GWASs

Seven hybrid crosses and two manually selfed parents (Bak-2 and ICE61) failed to germinate in all replicates and were excluded from further analyses from all experiments. Of the remaining lines only 2% of all plants failed to germinate and most germination failures only occurred in a single replicate. In these 58 cases, the missing phenotypes were imputed as the mean of the phenotyped replicates for each genotype. Eventually, all phenotypes where box-cox transformed to improve the normality of the data.

For GWASs we dissected the hybrid phenotypes into there additive phenotypic component \( a \) and their non-additive phenotypic component \( d \) (Figure 6.5). For this purpose, we first fitted for each phenotype a linear mixed model over all replicates:

\[
y_{jkr} = \mu + G_{jkr} + A_{jkr} + \epsilon_{jkr},
\]

where \( G_{jkr} \) is the random genotypic effect of the \( j \)th and \( k \)th parent for the \( r \)th replicate. \( A_{jkr} \) is the random effect of the AP3 transgene on the hybrid cross of the \( j \)th and \( k \)th parent for the replicate \( r \). Eventually, \( \epsilon_{jkr} \) is the Gaussian distributed noise term of the model. For fitting the linear mixed model we used the \texttt{lme4}\footnote{http://cran.r-project.org/web/packages/lme4/index.html} R package. For each phenotype, the above model was fit with and without the transgene variable. The transgene effect was tested for statistical significance and subsequently removed from the model if it was not significant. The transgene was not significant for the phenotypes DTF, LTF and Dry Mass. After fitting the model the coefficients of each genotype (or in other words the estimated corrected mean phenotype) were extracted. We then used these estimates and calculated the standard quantitative genetic components of the phenotypes [Falconer and Mackay, 1995]. Typically, the additive phenotypic component \( a \) is calculated as half the distance between the two parental phenotypes, whereas the dominance deviation \( d \), or the non-additive phenotypic component, refers to the discrepancy of an observed hybrid phenotype from its expected value, the mean phenotype of its two parental strains [Falconer and Mackay, 1995].

Thus, dominance deviation \( (d) \) was calculated as the distance of the hybrid pheno-

![Figure 6.5: Illustration of phenotypic components: Dominance deviation of a hybrid phenotype is the distance of the hybrid phenotype from the mid-parent value. The additive phenotypic component \( a \) is calculated as half the distance between the two parental phenotypes.](http://cran.r-project.org/web/packages/lme4/index.html)
type from the mid-parent value, or mean of the two parental genotypes (Figure 6.5). Because of the bidirectional discrepancy between self- and manually-fertilised parental genotypes, phenotypic means from manually crossed parents were used to estimate the dominance deviation \( d \). Two of the thirty manually selfed parental genotypes did not germinate and as a result the dominance deviation could not be calculated for hybrids generated from these two parents (Bak-2 and ICE61). For the actual GWASs only 372 hybrid genotypes were used. For all phenotypes, \( d \) is approximately normally distributed with a mean close to zero (Figure 6.6).

**Figure 6.6: Dominance deviation histograms:** Histograms show the distribution of the dominance deviation for all 10 phenotypes.

### 6.2 Methods and Experimental Settings

#### 6.2.1 Heritability Estimation Based on Family Data

Diallel populations are cumbersome to construct but come with important advantages for variance component estimation [Lynch et al., 1998]. With diallel designs it is possible to estimate the genetic combining ability (GCA), as well as the specific combining ability (SCA) of parents in its hybrid combination. The GCA is also called the breeding value and describes the average performance of each parent in its hybrid combination and is largely due to additive effects of genes. The SCA, however, describes the deviation from the expected average performance of two parents in their hybrid and is due to dominance or epistatic effects of genes [Sprague and Tatum, 1942]. The estimation of these variance components was done using all available transformed phenotype data from all hybrid crosses excluding self-crosses and self-fertilisation crosses. Because of low level of missing data (some lines didn’t germinate) a linear mixed model was used which was implemented in **SAS** (code is based on the implementation by Fikret Isik\(^2\)).

\(^2\)http://www4.ncsu.edu/~fisik/Analysis%20of%20Diallel%20Progeny%20Test%20with%20SAS.pdf
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The linear mixed model is defined as:

\[ y_{ikr} = \mu + G_j + G_k + S_{jk} + \epsilon_{jkr}, \]  

(6.5)

where, \( y_{ikr} \) is the \( r \)th replicate for the \( jk \)th cross, \( \mu \) is the overall mean (or intercept), \( G_j \) and \( G_k \) are the random GCA of the \( j \)th and \( k \)th parents. \( S_{jk} \) is the random SCA of the \( j \)th and \( k \)th parent and \( \epsilon_{jkr} \) is the Gaussian distributed error term. Equation 6.5 can be rewritten in matrix form as follows:

\[ \mathbf{y} = \mathbf{X}\beta + \mathbf{Z}\gamma + \mathbf{H}\xi + \mathbf{e}, \]  

(6.6)

where \( \beta \) is a vector of fixed effect parameters. Since no fixed effects are included \( \mathbf{X} \) is a vector of ones to model the intercept. The parameters \( \gamma \) and \( \xi \) are the estimated random effect parameters (GCA and SCA, respectively). \( \mathbf{Z} \) is a design matrix of size \#crosses x \#parents and indicates which parents are used for which cross. The matrix \( \mathbf{H} \) is of size \#crosses x 1 with the ids from all crosses.

Broad and narrow sense heritability estimates can be computed because additive and dominance genetic variance components can be derived from the estimated variance components \( \sigma^2_{GCA} \) and \( \sigma^2_{SCA} \). The additive \( \sigma^2_a \), dominance \( \sigma^2_d \) and the total phenotypic variance \( \sigma^2_p \) for our data can be computed as follows [Lynch et al., 1998]:

\[ \sigma^2_a = 2\sigma^2_{GCA}, \]  

(6.7)

\[ \sigma^2_d = \sigma^2_{SCA}, \]  

(6.8)

\[ \sigma^2_p = 2\sigma^2_{GCA} + \sigma^2_{SCA} + \sigma^2_{\epsilon} = \sigma^2_a + \sigma^2_d + \sigma^2_{\epsilon}. \]  

(6.9)

Thus, we easily can derive estimates for both, broad sense \( H^2_b \) and narrow sense \( h^2_n \) heritability [Lynch et al., 1998]:

\[ H^2_b = \frac{\sigma^2_a + \sigma^2_d}{\sigma^2_p}, \]  

(6.10)

\[ h^2_n = \frac{\sigma^2_a}{\sigma^2_p}. \]  

(6.11)

### 6.2.2 Genome-Wide Association Mapping

For GWASs we used the easyGWASCore framework and its Python command line interface. For the single-locus association mapping we used the FaSTLMM implimentation to account for confounding due to population stratification and cryptic relatedness between the hybrids [Lippert et al., 2011]. Here, we investigate two different genetic models, the additive genotype model and the overdominant genotype model. For this purpose, we employed the FaSTLMM algorithm to a standard additive SNP encoding (referred to as the “additive model”) and a non-standard overdominant SNP encoding (“overdominant model”), where both homozygous genotypic classes are encoded as “0” and the heterozygous genotype as “1”. For both models, the genetic similarity between
all *Arabidopsis thaliana* hybrids were estimated by computing the realised relationship kinship matrix [Hayes et al., 2009] using the appropriate SNP encodings. For the additive model, genome-wide association mappings were performed on the estimated phenotypic values of the hybrids. For the overdominant model, both estimates were used, the phenotypic values of the hybrids, as well as the dominance deviation $d$ of each strain.

To account for multiple hypothesis testing we used a conservative Bonferroni threshold of $\frac{0.05}{\#\text{Tested SNPs: } 204,753} \leq 2.44 \times 10^{-7}$. Additionally, we performed an even more stringent correction by accounting for the total number of experiments per phenotype. Here, a total of three experiments per phenotype were performed, one for the additive model and two for the overdominant model which led to a corrected significance threshold of $\frac{0.05}{\#\text{Tested SNPs: } 3 \times 204,753} \leq 8.14 \times 10^{-8}$.

In addition to the single-locus association mapping we searched for multi-locus associations of SNPs with the phenotype of interest. For this purpose, we used the networked guided algorithm SConES implemented in the easyGWASCore framework. For the network protein-protein interaction data was downloaded from TAIR$^3$. For this analysis, we connected all adjacent SNPs to a genomic sequence and connected each SNP within a gene and in close proximity to the same gene (10k bp window around the gene). Further, we connected all SNPs to each other that lie in interacting genes of the protein-protein interaction network. To account for population structure we conducted a principle component analysis (PCA) on the genotype covariance matrix [Price et al., 2006] and used the first $x$ components as covariates in our model. The number of principle components $x$ was chosen by adding them one by one to a linear regression until the genomic control value was close to one. We used the --pc_iterative command line argument to let easyGWASCore automatically determine the number of PCs for each phenotype.

6.2.3 GWAS Visualisations and Annotations

We used the plotting options from the easyGWASCore framework to generate Manhattan and QQ-plots for all experiments. The alternative, more stringent, Bonferroni threshold is added as a second dashed line to the Manhattan plots. In addition, we generated for all significantly associated hits linkage disequilibrium plots and enriched the plots with TAIR10 gene annotations and pathogenicity predictions. We used the tool SIFT4G$^4$ to retrieve pathogenicity scores and predictions for all missense variants in our *Arabidopsis thaliana* hybrids.

---


4 [http://sift-db.bii.a-star.edu.sg/AboutSIFT4G.html](http://sift-db.bii.a-star.edu.sg/AboutSIFT4G.html)
6.2.4 Estimation of Variance Explained

Variance Explained by all SNPs

First, we estimated how much of the phenotypic variance could be attributed to all SNPs jointly or to the total genetic contribution (random effect in a LMM) by using a cross-validation approach. Therefore, we generated 1,000 randomly drawn training sets (containing 90% of all hybrid genotypes) and testing sets (remaining 10% of hybrid genotypes). We then trained the FaSTLMM algorithm from easyGWASCore using only the kinship matrix (random effect) on the training data and subsequently predicted the phenotype \( \hat{y} \) of the remaining testing set. Predictions were obtained as described in Equation 4.4 from Chapter 4:

\[
\hat{y} = C_{\text{test}} \hat{\beta} + K_{\text{test}} \left( K_{\text{train}} + \hat{\delta} I \right)^{-1} \left( y_{\text{train}} - C_{\text{train}} \hat{\beta} \right),
\]

where \( C \) are the included covariates (or a vector of ones if no covariates are included), \( K \) is the kinship matrix, and \( \hat{\beta} \) and \( \hat{\delta} \) are the estimated parameters from the training step. The indices \( \text{train} \) and \( \text{test} \) indicate whether the data is coming from the training or testing subsets. Eventually, we computed variance explained as follows:

\[
v(y_{\text{test}}, \hat{y}) = 1 - \frac{\text{Var}(y_{\text{test}} - \hat{y})}{\text{Var}(y_{\text{test}})},
\]

where \( \text{Var}(\cdot) \) is the variance. Note that this measure might get negative and in such cases the phenotypic mean would provide a better fit than the actual trained model. Results were averaged across all 1,000 training sets.

Variance Explained by all Significant SNPs

Secondly, we estimated the variance explained by all significantly associated SNPs per phenotype. To estimate the variance explained by all significantly associated SNPs we trained a ridge regression on \( G \), where \( G \) contains all significantly associated SNPs. A ridge regression has a penalty term to regularise the importance of different SNPs and thus implicitly takes into account the relatedness between individual SNPs:

\[
\hat{\beta} = \left( G^T G + \lambda I \right)^{-1} G^T y, \quad (6.12)
\]

where \( \lambda \) is the penalty term. \( \lambda \) is optimised by performing an internal line-search for a range of \( \lambda \)-values: \( \lambda = \{1e^{-3}, 1e^{-2}, 1e^{-1}, 1, 1e^1, 1e^2, 1e^3\} \). Again, 1,000 cross-validation sets were run and averaged.

6.2.5 Power Analysis

We performed a simulation experiment to evaluate the power of the different encoding strategies. Here, we measured the power of each test with respect to the effect size, the minor allele frequency of the causal SNP, and the SNP encoding. We
varied the effect size between 0.05 and 0.80 (0.05, 0.10, 0.15, 0.20, 0.40, 0.60, 0.80) and binned the SNPs according to their minor allele frequency into the following bins {0.10 – 0.15, ..., 0.45 – 0.50}. All experiments were performed with both the additive and overdominant SNP encoding. As the background covariance matrix (kinship matrix) we used the realised relationship matrix based on all SNPs, applying the appropriate encoding. For combination of factors (effect size, minor allele frequency, and SNP encoding), we first randomly chose a causal SNP with the selected minor allele frequency from our genotypic data. For these simulations, the SNP effect size is defined as [Park et al., 2010]:

$$e = 2\beta^2 f(1 - f),$$

(6.13)

where \(\beta\) is the regression coefficient and \(f\) is the minor allele frequency of the causal SNP. Thus, we can simulate a phenotype for different effect sizes as follows:

$$y = G\beta + \epsilon,$$

(6.14)

where \(G\) being the causal SNP. Each combination of factors (effect size, minor allele frequency, and SNP encoding) was repeated 1,000 times.

6.3 Results

6.3.1 Phenotypic Analysis Based on Family Data

First, we computed for all transformed phenotypes broad sense (Equation 6.10) and narrow sense heritability (Equation 6.11) estimates using the linear mixed model described in Equation 6.6 and plotted the results in Figure 6.7. The total genetic variances \((H^2_b)\) ranged from 24% (Perimeter 21) to 78% (DTF) of the total phenotypic variance. Narrow sense heritability estimates ranged from 6% (Perimeter 21) to 48% (DTF). The large difference between broad sense (total genetic variance of the phenotype) and narrow sense (additive genetic variance the phenotype) heritability estimates suggests that the non-additive variance contributes significantly to the genetic variance of all measured phenotypes (between 18% and 32% difference). Furthermore, we observed that young phenotypes at day 21 (Area21 and Perimeter21) showed lower heritability.

![Figure 6.7: Heritability estimates](image-url)
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estimates than older phenotypes at day 29 (Area29 and Perimeter29).

### 6.3.2 Association Mapping of Phenotypic Components

Next, we performed genome-wide association mappings for each of the ten phenotypes using the easyGWASCore FaSTLMM implementation. We not only performed association mappings on the estimated phenotypic means, but also on the non-additive dominance deviation $d$. By mapping the dominance deviation, or the discrepancy between the observed hybrid phenotype and the expected mid-parent value, we were able to remove potentially confounding additive effect which provided greater sensitivity to detect non-additive loci. For each phenotype we conducted three GWA mapping experiments. In the first experiment we simply fitted the estimated phenotypic means (estimated means of all measured replicates) using a standard additive model. Regardless of phenotype, no significantly associated SNPs could be detected after Bonferroni correction for multiple hypothesis. For the second experiment we used an overdominant SNP encoding and fitted the estimated phenotypic means using FaSTLMM. Here, we detected for the three phenotypes DTF (days to flower), LTF (leaves to flowering) and Area29 (rosette area extracted from the images of 29 day-old plants) a total of eight significantly associated hits. Manhattan plots and QQ-plots for these three phenotypes are shown in Figure 6.8. To account for multiple hypothesis testing two Bonferroni thresholds were computed. The red dashed line represents the standard Bonferroni threshold of $0.05$ ($\#$Tested SNPs: 204,753) ($pv < 2.44e^{-7}$), whereas the blue dashed line represents the more stringent Bonferroni threshold accounting for multiple testing across the three performed experiments per phenotype $0.05$ ($\#$Tested SNPs: $3 \times 204,753$) ($pv < 8.14e^{-8}$). For the third experiment we again used the overdominant model but fitted the dominance deviation $d$ of each phenotype to exclude potentially confounding additive effects from the model. Here, we detected far more associations (48 significant SNPs) than with the predicted trait means (8 significant SNPs). Significant hits were detected for the three phenotypes DTF (days to flower), LTF (leaves to flowering) and DryMass (dry mass of rosette). Manhattan plots and QQ-plots for these three phenotypes are illustrated in Figure 6.9. Significant hits found by the phenotypes DTF and LTF were the same when mapping the mean phenotypes using the overdominant model. From these 48 significantly associated SNPs, 34 are distributed across 15 different genes located on four different chromosomes. In addition, 14 associated loci were shared at least with one of these three phenotypes (DTF dominance, LTF dominance and DryMass dominance). Two linkage disequilibrium plots for significant SNPs associated with the dominance deviation $d$ of the phenotype LTF are shown in Figure 6.10. As we can see in Figure 6.10a, two SNPs in close LD are significantly associated with the dominance deviation $d$ of the phenotype LTF. Both SNPs are located in the gene AT1G14250 that is a GDA1/CD39 nucleoside phosphate family protein. The SNP at position 4,869,029 has a predicted deleterious effect on this protein. In addition, these two SNPs are also found to be significantly associated with the dominance deviation $d$ of the DTF phenotype. The LD plot illustrated in Figure 6.10b shows seven highly associated SNPs.
6.3 Results

(a) Phenotype DTF, $\lambda = 0.97$

(b) Phenotype LTF, $\lambda = 0.97$

(c) Phenotype Area29, $\lambda = 0.99$

Figure 6.8: Manhattan plot and QQ-plot for estimated mean phenotypes (overdominant model): Manhattan and QQ-plots for three phenotypes with significantly associated SNPs when using an overdominant model and the estimated mean phenotypes. Two Bonferroni thresholds are shown. The standard one using all SNPs (red dashed line) and the stringent one (blue dashed line) correcting for 3 experiments (additive, overdominant mean and overdominant dominance deviation). Magenta points are significantly associated SNPs.

located in the gene AT2G13540 and these SNPs are only found to be significant for the LTF phenotype. The gene is also called ABA HYPERSENSITIVE 1 (ABH1) and encodes a nuclear cap-binding protein and is involved in flowering and abscisic acid (ABA) signalling.

All three phenotypes DTF, LTF and DryMass have high broad sense heritability estimates (Figure 6.7). Lower heritability phenotypes, such as Area21 and Perimeter21 (rosette phenotypes of young plants extracted from images), showed no significant associations with any position in the genome. These results suggest, that either dominance or overdominance, contributes significantly to non-additive genetic variance.

In addition to univariate association tests, we used SConES to detect multiple loci associated with each phenotype of interesting guided by a Arabidopsis thaliana protein-protein interaction network. We used an overdominant SNP encoding and the dominance deviations $d$ as phenotypes. Principle components were selected and used as covariates to account for population stratification. Using this strategy we were able to detect between 10 and 324 associated loci per phenotype.

The historical hypothesis of heterosis — the dominance and overdominance hypothesis
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(a) Phenotype DTF dominance deviation $d, \lambda = 0.95$

(b) Phenotype LTF dominance deviation $d, \lambda = 0.95$

(c) Phenotype DryMass dominance deviation $d, \lambda = 0.97$

Figure 6.9: Manhattan plot and QQ-plot for dominance deviations (overdominant model): Manhattan and QQ-plots for three phenotypes with significantly associated SNPs when using an overdominant model and the derived dominance deviations $d$. Two Bonferroni thresholds are shown. The standard one using all SNPs (red dashed line) and the stringent one (blue dashed line) correcting for 3 experiments (additive, overdominant mean and overdominant dominance deviation). Magenta points are significantly associated SNPs.

— have specific predictions regarding the allele frequencies of causal loci. The dominance hypothesis expects that causal loci are rare in the population while the overdominance hypothesis forecasts intermediate frequencies of such loci. We performed a two sample t-test between the minor allele frequencies of all significantly associated SNPs (selected hits from FaSTLMM and SConES) and the SNPs not selected by any of our methods. We found that the mean of the minor allele frequency across all selected SNPs (mean = $\sim 0.25$) is significantly lower than the overall mean of all not selected SNPs (mean = $\sim 0.31$, t-test $p = 3.96e^{-50}$). All these results suggest that hybrid superiority or inferiority may be due to genome-wide complementation of rare deleterious alleles in support of the dominance hypothesis of heterosis.

6.3.3 Analysis of Variance Explained

Next, we analysed variance explained by all available SNPs, all significantly associated hits, as well as all detected hits by SConES. Results are illustrated in Figure 6.11. Variance explained by all available SNPs was estimated using a linear mixed model
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(a) LD plot for SNP 4,869,029 on chr1 and phenotype LTF dominance deviation

(b) LD plot for SNP 5,642,901 on chr2 and phenotype LTF dominance deviation

Figure 6.10: Linkage disequilibrium plots: LD plots for significantly associated hits using an overdominant model and the dominance deviation of the phenotype LTF.

by fitting the kinship matrix to the phenotype of interest (see Methods). Estimates ranged between 18% and 45% which accounts for 53% to 78% of the total genetic variation ($H^2_b$). In addition, we used a ridge regression to calculate variance explained measures using all significantly associated hits. A ridge regression was used to account for non-independence, or linkage, between significant hits. We found that significant hits account for a large fraction of the total genetic variance and explained up to 30% of the total genetic variance. Eventually, we also computed variance explained for all detected SNPs using SConES and found that these SNPs can explain up to 77% of the total genetic variance when using the overdominant genetic model.

6.3.4 Simulation of Phenotypes and Power-Analysis

Although we detect no significantly associated loci with the additive model and the estimated mean phenotypes, based on narrow sense heritability estimates ($h^2_n$) there is clearly an additive component to genetic variance in these diallels as shown in Figure 6.7. Using simulations, a power analysis was performed to evaluate whether loci with additive effects can be detected in our experimental population of hybrids. We evaluated the power by performed four experiments with different genotype encodings and simulated phenotypes: a) using an additive genotype encoding for a simulated additive phenotype, b) using an additive genotype encoding for a simulated overdominant phenotype, c) using an overdominant genotype encoding for a simulated additive phenotype and d) using an overdominant genotype encoding for a simulated overdominant phenotype. Results are illustrated in Figure 6.12. We found that the additive model
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Figure 6.11: Variance explained and broad sense heritability estimates: Variance Explained by all SNPs, all significant hits and SConES. Numbers above bars indicate the number of associated hits used to determine variance explained.

is extremely underpowered in this dataset regardless of the effect size of the allele frequency of the causal SNP (Figure 6.12a). This could be the result of either correlation of such loci with population structure or to the limited genetic diversity of the source population. In addition, we observed that using the a non-suitable genotype encoding for a phenotype with an additive or overdominant effect leads to a severe loss in power (Figures 6.12b-c). Eventually, simulations showed that, in contrast to the additive model, the overdominant model had sufficient power to detect associations at SNPs with a range of effect sizes and minor allele frequencies (Figure 6.12d). This power analysis showed the importance of the diallel design to detect non-additive associations.

Figure 6.12: Power analyses of simulated phenotypes: a) Additive genotype encoding and simulated additive phenotype. b) Additive genotype encoding and simulated overdominant phenotype. c) Overdominant genotype encoding and simulated additive phenotype. d) Overdominant genotype encoding and simulated overdominant phenotype.

6.4 Chapter Summary

In a novel collaborative study with the Weigel lab [Seymour et al., 2015] we demonstrated the full potential of our easyGWASCore framework by investigating the effect of non-additive genetic variance of hybrid phenotypes in *Arabidopsis thaliana*. For this purpose, we characterised the contribution of dominance to heterosis as a potential source of missing heritability. A large population of hybrid *Arabidopsis thaliana* individuals was created by using a half-diallel crossing scheme and in a first experiment
we computed broad- and narrow-sense heritability estimates based on all hybrids. We found that a large proportion of the heritability can be attributed to non-additive genetic variance. Further, we conducted several GWASs using the easyGWASCore framework. We investigated three different models: (i) using FaSTLMM with a standard additive SNP encoding on the hybrid mean phenotype, (ii) using FaSTLMM with an over-dominant genotype encoding on the hybrid mean phenotype and (iii) using FaSTLMM with an over-dominant genotype encoding on the estimated dominance deviation $d$. We found that model (iii) had the greatest power in detecting novel associations. Further, we found that SNPs detected with model (iii) can explain up to $\sim 30\%$ of the total genetic variance. Using SConES we even could explain up to $\sim 77\%$ of the total genetic variance when only selecting between 10 and 324 SNPs per phenotype. We showed that all selected SNPs had a significantly lower minor allele frequency than the remaining SNPs. These results suggest that hybrid superiority may be due to genome-wide complementation of rare deleterious alleles in support of the dominance hypothesis of heterosis.
Recent advances in next generation sequencing technologies have made it possible for the first time to sequence and analyse the genomes of whole populations of individuals in both a cost-effective manner and in a reasonable amount of time [1000 Genomes Project Consortium et al., 2010; Cao et al., 2011]. To better understand and investigate the genetic basis of common traits or diseases in a whole population of individuals, genome-wide association studies (GWASs) are often used as an integral tool [McCarthy et al., 2008]. A variety of methods and tools have therefore been developed to tackle this question. Until 2013, more than 2,000 associations of more than 300 complex phenotypes have been identified [Manolio, 2013], including various human diseases (e.g. [Pillai et al., 2009; Rioux et al., 2007; Schizophrenia Psychiatric Genome-Wide Association Study (GWAS) Consortium et al., 2011]). GWASs have also been successfully conducted in other species, such as Arabidopsis thaliana [Atwell et al., 2010; Filiault and Maloof, 2012; Meijón et al., 2014], Oryza sativa indica [Zhao et al., 2011] or Drosophila melanogaster [Mackay et al., 2012].

However, conducting GWASs is a challenging endeavour: first, different types of hidden confounding factors, such as population structure, environmental and technical influences could lead to spurious associations. Second, it has been shown that more than 80% of all identified variants are found in non-coding regions and that many of these identified variants often fail to explain much of the phenotypic variability [Manolio et al., 2009]. Additional methods and tools have been developed and tailored to partly address some of these challenges, which consequently led to a large diversity of different tools and methods. Thus, a highly confusing and fragmented landscape of these tools was created and complicated the process to easily find the appropriate tool for a certain task. In addition, most of these tools do not share a common data input and output format which makes them unnecessarily difficult to use. Moreover, visualising and annotating the results is imperative for their interpretation but most often ignored by all of these tools. Third party solutions, such as Haploview [Barrett et al., 2005], or custom Python, R or Matlab scripts have therefore be used.

In this thesis, we developed an integrated framework and cloud-service to (i) explain
more of the missing heritability, (ii) to simultaneously simplify the process of con-
duction and managing large GWAS projects and (iii) to also provide straightforward
solutions to visualise and annotate the results.

Simplifying the Process of Conducting GWASs and Meta-Analyses

In Chapter 2 we described a selection of popular methods for GWASs and meta-analyses
and created a framework to facilitate the usage of these methods. The framework,
called easyGWASCore, includes various univariate methods, such as linear and logistic
regression, as well as different mixed models to simultaneously account for popula-
tion stratification [Kang et al., 2008, 2010; Lippert et al., 2011]. The core code of
the easyGWASCore framework is written in C/C++. We created a common Application
Programming Interface (API), as well as an easy to use Python interface. A data
managing module was created, such that all algorithms can easily be used without
the need to convert between different data formats. Additionally, we also integrated
several popular meta-analysis methods to allow researchers to combine the summary
results from precomputed GWASs. This is important because many labs do not share
the raw genetics data anymore, due to the apparent success to infer surnames from
anonymised genetic data [Gymrek et al., 2013].

We showed on various examples how scientists can utilise the easyGWASCore API and
gave detailed examples of how to use the API to develop novel user-specific algorithms.
The modular structure of the easyGWASCore API is a key feature for a sustainable,
flexible, easy extendable and competitive framework. We compared the runtime of
the implemented algorithms to the runtime of its individual tools and found that
the easyGWASCore implementations are at least as efficient as its individual tools. For
some algorithms the easyGWASCore implementations were between 0.5 and 1 magnitude
faster, e.g. the re-implementation of FaSTLMM [Lippert et al., 2011]. However, the
implementation of logistic regression was significantly slower than the implementation
in PLINK [Purcell et al., 2007]. This can be explained due to the custom implement-
ation of the iterative Newton-Raphson procedure to solve the optimisation problem
[Ypma, 1995]. Different and more efficient optimisation techniques should be applied
and tested in future releases, such as a gradient descent optimiser.

The field of GWASs is a heavily studied research field and new contributions and discov-
eries are made frequently. Thus, it is essential for a sustainable framework to continu-
ously update the easyGWASCore framework with novel and state-of-the art methods.
Until know, the easyGWASCore framework includes popular univariate methods for per-
forming GWASs (e.g. linear regression, logistic regression, linear mixed models [Kang
et al., 2010; Lippert et al., 2011]) and meta-analyses, as well as two novel methods
for multi-locus and multi-trait mapping [Azencott et al., 2013; Sugiyama et al., 2014]
(see Chapter 5). In the future we would like to extend the framework with a larger
set of different mapping methods, including an improved linear mixed model to better
account for population stratification [Listgarten et al., 2012], multi-locus and multi-
trait approaches that are able to account for population structure [Korte et al., 2012;
Currently, all methods in the easyGWASCore framework require at least one binary or continuous phenotype. We would like to extend the framework to more complex phenotypes, such as automatically detected shape phenotypes [Karaletsos et al., 2012], or to non-continuous phenotypes, such as trees or graphs [Feragen et al., 2013]. Both measurements could help to explain larger parts of the phenotypic variance since we would not rely on hand-picked characteristics and measurements.

The steady growth of sequencing data and the formation of large genetic consortia will require algorithms that scale to several hundreds of thousands of individuals in the near future. Thus, it is important to re-investigate many GWAS algorithms to speed up the computations for this enormous amount of data. Also, distributing computations across several computing nodes and exploiting graphical processing units (GPUs) will be of utmost importance in the near future. Techniques that have been successfully applied in big search engines, such as MapReduce [Dean and Ghemawat, 2008], will become more important and might help to build more scalable algorithms.

Until now, the easyGWASCore framework mainly uses SNPs as genetic markers. We would like to allow the use of other structural variations (e.g. deletions and insertions [Grimm et al., 2013; Ye et al., 2009]). Including structural variations might help to detect novel associations that affect the function of a gene and to gain additional insight about a certain diseases or phenotype [Österberg et al., 2002; Weischenfeldt et al., 2013].

Enhancing the Visualisation and Annotation Capabilities

A second tedious and labour-intensive step for any kind of GWASs are visualisations, annotations and interpretations of their results. The easyGWASCore framework provides an out-of-the-box solution to also generate commonly used Manhattan and QQ-plots. In Chapter 2 we described how to use the easyGWASCore Python command line interface to easily generate these visualisations. Moreover, linkage disequilibrium (LD) plots can be created for investigate a region of interest. LD plots are zoomed in Manhattan plots and illustrate the LD structure in a window around a focal SNP (e.g. a significantly associated SNP). In addition, these plots are enriched with an annotation functionality to also illustrate the minor allele frequency and the genes of these SNPs.

Furthermore, reliable strategies that allow scientists to further prioritise associated loci for further biological investigation are of high practical relevance. We therefore extended the annotation pipeline of the easyGWASCore framework to also highlight missense variants (mutations that lead to an amino-acid change), as well as if a given missense variant has a predicted damaging effect on the protein or not. These damaging effects are often referred to as pathogenic or deleterious effects as well. Recently, many tools have been developed that can predict the pathogenicity status of a given missense variant (e.g. [Adzhubei et al., 2010; Kircher et al., 2014; Ng and Henikoff, 2003; Schwarz et al., 2014]). However, it is not obvious which of these tools work best, that is generalise best to unknown missense variants. In Chapter 3 we investigated
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the question whether there are systematic differences in the quality of the predictive performance of pathogenicity prediction tools when evaluated on a large number of variant databases [Grimm et al., 2015]. We found that the existence of two types of circularity hinder the evaluation of these tools. The first type of circularity is due to overlaps between their training sets and the evaluation sets used to assess their predictive performance. Type 2 circularity, however, is closely linked to a statistical property of current variant databases. Variants from the same gene are often jointly labeled as being either pathogenic or neutral. This might lead to classifiers that predict pathogenicity based on known information about specific variants in the same gene. Thus, these classifiers could achieve excellent performances on these datasets, while being unable to detect novel risk genes. There exists also a potential third type of circularity we have not investigated in this thesis: it might be that variants already annotated by existing pathogenicity prediction tools and subsequently entered into a publicly available variant database. Here, it could be that tools that appear to perform well on “new” data, are in fact only recovering labels that they have given themselves. Thus, it is an important and necessary step to document the source of evidence that was used to assign the label to variants. In summary, we demonstrated in Chapter 3 that ignoring these types of circularity could lead to overly optimistic assessments of tool performances. Nevertheless, these tools are still an important resource to narrow down certain variants for further biological investigation. Therefor it is imperative knowing and avoiding these types of circularity. In Chapter 3 we provided several guidelines on how to avoid these two types of circularity and also proposed a new evaluation strategy to measure the performance of these tools in a fair and competitive way.

In the future we would like to extend the visualisation and annotation pipeline to also include additional biological information, such as gene ontologies (GO) [Ashburner et al., 2000], or predictions about the potential effects of a given variant on genes, proteins or regulatory regions, e.g. from tools, such as snpEFF [Cingolani et al., 2012] or variant effect predictor (VEP) [McLaren et al., 2010]. The more additional biological information we take into account the more we could learn about the coherences between these different types of biological knowledge as we are moving away of only looking at a “single” event to a more “system” related view. This might help to better understand the mechanisms why certain loci are associated with a trait of interest.

A Cloud Service for Performing, Analysing and Sharing GWASs

Although the easyGWASCore framework facilitates the use of different algorithms, visualisation and annotation methods, it still requires that the user has basic Unix knowledge of how to use the command line or of how to write code. Many GWAS projects are collaborative studies between several scientists and different labs. Sharing data and results is therefore of utmost importance for large projects. Also, the ever-growing resources of publicly available GWASs data stored on different servers also complicates the retrieval and re-analysis of this data.

In Chapter 4 we introduced the easyGWAS cloud service and web-application for per-
forming, analysing, visualising and annotating, as well as sharing and hosting GWASs [Grimm et al., 2012]. This web-application utilises the easyGWAScore API and offers a large set of popular methods for performing GWASs and meta-analyses. While existing web-applications for GWASs mainly focus on a fixed set of publicly available data from a single species [Childs et al., 2012; Kirby et al., 2010; Mackay et al., 2012; Seren et al., 2012], easyGWAS also allows the upload of new data for an arbitrary set of species. Moreover, easyGWAS provides methods to share data and results with collaborators and allows to publish those data centrally for the whole scientific community. For this purpose, we created a flexible data model that allows to control the permission rights of private data in an easy and simple fashion, e.g. users can share their data in such a way that their collaborators can perform GWASs on this data but will not have full access to the raw genotype data. These community related features, such as data sharing and publishing, are a central element of easyGWAS. With an increasing availability of publicly available GWAS scientists might gain more knowledge about these GWASs, for example when studying pleiotropic effects, that is the effect of a single marker or gene on different phenotypes. Also, comparing new GWASs with existing ones might help to obtain additional biological insights. Further, we developed a novel hybrid database model to efficiently and reliable store the large amount of GWASs data. The hybrid database is composed of a PostgreSQL database, several user specific SQLite databases for annotation related information and several HDF5 files to store the GWAS data and results.

Another central element of easyGWAS are dynamic visualisation and annotations of results. Visualisations are dynamically updated when the user interacts with the plots, e.g. by changing the multiple hypothesis correction method or when zooming into interesting regions. Until now, Manhattan plots are enriched with gene annotations. However, it is important that the visualisation functionality will be extended to include other types of biological information as well.

To facilitate the process of conduction GWASs or meta-analysis via the web-browser we created an easy-to-use step-by-step procedure, also referred to as wizard, that guides the user through every necessary step. The user’s input is analysed on the fly by the GWAS wizard. Based on the user’s input the wizard offers automatically a selection of different filtering options and algorithms. One of the future goals would be to also develop a graphical click & drop module that supports users to create sophisticated procedures to conduct more intricate GWAS projects.

Network Guided Multi-Locus and Multi-Trait Methods to Explain Parts of the Missing Heritability

Many theories have been suggested that potentially could explain more of this missing heritability, such as including rare variants or variants with small effect sizes [Manolio et al., 2009]. Also, considering additive or interactive effects between multiple markers could contribute to explain parts of the missing heritability [Marchini et al., 2005]. However, investigating additive and especially multiplicative effects increases
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the number of statistical tests enormously, which leads to additional computational, as well as statistical challenges and problems. Investigating multiplicative effects between pairs of loci is already computationally infeasible on a single desktop machine. Thus, tremendous efforts have been undertaken to develop novel algorithms that are able to detect these epistatic effects on a genome-wide setting by using mathematical and algorithmic tricks [Achlioptas et al., 2011; Zhang et al., 2008, 2009, 2010a] or by leveraging graphical processing units (GPUs) [Hemani et al., 2011; Kam-Thong et al., 2011, 2012]. While these algorithms address the computational problems, they still ignore the tremendous number of multiple hypothesis tests. Recently, different methods have been proposed to account for this enormous amount of multiple hypothesis by excluding non-testable hypothesis [Llinares-López et al., 2015a,b; Sugiyama et al., 2015; Terada et al., 2013] based on a trick proposed by Tarone [1990].

For the detection of additive associations between several markers various regression based models have been developed [Cho et al., 2010; Rakitsch et al., 2013b; Wang et al., 2011]. Although these models are able to detect multiple markers, they are often limited in power or hard to interpret. However, including prior biological knowledge can help scientists to better interpret results while at the same time boosting the statistical power. One of the largest problems is that current methods are limited to a predefined number of potential candidate sets [Cantor et al., 2010; Fridley and Biernacka, 2011; Wu et al., 2011]. For this purpose, we developed two novel methods for automatically detecting sets of genetic markers that are maximally associated with a given phenotype while being connected in an underlying biological network.

In Chapter 5 of this thesis we described a single-task version for network guided multilocus mapping, called SConES for Selecting Connected Explanatory SNPs [Azencott et al., 2013], as well as a multi-task version, called Multi-SConES [Sugiyama et al., 2014]. We showed that the optimisation problem of SConES could be reformulated as a min-cut problem and thus solved exactly and efficiently by a maximum-flow algorithm [Boykov and Kolmogorov, 2004; Goldberg and Tarjan, 1988]. An advantage of SConES is that it automatically detects the sets of markers without the need of predefining potential candidate sets. Furthermore, our method is able to handle incomplete networks and is able to select different subnetworks. We also showed that the multi-task version, Multi-SConES, could be reformulated as single-task min-cut problem and thus solved exactly and efficiently.

We demonstrated on several simulated and real world experimenters that our methods have improved abilities to discover true causal features compared to other state-of-the-art methods, such as structured regression-based methods [Jacob et al., 2009; Li and Li, 2008; Tibshirani, 1996]. Furthermore, we showed that SConES is able to account for parts of the missing heritability by explaining larger proportions of the phenotypic variance than univariate regression-based methods. This is an interesting point since regression based methods directly optimise with respect to predictivity. However, using a min-cut reformulation makes no assumptions about the distribution of the phenotype. So it might be possible that SConES outperforms the other methods if phenotypes are
not normally distributed. These results support the hypothesis that including multiple loci could contribute to explain parts of the missing heritability [Manolio et al., 2009; Marchini et al., 2005].

Both methods were integrated into the easyGWASCore framework and comprehensive runtime evaluations were conducted between different implementations in Matlab and R. Implementations in easyGWASCore were both efficient and scaled to genome-wide settings including several correlated phenotypes.

We analysed three different types of biological network, (i) a gene sequence network, (ii) a gene membership network and (iii) a gene interaction network. However, understanding the effects of the network topology and density in more detail is of high importance and should be studied in future projects. Also, including other types of prior biological knowledge and exploring their effects could be an interesting topic for future studies. One possibility would be to include pathogenicity prediction scores [Grimm et al., 2015] by reweighting the SKAT association scores [Wu et al., 2011]. Thus, one could prioritise the importance of SNPs based on their predicted damaging effect on proteins. A second possibility would be to include the three dimensional genome organisation of the local chromatin packing by using detailed Hi-C data [Wang et al., 2015]. Doing so we could explore the effects of genes or regions in the DNA that are in close physical distance.

Another important research topic for SConES, as well as all other structured regularised regression based methods, is to evaluate the statistical significance of sets of selected features. Regularised feature selection approaches, such as SConES or its LASSO comparison partners, do not lend themselves well to the computation of p-values. Permutation tests could be an option, but the number of permutations to run is difficult to evaluate. Another possibility would be to implement the multiple-sample splitting approach proposed by Meinshausen et al. [2012]. However, the loss of power from performing selection on only subsets of the samples is too large, given the sizes of current genomic datasets, to make this feasible.

**Non-Additive Genetic Variance as a Potential Source of Missing Heritability**

In Chapter 6, we investigated another potential source that might contribute in part to the missing heritability. Heritability can be estimated as broad sense or narrow sense heritability. Broad sense heritability quantifies the overall genetic contributions to the total phenotypic variance of a whole population of individuals, including additive, dominant and epistatic effects. However, narrow sense heritability only quantifies the additive genetic contributions to the total phenotypic variance. In GWASs we usually ignore the non-additive genetic contribution. Thus, only narrow sense heritability estimates can be computed for GWASs. We therefore investigated in a case-study the effect of non-additive genetic variance on hybrid phenotypes in *Arabidopsis thaliana* and characterised the contribution of dominance to heterosis — that is the phenotypic superiority of progeny or vigour of a hybrid cross relative to their genetically distinct parents [Baranwal et al., 2012; Falconer and Mackay, 1995] — as a potential source of
missing heritability [Seymour et al., 2015]. For the analysis of this study we utilised the easyGWASCore framework and demonstrated its full potential. We found that a large proportion of the heritability can be attributed to non-additive genetic variance. Significant hits identified by the dominance deviation of the hybrid phenotype — that is the deviation of the hybrid phenotypes to its estimated mean phenotype of its two parents — could explain up to $\sim 30\%$ of the total genetic variance. In addition, we found that SConES could explain up to $\sim 77\%$ of the total genetic variance while at the same time only selecting between 10 and 324 SNPs per phenotype. In summary these results suggested that non-additive effects might be an important source to explain parts of the missing heritability.
APPENDIX A

Nomenclature

- $n$ is the number of samples from a given population (e.g. in a given dataset)
- $m$ is the number of genetic markers (SNPs) in a given dataset
- $d$ is the number of fixed effects in a model. A fixed effect can be genetic markers and/or covariates
- $\lambda, \eta, \mu$ are often used as regularisation parameters
- $p$ donates a probability
- $pv$ donates a p-value
- $a \in \{A,G,T,C\}$ is an allele and can be one of the four nucleotides A, G, T or C
- $\beta_0$ is the weight of the intercept in a regression model
- $\beta \in \mathbb{R}^{n \times m+1}$ is a vector of regression weights including the intercept
- $g = (a_1, \ldots, a_n)^T$ is a genetic marker with $n$ alleles, where $a_i$ is the allele of the $i$th sample/individual
- $y = (y_1, \ldots, y_n)^T \in \mathbb{R}^n$ is a $n$-dimensional vector of phenotypic measurements, where $y_i$ is the phenotype of the $i$th sample/individual
- $y_c \in \mathbb{R}^n$ is a $n$-dimensional vector with quantitative phenotypic measurements
- $y_b \in \{0, 1\}$ is a $n$-dimensional dichotomous/binary vector
- $M = (g_1, \ldots, g_m)$ is a $n \times m$ matrix of genetic markers
- $1 = (1_1, \ldots, 1_n)^T$ is a $n$-dimensional vector of ones
- $I$ is a $n \times n$ identity matrix
- $G = (1, g_1, \ldots, g_m) \in \mathbb{R}^{n \times m+1}$ is a matrix containing the intercept of a regression model and a subset of $m$ genetic markers
• \( C \in \mathbb{R}^{n \times d} \) is a matrix of fixed effects, such as covariates

• \( K \in \mathbb{R}^{n \times n} \) is a \( n \times n \) symmetric positive semi-definite kinship matrix of genetic similarities between a set of \( n \) samples

• \( H \) is a Hessian matrix

• \( W \) is a diagonal matrix

• \( G \) is an arbitrary graph

• \( V \) are the vertices or nodes of graph \( G \)

• \( E \) are the edges between two vertices of a graph \( G \)

• \( A \) is an adjacency matrix for a given graph \( G \)

• \( c \in \mathbb{R}^m \) is a vector of association scores

• \( f \in \{0,1\}^m \) is an indicator vector for any genetic marker \( j \), where \( f_j = 1 \) if the marker is selected and \( f_j = 0 \) if not

• \( S \) is a set or subset of genetic markers

• \( L \) is the Laplacian, where \( L = W - A \)
APPENDIX B

Performance Evaluation Statistics

Various statistics can be derived from a confusion matrix to evaluate the performance of trained models or tools (Table B.1). In a typical classification task one tries to separate two different classes — often referred to as the positive and negative class — from each other and predict the correct class label for an unknown test point. Let \( P \) is the set of all observed positive predictions and \( N \) be the set of all observed negative prediction. Here, a test point is defined as a true positive (TP) if and only if the test point corresponds to the positive class and as true negative (TN) if and only if the test point corresponds to the negative class. Accordingly, a false positive (FP) is a actual negative test point that is classified to be positive and a false negative (FN) a positive test point classified to be a negative one. Based on this confusion matrix one can derive several statistics:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \tag{B.1}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{B.2}
\]

\[
\text{Recall/Sensitivity} = \frac{TP}{TP + FN} \tag{B.3}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{B.4}
\]

\[
\text{Negative Predictive Value} \text{ (NPV)} = \frac{TN}{TN + FN} \tag{B.5}
\]

\[
\text{F-Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{B.6}
\]

\[
\text{Matthews Correlation Coefficient} \text{ (MCC)} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \tag{B.7}
\]

In addition, one can assess the performance of a model by computing receiver operation characteristic curves (ROC-curves), that is the fraction of the TP over all positives \( P = TP + FN \) (Sensitivity or Recall) against the fraction of the FP over all negatives \( N = TN + FP \) (1-Specificity of False Positive Rate). Furthermore, the Precision-Recall curve (ROC-PR-curve) \cite{Davis2006} is the fraction of the TP over all positives \( P = TP + FN \) (Recall) against the fraction of the TP over all TP + FP.

<table>
<thead>
<tr>
<th>Actual Positive</th>
<th>Actual Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test Positive</strong></td>
<td><strong>True Positive (TP)</strong></td>
</tr>
<tr>
<td><strong>Test Negative</strong></td>
<td><strong>False Negative (FN), Type II Error</strong></td>
</tr>
</tbody>
</table>

Table B.1: Confusion matrix
(Precision). To measure the performance, one can compute the area under the ROC or ROC-PR curves (AUC and AUC-PR, respectively). The area under the curve can take values between 0 and 1. A perfect classifier has an AUC and AUC-PR of 1. The AUC of a random classifier is 0.5.
APPENDIX C

General GWAS related terminology

C.1 Minor Allele Frequency

Minor allele frequency (MAF) is the frequency of the least common allele that occurs in a given genetic marker $g$ of size $n$, where $n$ is the number of samples (Figure C.1).

![Minor Allele Frequency](image)

**Figure C.1: Illustration of minor allele frequency.** There genetic markers are illustrated together with the minor allele and the minor allele frequency (MAF).

C.2 Genotype Encoding

Genotype data can be encoded in different ways. The most popular encoding is an additive genotype encoding. Here, the major allele is encoded as 0, the heterozygous allele with 1 and the minor allele with 2. The recessive genotype encoding, however, encodes the major and heterozygous allele with 0 and the minor allele with 1. The dominant genotype encoding, encodes the major allele with 0 and the remaining two alleles (heterozygous and minor allele) with 1. Finally, the overdominant encoding encodes the major and minor allele as 0 and the heterozygous allele with 1.
### D.1 The Application Programming Interface

In the following we list different methods and function of the easyGWASCore API. Methods are structured by the different abstraction layers as described in Chapter 2. The following overview is only an excerpt of the most important classes, methods and functions.

#### Layer 1 Modules, Classes and Methods

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CrossValidation</td>
<td>crossValidation(float seed[optional])</td>
<td>Crossvalidation Helper Class</td>
</tr>
<tr>
<td></td>
<td>train_test_split(int n, float ratio)</td>
<td>Generate a train and test split for n samples with a certain ratio</td>
</tr>
<tr>
<td></td>
<td>getTestingIndices(int k)</td>
<td>Get testing indices for set/fold k</td>
</tr>
<tr>
<td>MathHelper</td>
<td>pinv(MatrixXd&amp; input, MatrixXd* output)</td>
<td>Computes pseudo inverse of a input matrix and writes it to an output matrix</td>
</tr>
<tr>
<td></td>
<td>factorial(int n)</td>
<td>Returns the factorial of n</td>
</tr>
<tr>
<td></td>
<td>logBeta(float x, float y)</td>
<td>Returns the log of the Beta function at x and y</td>
</tr>
<tr>
<td></td>
<td>erfinv(float p)</td>
<td>Returns the inverse of the error function</td>
</tr>
<tr>
<td></td>
<td>isOdd(int n)</td>
<td>Returns true if n is odd</td>
</tr>
<tr>
<td>ArgSort</td>
<td>ArgSort(VectorXd&amp; x)</td>
<td>Sorts the input vector x in decreasing order</td>
</tr>
<tr>
<td>MatrixHelper</td>
<td>sliceRowsMatrix(MatrixXd&amp; X, VectorXd&amp; indices)</td>
<td>Slice rows of matrix X at indices</td>
</tr>
<tr>
<td></td>
<td>sliceColumnsMatrix(MatrixXd&amp; X, VectorXd&amp; indices)</td>
<td>Slice columns of matrix X at indices</td>
</tr>
<tr>
<td></td>
<td>permuteVector(VectorXd&amp; y, int p)</td>
<td>Permutes vector y, p times</td>
</tr>
</tbody>
</table>

**Table D.1:** utilities Module: Contains several helper methods for various different general tasks. Only the most important methods are shown.

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernels</td>
<td>realizedRelationshipKernel(MatrixXd X)</td>
<td>Returns the realised relationship kinship matrix for input matrix X</td>
</tr>
</tbody>
</table>

**Table D.2:** kernel Module: Contains Kernel related methods.

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brent Optimiser</td>
<td>solve(CBrentFunction* func, float lower, float upper, float epsilon, int max_it)</td>
<td>Root finding algorithm for a given function F(x) with a given accuracy</td>
</tr>
</tbody>
</table>

**Table D.3:** optimiser Module: Contains different optimisation methods.
### Table D.4: `stats` Module: Contains several statistical helper functions as well as different distribution function. Only the most important methods are shown.

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CStats</td>
<td>float pearson_corr(VectorXd v1, VectorXd v2)</td>
<td>Computes Pearson’s correlation coefficient between two vectors v1 and v2</td>
</tr>
<tr>
<td></td>
<td>float pearson_pval(float r, int n, string tail=&quot;two&quot;)</td>
<td>Computes the p-value for a Pearson’s r value for n samples</td>
</tr>
<tr>
<td></td>
<td>MatrixXd square_components(MatrixXd X)</td>
<td>Computes square components of X sorted by decreasing eigenvalues</td>
</tr>
<tr>
<td></td>
<td>float var(VectorXd x)</td>
<td>Returns variance for vector x</td>
</tr>
<tr>
<td></td>
<td>float std(VectorXd x)</td>
<td>Returns standard deviation for vector x</td>
</tr>
<tr>
<td></td>
<td>VectorXd stderr(MatrixXd X, int dim)</td>
<td>Returns vector with standard deviations of matrix X along dimension dim</td>
</tr>
<tr>
<td></td>
<td>VectorXd mean(MatrixXd X, int dim)</td>
<td>Returns vector with mean values of matrix X along dimension dim</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CStats</td>
<td>float cdf(float x, float k)</td>
<td>Returns CDF of Beta distribution for value x and k degrees of freedom</td>
</tr>
<tr>
<td></td>
<td>float logcdf(float x, float k)</td>
<td>Returns logarithm of CDF</td>
</tr>
<tr>
<td></td>
<td>float inv(float x, float k)</td>
<td>Returns inverse of survival function</td>
</tr>
<tr>
<td></td>
<td>float loginv(float x, float k)</td>
<td>Returns logarithm of survival function</td>
</tr>
<tr>
<td></td>
<td>float pdf(float x, float k)</td>
<td>Returns probability distribution function</td>
</tr>
<tr>
<td></td>
<td>float logpdf(float x, float k)</td>
<td>Returns logarithm of probability distribution function</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CStats</td>
<td>float chisq(float x, float k)</td>
<td>Returns CDF of χ² distribution for value x and k degrees of freedom</td>
</tr>
<tr>
<td></td>
<td>float logchisq(float x, float k)</td>
<td>Returns logarithm of CDF</td>
</tr>
<tr>
<td></td>
<td>float inv(float x, float k)</td>
<td>Returns inverse of survival function</td>
</tr>
<tr>
<td></td>
<td>float loginv(float x, float k)</td>
<td>Returns logarithm of survival function</td>
</tr>
<tr>
<td></td>
<td>float pdf(float x, float k)</td>
<td>Returns probability distribution function</td>
</tr>
<tr>
<td></td>
<td>float logpdf(float x, float k)</td>
<td>Returns logarithm of probability distribution function</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CStats</td>
<td>float gamma(float x, float k)</td>
<td>Returns CDF of Gamma distribution for value x and k degrees of freedom</td>
</tr>
<tr>
<td></td>
<td>float loggamma(float x, float k)</td>
<td>Returns logarithm of CDF</td>
</tr>
<tr>
<td></td>
<td>float inv(float x, float k)</td>
<td>Returns inverse of survival function</td>
</tr>
<tr>
<td></td>
<td>float loginv(float x, float k)</td>
<td>Returns logarithm of survival function</td>
</tr>
<tr>
<td></td>
<td>float pdf(float x, float k)</td>
<td>Returns probability distribution function</td>
</tr>
<tr>
<td></td>
<td>float logpdf(float x, float k)</td>
<td>Returns logarithm of probability distribution function</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CStats</td>
<td>float fisher(float x, float k)</td>
<td>Returns CDF of Fisher F distribution for value x and k degrees of freedom</td>
</tr>
<tr>
<td></td>
<td>float logfisher(float x, float k)</td>
<td>Returns logarithm of CDF</td>
</tr>
<tr>
<td></td>
<td>float inv(float x, float k)</td>
<td>Returns inverse of survival function</td>
</tr>
<tr>
<td></td>
<td>float loginv(float x, float k)</td>
<td>Returns logarithm of survival function</td>
</tr>
<tr>
<td></td>
<td>float pdf(float x, float k)</td>
<td>Returns probability distribution function</td>
</tr>
<tr>
<td></td>
<td>float logpdf(float x, float k)</td>
<td>Returns logarithm of probability distribution function</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CStats</td>
<td>float studentt(float x, float k)</td>
<td>Returns CDF of Student T distribution for value x and k degrees of freedom</td>
</tr>
<tr>
<td></td>
<td>float logstudentt(float x, float k)</td>
<td>Returns logarithm of CDF</td>
</tr>
<tr>
<td></td>
<td>float inv(float x, float k)</td>
<td>Returns inverse of survival function</td>
</tr>
<tr>
<td></td>
<td>float loginv(float x, float k)</td>
<td>Returns logarithm of survival function</td>
</tr>
<tr>
<td></td>
<td>float pdf(float x, float k)</td>
<td>Returns probability distribution function</td>
</tr>
<tr>
<td></td>
<td>float logpdf(float x, float k)</td>
<td>Returns logarithm of probability distribution function</td>
</tr>
</tbody>
</table>

### Table D.5: `io` Module: Different classes for data input/output. Only the most important methods are shown.

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFile</td>
<td>readPEDFile(string fn, GWASData* data)</td>
<td>Read PLINK PED file from file fn and store everything a data class</td>
</tr>
<tr>
<td></td>
<td>readPhenotypesFile(string fn, GWASData* data)</td>
<td>Read PLINK PED file from file fn and store everything a data class</td>
</tr>
<tr>
<td></td>
<td>snpsFilter(string fn, GWASData* data)</td>
<td>Write a filtered file from a PLINK PED file to a new file</td>
</tr>
<tr>
<td></td>
<td>snpsFilterFile(string fn, GWASData* data)</td>
<td>Write a filtered file from a PLINK PED file to a new file</td>
</tr>
<tr>
<td></td>
<td>writeMetaResultsFile(string fn, CMetaResults&amp; res)</td>
<td>Write a meta-analysis result to a file</td>
</tr>
<tr>
<td></td>
<td>writeCMatrix(string fn, MatrixXd cmat, CMatrixSettings&amp; set)</td>
<td>Write a matrix with consistency indices to a file</td>
</tr>
<tr>
<td></td>
<td>readCMatrix(string fn, MatrixXd cmat, CMatrixSettings&amp; set)</td>
<td>Read a matrix from a file</td>
</tr>
<tr>
<td></td>
<td>readGwasDataFile(string fn, GWASData* data)</td>
<td>Read a GwasData file from a file</td>
</tr>
<tr>
<td></td>
<td>readGwasDataFile(string fn, GWASData* data)</td>
<td>Read a GwasData file from a file</td>
</tr>
<tr>
<td>Logging</td>
<td>logFile(string fn)</td>
<td>Create a log file</td>
</tr>
<tr>
<td></td>
<td>logFile(string fn)</td>
<td>Write data to file or standard output</td>
</tr>
</tbody>
</table>

---

**Chapter D. easyGWASCore API and Python Command Line Interface Overview**
Layer 2 Modules, Classes and Methods

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLinearRegression</td>
<td>Constructor</td>
<td></td>
</tr>
<tr>
<td>CLinearRegression(bool intercept)</td>
<td>Alternative constructor to set intercept</td>
<td></td>
</tr>
<tr>
<td>MatrixXd getRowCovarianceBetas()</td>
<td>Get covariance matrix betas</td>
<td></td>
</tr>
<tr>
<td>VectorXd getStdBetas()</td>
<td>Get standard deviations betas</td>
<td></td>
</tr>
<tr>
<td>getMSE()</td>
<td>Get mean-squared error</td>
<td></td>
</tr>
<tr>
<td>getRMSE()</td>
<td>Get RMSE</td>
<td></td>
</tr>
<tr>
<td>void fit()</td>
<td>Fit Regression (Different Arguments can be passed)</td>
<td></td>
</tr>
<tr>
<td>void predict(VectorXd*, MatrixXd)</td>
<td>Get prediction for new data</td>
<td></td>
</tr>
</tbody>
</table>

| CLinearMixedRegression | Constructor | |
|------------------------|-------------|
| CLinearMixedRegression(bool intercept) | Alternative constructor to set intercept | |
| MatrixXd getRowCovarianceBetas() | Get covariance matrix betas | |
| VectorXd getStdBetas() | Get standard deviations betas | |
| getMSE() | Get mean-squared error | |
| getRMSE() | Get RMSE | |
| getYHat() | Get residuals | |
| void fit() | Fit Regression (Different Arguments can be passed) | |
| void predict(MatrixXd, MatrixXd) | Get prediction for new data | |

Table D.6: regression Module: Contains different regression based methods. Only the most important methods are shown.

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CombinedPvalues</td>
<td>float64 FisherMethod(VectorXd)</td>
<td>Combine p-values using Fisher's method</td>
</tr>
<tr>
<td></td>
<td>float64 StoufferZ(VectorXd)</td>
<td>Use StoufferZ to combine p-values and return a z-score</td>
</tr>
<tr>
<td></td>
<td>float64 StoufferPval(float64)</td>
<td>Compute p-value for z-scores</td>
</tr>
<tr>
<td></td>
<td>float64 StoufferZWeighted(VectorXd, VectorXd, VectorXd)</td>
<td>Also weight p-values and add effect directions</td>
</tr>
<tr>
<td>FixedEffectModel</td>
<td>FixedEffectModel(VectorXd, VectorXd)</td>
<td>Fixed effect model for meta-analysis</td>
</tr>
<tr>
<td></td>
<td>float64 getPvalue()</td>
<td>Run model</td>
</tr>
<tr>
<td>RandomEffectModel</td>
<td>void process()</td>
<td>Run model</td>
</tr>
<tr>
<td>RandomEffectModel</td>
<td>float64 getPvalue()</td>
<td>Run model</td>
</tr>
</tbody>
</table>

Table D.7: meta Module: Contains different meta-analysis methods. Only the most important methods are shown.
## Layer 3 Modules, Classes and Methods

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LinearRegression</td>
<td>LinearRegression()</td>
<td>Linear Regression constructor for GWASs (different arguments are possible)</td>
</tr>
<tr>
<td>LogisticRegression</td>
<td>LogisticRegression()</td>
<td>Logistic Regression constructor for GWASs (different arguments are possible)</td>
</tr>
<tr>
<td>EMMAX</td>
<td>EMMAX()</td>
<td>EMMAX constructor for GWASs with population stratification correction (different arguments are possible)</td>
</tr>
<tr>
<td>FaSTLMM</td>
<td>FaSTLMM()</td>
<td>FaSTLMM constructor for GWASs with population stratification correction (different arguments are possible)</td>
</tr>
</tbody>
</table>

**Table D.8: gwas Module for single trait GWASs:** Contains different classes for single trait GWASs. Only the most important methods are shown.
### Table D.9: gwas Module for multi trait GWASs:
Contains different classes for SConES. Only the most important methods are shown.

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Method/Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CScones()</td>
<td></td>
<td>Scones constructor for multi locus GWASs (different arguments are possible)</td>
</tr>
<tr>
<td>void</td>
<td>test_associations()</td>
<td>Test for associations</td>
</tr>
<tr>
<td>void</td>
<td>setSKATWeights(VectorXd)</td>
<td>Set different weights for SKAT to reweight SNP importance</td>
</tr>
<tr>
<td>VectorXd</td>
<td>getIndicatorVector()</td>
<td>Get indicator vector with selected SNPs</td>
</tr>
<tr>
<td>float64</td>
<td>getObjectiveScore()</td>
<td>Get score from objective function</td>
</tr>
<tr>
<td>float64</td>
<td>getBestLambda()</td>
<td>Get optimal lambda parameter</td>
</tr>
<tr>
<td>MatrixXd</td>
<td>getCMatrix()</td>
<td>Get matrix with all consistency/stability values for all etas and lambdas</td>
</tr>
</tbody>
</table>
D.2 The easyGWASCore Command Line Python Interface

All data Sub-Commands

Listing D.1: easyGWASCore data sub-commands

```
$ python python/easygwascore.py data --h

Convert PLINK into easyGWASCore HDF5 file:
--plink2hdf5 Convert PLINK into an easyGWASCore HDF5 file
--plink_data PLINK_DATA Prefix of PLINK input files (*.ped, *.map)
--hout HOUT Filename for HDF5 output file
--plink_phenotype PLINK_PHENOTYPE PLINK input file or directory with PLINK input files

Convert PLINK to an easyGWASCore HDF5 file
--plink2hdf5 Convert PLINK into an easyGWASCore HDF5 file
--plink_data PLINK_DATA Prefix of PLINK input files (*.ped, *.map)
--hout HOUT Filename for HDF5 output file

Convert HDF5 file into PLINK files:
--hdf5toplink Convert HDF5 file into PLINK files
--hdf5toplink_pout Path with file prefix to PLINK output folder

Create Linkage Disequilibrium Output for HDF5 Result Files:
--ld Create Linkage Disequilibrium Files
--ldout LDOUT Path to output folder

---hyp D Hypothesis
---hypothesis NR HYPOTHESIS Number of hypothesis to correct for (default: all markers)
---ignore IGNORE Ignore Phenotypes that contain a certain string (Optional)
```
All gwas Sub-Commands

$ python python/easygwascore.py gwas -h

Listing D.2: easyGWASCore gwas sub-commands

1 $ python python/easygwascore.py gwas --h
2 General parameters shared by all algorithms:
3 -h DATA HDF5 File containing the genotype data (Required)
4 --maf MAF
5 Remove SNPs with a minor allele frequency (MAF)
6 --encoding {additive, dominant, recessive, overdominant}
7 Encode Genotype with a different encoding (Default: additive)
8 --transform {sqrt, log10, boxcox, zeroMean, unitVariance}
9 Transform Phenotype (Default: No transformation)
10 --homozygous Genotype is homozygous (default=False)
11 --phenotype_id PHENOTYPE_ID
12 Specify certain phenotype in HDF5 file. If not
13 specified loop over all phenotypes (default=all)
14 --algorithm {linear, logit, FaSTLMM, EMMAX, ttest, fisher, WGT, MVUf, linearperm, logitperm, EMMAXperm}
15 Select Algorithm
16 --threads THREADS If multiple phenotypes in file parallelise
17 computations (default=Available CPUs – 1)
18 --pcs PRINCIPLE_COMPONENTS
19 Number of Principle Components (default=0)
20 --pc_iterative Iterate through the number of 'pcs' (default=False)
21 Linear Mixed Model specific parameters:
22 --unique_snps Use unique SNPs only to compute kinship matrix (default=False)

All plot sub-commands

$ python python/easygwascore.py plot --h

Listing D.3: easyGWASCore plot sub-commands

1 $ python python/easygwascore.py plot --h
2 optional arguments:
3 -h FILE HDF5 file parallelise
4 --csvfile CSVFILE CSV result input file or directory with several input files
5 --out OUT Path to output directory (Required)
6 --format Image File Format (Default: png) (png, pdf, tiff)
7 -nogc Do not compute genomic control (GC) and display in plot
8 --phenotype_id PHENOTYPE_ID
9 Specify certain phenotype in HDF5 file. If not
10 specified loop over all phenotypes (default=all)
11 Common Plotting Parameters:
12 --d1 Use distinct SNPs only to compute multiple hypothesis threshold
13 --ntitle Add title to plots including Phenotype name and lambda value
14 --nhypermis NR_HYPOTHESIS Number of hypothesis to correct for (default: all markers)
15 --nhypermis2 NR_HYPOTHESIS2 Second Number of hypothesis to correct for (default: no markers)
16 --ignore IGNORE Ignore Phenotypes that contain a certain string (Optional)
17 Manhattan--Plots:
18 --manhattan Create a Manhattan plot
19 QQ--Plots:
20 --qqplot Create a Quantile–Quantile (QQ)–plot
21 --expy Add the estimated theoretical distribution of p-values to the plot
22 LD--Plots:
23 --ldplot Create a Manhattan Linkage Plot
24 --h DATA HDF5 File containing the genotype data (Required)
25 --selected.snp SNP identifier that should be used for analysis
26 (default: loop over all significantly associated SNPs)
27 --distance DISTANCE Distance in bp around the selected SNP (default=10000)
28 --r2-measure {excoffier_slatkin, pearson, r2, roger_huff}
29 Choice of Linkage Disequilibrium measure (default: Excoffier–Slatkin)
30 --sql_gene SQL_GENE Add gene annotations to plot. Requires a SQL file
31 generated from GFF file (see data manipulation commands) (Optional)
32 --pathogenicity_scores SFILE Add pathogenicity scores to LD plot (Optional)
33 --maf --maf Remove SNPs with a population based minor allele frequency (MAF)
34 smaller than specified (default=0)
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34
2.7 Manhattan plot and QQ-plot for the phenotype avrPphB: Purple points on the Manhattan Plot (left) indicate that these SNPs are significantly associated after correcting for multiple hypothesis using Bonferroni (red dashed line). The QQ-Plot (right) compares the observed distribution of p-values against the expected distributions using the negative logarithm of the p-values.  
43
2.8 Linkage disequilibrium plot for SNP at position 4146714 on Chr 1: The magenta point is the focal SNP. LD is illustrated using different colours. The lower part of the plots gives information about the minor allele frequency of each SNP, as well as the genes in this region.  
44
2.9  Performance analysis of data processing and algorithmic runtime: Performance analysis of four GWAS algorithms from easyGWASCore with respect to data handling and actual algorithmic runtime. The number of genetic markers as well as the number of samples were varied for each algorithm. .................................................. 45

2.10 Runtime comparison between easyGWASCore and the individual tools: For each tool we measured the total runtime in seconds and compared it to the easyGWASCore implementation (blue). We varied the number of genetic markers as well as the number of samples. ............ 46

3.1 Venn-diagram showing the overlap between all five benchmark datasets: VariBenchSelected (10266 variants) is the part of VariBench not overlapping with HumVar nor ExoVar. predictSNPSelected (16908 variants) is the part of predictSNP not overlapping with HumVar, ExoVar nor VariBench. SwissVarSelected (12729 variants) is the part of SwissVar that does not overlap with HumVar, ExoVar, VariBench, nor predictSNP. ......................... 50

3.2 Predictive performance of 10 popular pathogenicity prediction tools over five datasets: Evaluation of the ten different pathogenicity prediction tools (by AUC) over five datasets. The hatched bars indicate potentially biased results, due to the overlap (or possible overlap) between the evaluation data and the data used (by tool developers) for training the prediction tool. ................................. 51

3.3 Evaluation of type 2 circularity: Evaluation of the ten different pathogenicity prediction tools (by AUC) over five datasets. The hatched bars indicate potentially biased results, due to the overlap (or possible overlap) between the evaluation data and the data used (by tool developers) for training the prediction tool. The dotted bars indicate that the tool is biased due to type 2 circularity. ................................. 52

3.4 Dataset compositions: (a) Protein perspective: proportion of proteins containing only neutral variants ("neutral-only"), only pathogenic variants ("pathogenic-only"), and both types of variants ("mixed"). (b) Variant perspective: proportions of variants in each of the three categories of proteins. ............................................................... 53

3.5 Fractions of variants for each dataset: Fractions of variants containing various ratios of pathogenic-to-neutral variants, binned into increasingly narrow bins, approaching balanced proteins. The open interval [0.0, 1.0] contains all mixed proteins (as in Figure 3.4b). ............... 54

3.6 Performance of ten pathogenicity prediction tools according to protein pathogenic-to-neutral variant ratio: Evaluation of tool performance on subsets of VariBenchSelected, predictSNPSelected and SwissVarSelected, defined according to the relative proportions of pathogenic and neutral variants in the proteins they contain. “Pure” indicates variants belonging to proteins containing only one class of variant. [x, y] indicate variants belonging to mixed proteins, containing a ratio of pathogenic-to-neutral variants between x and y. [0.0, 1.0] therefore indicates all mixed proteins (the ratios of 0.0 and 1.0 being excluded by the reversed brackets). While FatHMM-W performs well or excellently on variants belonging to pure proteins (VariBenchSelected and predictSNPSelected), it performs poorly on those belonging to mixed proteins. ................................. 55

3.7 Variants from the selected datasets that are in identical or similar proteins in the proxy training datasets HumVar / ExoVar: Percentage of pathogenic and neutral variants that can be found in identical or similar proteins in HumVar / ExoVar. The x-axes shows different similarities between the proteins in the Selected dataset and the proteins in HumVar / ExoVar. The y-axis is the percentage of variants that can be found in identical or similar proteins. ................................. 56

3.8 Comparison of the performance of two meta-predictors (Logit and Condel) and their component tools, across five datasets: Bar heights reflect AUC for each tool and tool combination. Logit and Condel are meta-predictors combining MASS, PP2, and SIFT. The “+” versions of Logit and Condel also include FatHMM-W. While effective in prediction, FatHMM-W (alone and in the Logit+ and Condel+ meta-predictors) is optimistically biased due to type 2 circularity. ................................. 57

3.9 Performance according to protein pathogenic-to-neutral variant ratio: Evaluation of Condel, Condel+, Logit and Logit+ on subsets of VariBenchSelected, predictSNPSelected and SwissVarSelected defined according to the relative proportions of pathogenic and neutral variants in the proteins they contain. ................................. 58

3.10 Linkage disequilibrium plots including pathogenicity predictions: LD plots for a selected number of significantly associated SNPs. LD plots are enriched with pathogenicity predictions. Upper triangles indicate missense variants predicted to be pathogenic, whereas lower triangles represent benign missense variants. ................................. 61
4.1 **Schematics of the easyGWAS architecture**: Illustration of the internal architecture of easyGWAS including the hybrid database model and different task queues. Communication between the web-application and queues is established via the RabbitMQ message passing server. Task queues can be distributed over different computing nodes. The hybrid database can be accessed from the web-application, as well as from the different task queues. Users can link their personal Dropbox account to easyGWAS to integrate large genotype datasets in easyGWAS (Dropbox and the Dropbox logo are trademarks of Dropbox, Inc.) ................................. 66

4.2 **Data repository view**: The data repository consists of a public and private data section. The greenish menu on the left side allows the user to access different types of information, such as information about integrated species or phenotypes. The blueish menu in the lower left part offers methods for data management, such as data up- and download. ................................. 67

4.3 **Data organisation schematic**: Illustration of the data organisation. A user can have several data bags. A data bag contains several type of information about the GWAS data, e.g. the species, integrated datasets with their samples, phenotypes and covariates. ................................. 67

4.4 **Detailed sample view**: For each sample easyGWAS provides additional meta-information. Meta-information can be added or changed dynamically. Text in red ellipses are brief descriptions about certain functions. ................................. 68
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