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Abstract

Im Herbst 2004 wurde am COSY-TOF-Detektor ein dediziertashkStatistik Ex-
periment zur Suche nach dem Pentaquark-Teil@emunternommen. Als Strahl-
impuls wurden 81GeV/c, entsprechendl, = 2.282GeV Strahlenergie, in Proton-
Proton-Stossen verwendet. Auch wenn fir den Wirkungsghaitt flr die Pro-
duktion de®* nur eine obere Schranke angegeben werden konnte [45]n Isisbe
die, wahrend dieses Experiments gewonnenen Daten im icknalf die Reak-
tion pp — pK™A analysieren, nachdem diese Reaktion genauso wie die Beakti
pp — pKsZ™ in den Daten angereichert wurde. Mit der im Rahmen dieseeif\rb
geschaffenen AnalysesoftwangeCasewurden diese Daten analysiert.

Durch erschopfende Kalibration konnte eine Aufldsung a#08MeV(FWHM) in
den invarianten Massen erreicht werden. Der totale Wirkgogrschnitt der Reak-
tion pp — pK*A wurde zu 211 + 0.1g4 £ 2.0sygub bestimmt und stimmt inner-
halb der Fehler mit anderen Veroffentlichungen tiberéir}.[Durch die exklusiven
Messungen konnten differentielle Wirkungsquerschnittgedit werden. Auch sie
stimmen im Wesentlichen mit friiheren Veroffentlichungéerein.

Durch die exzellente Auflosung wurde im invarianten MasSpektrumMp, die
Struktur desz-Cusp sichtbar. Auf Grund der hohen Statistik konnten nun et
sten Mal differentielle Wirkungsquerschnitte fur derCusp erstellt werden. Sein
totaler Wirkungsquerschnitt konnte Bgysp= 1.2+ 0.1saHb bestimmt werden.
Die Spektren kdnnen durch Modelrechnungen NérResonanzer$;;(1650),-
P11(1710 undPy3(1720 zuziglich einer einfachen Rechnung fur @&eusp gut
beschrieben werden.
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Chapter 1

Introduction

1.1 Structure of matter

As we know today, the universe is made up of dark energy, dattemand what
we call ordinary matter. Most of it (75%), the dark energysasnething we don’t

Dark Energ AAStandard Model particles

Dark Matter

have any idea what it is made of yet, though we know what it dbethe current
phase of our universe it accelerates its expansion.

The next big part is the dark matter (20%) and at least here amepin down
some of the properties. It consist of massive particlesacteng only weakly with
“normal” matter. Both dark energy and dark matter are untieecobservation in
science today, but not issue of this thesis, though merdiforecompleteness.
The ordinary matter, the remaining five percent of the eneayent of the uni-
verse, is what we know most of:

There are four fundamental interactions, two sets of fagieach of three families
made up of doublets. The interactions are:

electro-magnetic force coupling to the (single) electromagnetic charge. Its medi-
ating boson is the massless photon

strong force couples to the color-charge (threefold: red, green, blits)corre-



sponding bosons are the 8 (also color-charged) masslemssglu

weak force has three massive vector bosons: charyéd,\W ) and neutral Z°)
current. This gives rise to the very short range of the imtéra. It couples
to the weak charge.

gravitation couples to the mass and was assigned a hypothetical pattiele
(massless) graviton.

Theoretical descriptions for the electro-magnetic irtgom exist U (1)) and per-
turbatory calculations give good results. This is also toredhe weak-force, that
has been included into the theory now naming electro-wetgkantion SU(2) x
U (1)).
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Figure 1.1: Particles in Standard Model. Green shows thioihesp magenta the
guarks and in red the force mediating bosons. On each baxitherritten the mass
of the patrticle, its electric charge, its spin, its abbregia and its name (values
[46], appearance [4]).

The theory could be extended to also include the strong foréne standard
model” (SU(3) x SU(2) x U (1)), but due to the charge of the gluons and the ris-
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Figure 1.3: The reactiopp — pK*A. Quark-line-model.

ing potential the Quantum-Chromo-Dynamics, QCD is pestiviely very hard to
solve and is subject to recent research efforts.

The particles however come as already mentioned in two gtd@parks and Lep-
tons. Quarks carrying color-charge and Leptons being cwatral. The leptons’
three families are called electron, muon and tauon, wheeepant of the doublet
has charge -1 and a mass betwedslOMeV and 1777MeV and the other is the
corresponding neutrino with a very small mass and no eteckrarge. The quarks
in their doublet have fractional electric char@ (‘?1) and don't exist freely due to
the nature of the strong force that they are subject to.

Today we know, that the particles we can observe such asnmoteutrons and,
as described in this work, hyperons are made up of quarkslandsgy The gluons
being charged cause the potential to be linearly risings E&the reason that single
guarks can not be observed but are confined in color-neubiatts. These color
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Figure 1.4: Meson exchange model using either Kaon (a) orstramge mesons
(b) includingN*-Resonnances (c).

neutral objects are either mesong)(or baryons gqq) or other exotic objects like
(qqqq), ((qa)(aq)), (aqg) etc.

Taking the lightest baryons with sp§1and parity (), they can be arranged, hav-
ing the strangeness (number of strange quarks) on the yaagithe z-component
of the iso-spin on the x-axis, in an octet (fig. 1.2(a)). Hdrer¢ are beside the
nucleons (proton and neutron) the hyperons containingaat lene strange quark.
For the state with strangeness -1 spin and iso-spin of u- anehdk couple to an
iso-spin-singletA) and an iso-spin-triplet-stat& 393 1).

For the purposes of describing ordinary matter and makiat,s also easily acces-
sible in medium-energy-experiments, it suffices to take adcount only the three
lightest quarks: u, d and s. Only for high-energy experiméme charm-quark has
to be taken into account, adding another dimension to fidikee§ig. 1.2. For even
higher energies, also bottom and top quarks start to plajea ro

The same way as for the baryons the mesons can be arrangaditet (fig. 1.2(b)).
The mass of the naked quark — with3MeV for u- and d-quark — is quite small
compared to the mass of the nucleorroflGeV or even the mass of the lightest
meson, the pionngp = 139MeV). The rest of the mass is generated dynamically,
by the gluon field, the sea-quarks and other effects.

Strangeness was first observed in 1947 ([37]) in an expetitoegxamine cosmic
rays. Here “strange” particles were observed, that weremgéed only in pairs
with lifetimes much longer than expected, meaning theiagienechanism being
much different from their production-mechanism ( [49]).

Today we know: Strange baryons (Hyperons) are produced)wake-pair is ex-
cited from the vacuum. Let’s introduce a new quantum numlibe-strangeness;
the strange-quark havin§ = —1 and the anti-strange-quak= +1. Exciting

a ss-pair from the vacuum conserves strangeness: before S = @ftarvards

S = (—1)+(+1) = 0. The decay on the other hand involves a transformation of
anS= +1-state to ars= O-state and is only possible via the weak interaction that
can transform between the families of quarks and leptons.

To get a closer insight into the interaction between nuclaod hyperon the re-
action pp — pK*A (figs. 1.4 and 1.3) is observed, especially close to threshol
where the relative velocities of the particles are small fimal state interactions
are likely to happen ( [17]).



1.1.1 Exotic particles

In spring 2003 a new resonance was reported by the LEPd90ddiaon measured
at SPRINGS ( [43]). A baryonic-resonance with a mass of M4QGeV, width

I = 10MeV, charge C=+1 and strangeness S=+1. In the usual &-tpaayon-
model this resonance could not be described, S=+1 hintingntanti-strange-
quark. The only possible quark content would then(bedd ¥ — a minimum of
five quarks is necessary giving the resonance its name:-peat&.

Afterwards a number of papers were released by many colitibos reanalyzing
old data and re-measuring the region of interest.

The outcome was twofold. About half the experiments, mathly ones using
photo-production of the hyperon-channel in question neleg see this resonance.
The other half, mainly using hadronic interaction for thedurction-process (e.g.
pp-collisions), give negative statements.

Being especially suited for this kind of experiment, alse @OSY-TOF collabora-
tion took part in these efforts. First reanalyzing old dg&4{) and later, in autumn
2004 in a dedicated high statistics measurement ( [45]).|&Whe first, low statis-
tic result was still positive with respect to the observatad the penta-quark, the
later one only could give an upper limit of the productionss:@ection.

The trigger used to collect this data did not only enhanceathedance of events
with the reactionpp — pK=* which was thought to show the penta-quark in the
pK?-channel but also the reactigrp — pK*A. The background to the reaction
pp— pKIZ* was the reactiopp — pK*A, meeting the same trigger-conditions.
This background channel was analyzed in the course of tegsh

1.2 Motivation for the new analysis program: typeCase

The COSY-TOF-Collaboration is a very loosely bound collaltion, focusing the
collaboration on detector development. That gave the retsad prior to the new
analysis progranypeCase there existed three independent analysis programs and
of each several incompatible sub-versions ( [2], [27],.[1])

As always in such collaborations analysis programs ten@veldp. Every person
working with the program includes new parts and new concigpisthe analysis
software. And with time, there is no compatibility betwebe tdifferent versions
of the one analysis program left. The only way to prevent ihat strict version-
control with very few people working on one single part of gregram at a time.
And the possibility to modify the program-flow without mogiifig the code.

As one may say, the development of different analysis progrdhat can analyze
only part of the data taken with the detector, instead of @mly that can analyze
all data, was a waste of time and manpower. But on the otheat hayives us an
important and really powerful tool for the analysis of the £3TOF data. Since
all analysis programs use different analysis strateghes,comparison of the re-
sults of the analysis of the data (taking the same data satlfanalysis programs),
either on the histogram or the event by event comparisorsgivaeep insight into



the data as well as the analysis programs and their streagthe/eaknesses.

The analysis prograntypeCasedoes not in any way implement new analysis
strategies. It is designed as a platform, so one can run hisranalysis strategies,
his or her algorithms.

The larger part of designing a new strategy or a new algoritloesn’t consist of
actual programming (I'm not taking bug-shooting into aaapuout of designing a
solution for a problem in some kind of pseudo-code. When aa @ a solution
has manifested, it is so far not bound to a programming lagguough C++, C
and FORTRAN are the clear favorites in particle physics.

The new approach uses the main features of Object-Oridtrtiegkamming ( [4]
“Object Oriented Programming”): Abstraction, encapsalat modularity, mes-
saging, inherritance and most important late binding. Tée aof these concepts
enables us to create an extremely powerful analysis tod.f@&ture of late bind-
ing (or polymorphism) makes it possible to change the aimabtsategy without
compiling the program anew.

In previous approaches also using object-oriented-gpiesi( [2], [27]), the analy-
sis, better the calculation of the event-properties wag domember-functions of
the data-structures and the detector geometries were sgorte point, hard-coded.
This resulted in the problem, that it is not at all easy to slwibetween different
analysis strategies and making modifications to the detsetop had to be cross-
checked several times to be sure, that the modification orte mas really the
intended one and that it was made in all parts of the programaistently.

| followed a different approach:

e No global variables.

e All data — detector-setup and analysis-strategies — atedeang run-time
from external files.

e Data-structures and calculation of their values were sdpdr
e Data-structures were made simple and general.
e HTML-reference documentation on the Web.

e Calculation of the data-structures’ values were encapeiiiato classes: al-
gorithm classes.

e Abstraction, inheritance and polymorphism are used foatperithm classes.
e Graphical User Interface for easy use and easy extension.
e \ersion control.

This approach has several advantages: the analysis gsslongly modular; the
modules can be distributed among the available developpersodification. The
problem of two persons working on the same piece of code iscestl Different



analysis-strategies are kept in parallel, so the strateze be chosen depending
on the actual detector-setup and reaction-in-questior. aflalysis software is in-
dependent of the detector-setup, though if other georseshell be used it may
be possible that the available shapes have to be restodkisckdsy to extend the
analysis-software with additional modules or shapes.

The name typeCasé€ was found suitable for the program concept.

The next two chapters will focus on the development of thdyarsprogramtype-
Case In this course, the COSY-TOF-detector will be describetubitiength in
contrary to the common practice only to describe the cugrarded setup. The
way the detector developed over time, as well as its modylarid flexibility gave
constraints to the design of the analysis-program as a fxanke The concepts and
strategies to design thgpeCaseanalysis-framework will be described in chap-
ter 3.

The analysis of the measurement of the reactipn—~ pK*A will be described af-
terwards. Since the COSY-TOF-detector had been describgach detail earlier,
the description of the actual setup during the measureniehé @ata analysed for
this work will be a reference to the detector-componenttilesie used; the actual
geometry is listed in Appendix E.

Chapter 7 will present the results of the analysis, staxtiitiy the simulations done
to describe the data, total cross-section consideratd@ss;ription of the event se-
lection, finishing with the differential distributions die reactionpp — pK™A.

The Appendix contains used formulae, the description oluel kinematical fit,
the — already mentioned — detector-geometry listings, iffierential distribution
of the unfitted values of the reactigmp — pK*A and last but not least a more
detailed program documentation fypeCase



Chapter 2

COSY-TOF detector

The COSY-TOF detector is a very modular detector. Many comapts have been
build and assembled in different ways to make the — then ts#reonfiguration of

the COSY-TOF-detector (fig. 2.10). Unlike other theses I mok restrict myself to

explaining the setup that was currently used, when the dae kanalyzing for this
work was recorded. The purpose for this is to show the moitylaf the detector

and the differences in the way the detector can look like.s Thainly gave the
reason for the way the typeCase analysis framework is dedignd implemented:
Flexibility.

2.1 COSY-accelerator

The COoler SYnchrotron accelerator is a storage ring, eetig a proton- or
deuteron-beam with a particle momentum range (for protfsog) 270 up to 3300
MeV/c. Itis located at the Forschungszentrum Jilich. riisne shows already its
main feature, the low momentum spread and low emittancehwikiachieved by
phase space cooling.

Beginning withH ~-ions orH,,", that are accelerated in the JULIC-cyclotron, which
is used as pre-accelerator to an energy of 40 MeV, the prqaesterons) are
stripped off their electrons and injected into the COSYgrior further acceler-
ation. The accelerated protons or deuterons can be usedcgderiments either
inside the ring such as COSY-11, ANKE or WASA, or extracteftio¢ ring and
used at an external experimental site, such as BIG-KARL dF Tf@. 2.1).

2.2 TOF-detector

The TOF-detector is a non magnetic Time-Of-Flight-spengter, which delivers
— after analysis — direction vectors and the flight time ofdb&ected particles. It
is located at an external beam-line. It consists of a vaclank, tthree meters in
diameter. Its length can be varied from one meter up to thretens (nine meters
was planned, but not yet built). The whole detector is a maxdsystem; there

8
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Figure 2.1: The cooler-synchrotron with the pre-acceterahe COSY-Ring, in-
ternal and external experiments. [28]

exist sub-detectors, that can be plugged in or left out aiegrto the physics
being studied. In any case one can separate three diffexgioins. The first one
is the target system, next the start region, that gives tn¢ tane for the time of
flight measurement, and the stop region giving the stop kfgn¢he time of flight
measurement. There is also a calorimeter available, d&ftestop-region up to 50
cm radius around the beam-axis, giving also kinetic enevggtbpped particles.

2.2.1 Target

Currently an unpolarized target is used. Itis usually epg@ébwith liquid hydrogen
or deuterium, but solid materials (like lead) can be usedelk i density effects
on probed reactions are of interest. An additional targest planed to be build for
double polarized measurements (both beam and target bel@dgzed), but not yet
realized.

Unpolarized target

The unpolarized target system for the COSY-TOF-detectsrieeen developed at
the Forschungszentrum Jilich along with the target of thighboring detector



@ (b)

Figure 2.2: The target system as it is used in COSY-TOF. Ifa2.there is a
schematic drawing of the target ( [24]), 2.2(b) shows a piatph of the target
region (Picture: M.Krapp, 2008 [12]).

BIG-KARL ( [24]). There were several requirements that hadé¢ met. First it
should provide a high luminosity. The TOF-detector is ledat an external beam
line and therefore a very small beam spot (2 mm in Diametet) am excellent
duty factor is provided by super-slow resonance extractibhe requirement of
high statistics of the specified reaction entail high lursities and therefore high
area densities.

A thick target would solve that problem, but on the other hantirge the energy
loss the particles undergo in the target volume. So a thgetdras to be used.

A small target on the other hand gives the big advantage oflladefned vertex
position. This results in a better resolution of the direiesi of the particles and also
gives the possibility to geometrically resolve delayedayscof unstable particles
like hyperons and mesons.

Next requirement is that as little shadowing effects asiptesshall take place. The
windows through which the beam enters and exits, have to lieirags possible
but also planar. The cooling system has to occupy miniumespad minimum
solid angle.

The target thickness has to be constant, so the target vdiaso be filled with-
out bubbles. The shape of the target-system was defined byettae to cool the
material down to a working temperature of 2.7K in as littimei as possible and
preventing connections and cooling to be in the way of théighes to the stop-
detectors. The target cell is of cylindrical shape of 6 mmiter and 4 mm
length with 0.9umthick mylar windows at the front and the back side angré0
copper-walls at side and bottom (fig. 2.2). It sits on the ena copper-tube that
is connected to the cooling copper-head. To prevent therggmes of bubbles in
the target volume, the copper tube is separated by a thinimlimmseparator into
an upper, up-flowing part for the gas and a lower, down-flowpag for the lig-
uid. During operation the target region is evacuated withraaining pressure of
10~7 mBar. To separate it from the vacuum tank with an operati@uwen of 103

10



mBar, there exists a separation foil ofi®0 thickness ( [38]).

2.2.2 Sub-Detectors

The parts of the TOF-detector are, as earlier mentionedgres to be exchange-
able between beam-times, to use the minimum amount of rahter@ded to probe
the physics giving the motivation of the experiment. Thidase to increase pre-
cision, since every layer of material changes the kinerabp@arameters of the
particle going through. The detectors are divided into detectors, which can be
mounted or dismounted. Furthermore they are divided intoregions of position

according to their functionality. There is the start and st region. For higher
precision, the start region should better be divided indotsind tracking region,
but due to historical development this was not the case. Xaetelimensions and
other properties can be found in table E.1.

2.2.3 Startregion

The start region gives the start-timing for the time of fligh¢asurement. It does
not trigger (better: start) the time-measurement in edets, the stop detectors
do this. A sketch of the start and tracking system used tardett® data for this
work is shown in fig. 2.3.

intermediate
flbar hodescops

fiber hodoscope

“starftorle™

doublesided
Ang—-sirip

gt pafh

acinblloler  Si—p-stip  eintlllater infillaka
2012 wedgss 100 fngs 2,95 fibara 2192 fib
128 eagments 24 vight

48 siralgnt
et

Figure 2.3: The “Erlangen” start system [12].

Start detector/ Start Torte

The Start detector, by some called Start Torte, is a cirquistic scintillator seg-
mented into 12 wedges (pizza pieces or cake pieces: Tortemdbeor cake). Itis
located downstream from the target. It has two layers, eaomZhick, which are

11



rotated against each other by half a segment, which is 1%degiThis results in
an azimuthal resolution di@ = 15°. The outer radius is 76 mm, the inner radius,
cut out for the beam, is 1 mm. The signals are read out by phdtiiers. The
Start detector is used for the determination of multipfieihd therefore for trigger
electronics for the specific event.

2.2.4 Tracking region

The following detectors (downstream the beam-line) areuset for time of flight
measurement, but provide much more precise angular infamaf the tracks
than the stop detectors can. Therefore | named these dwsteécioking region.
A sketch of the start and tracking system used to record tteefdathis work is
shown in fig. 2.3. From 2008 on one could choose between deettgps:

e stack of several hodoscopesnd micro-strip detectors

e straw-tube-chamber

Micro-Strip (ring)

The silicon micro-strip detector is a 52@ thick circular silicon plate with an
outer radius of 31.0 mm and an inner radius of 3.1 mm. It is sgged both in

128 wedges and in 100 concentric rings, read out at both,sidwd® and back

(fig. 2.4(a)). These elements are connected via very thid gyoles and Kapton-
bands to preamplifiers outside the vacuum tank. The segti@nigives 12800

pixel and therefore a very fine resolution. The energy ingttram can be used for
energy-loss calculation and thus for particle identifmatithough this is not very
precise ( [18]).

Micro-Strip (spiral)

In 2008 a new silicon micro-strip detector was added to th&-Eétup. It is also
a 52Qum thick circular silicon plate with an outer radius of 31.0 namd an inner
radius of 3.1 mm. This one is segmented into 256 archimedgimals on both sides
bent in different directions back and front. Connections tie same as for the
Micro-Strip-Ring, but due to the enormous amount of chasyresich two channels
are read out together, resulting in a total of 256 channelthfe detector to process
(fig. 2.4(b)). The segmentation gives 65536 (16384) pixBlge to construction
these pixels are all the same size, not in Cartesian, buthargal coordinates

([48]).

1A hodoscope is a planar stack of thin detector elementsnegtein one spacial dimension.
Here it is long box-like fibers.
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Figure 2.4: Photographs of micro-strip detector before miag ( [30], M. Krapp
[12]). 2.4(a) shows the bonding of the wedge shaped sideedffilaro-Strip-Ring,
2.4(b) shows the one complete Micro-Strip-Spiral deteatitih bonding, support
structure and preamplifiers [12].

Three-layered Hodoscope

This hodoscope has been modified several times in the pag{)( fie newest
modification taking place before the beam-time in Octob&42Where it has been
extended in size and a third layer has been added (fig. 2.9(a¢)hodoscope now
consists of three layers of plastic scintillator each offen@m thick, located about
100mm behind the target. All layers have fibers as elemerganing they are box
shaped with a quadratic base shape and a height, that ddimewdrall length
of the sub-detector. The layers are rotated around the b&mm Bhe first layer
viewed from target is the so called D-layer (D for diagondlpe 136 elements of
this layer have all the same length of 272.2 mm giving therlayguadratic shape.
The elements are rotated by 45.3%ound the beam-axis from the detectors x-
axis.

The other two layers, called Y and X, are oriented perpetalicdo each other,
giving a rotation angle from the x-axis of 0.375 and 90°37bhe two layers are
identical in shape except for their rotation angle. The eleis have all different
length, so each layer overlaps the D-layer by 75%. Thesaddyave been the
original layers of this hodoscope, with a quadratic shaph wiength of 191 mm,
so the D-layer covers the whole two existing layers. The el@siof the X- and
Y-layer have been extended to fit the edges of the D-layes rBsults in half of the
area covered by three layers, the other half by two layerglitidally each layer
has one element, right in the middle of the layer which is nutalf to allow the
beam to pass through without signal. The elements are maaastic scintillator
and read out by photomultipliers. As signals the energy bogso time signal is
recorded.
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Figure 2.5: Photographs (M. Krapp [12]) of the three-lagenedoscope ( 2.5(a))
and the two layered hodoscope ( 2.5(b)) before mounting [12]

Two-layered Hodoscope

The two layered hodoscope is rather simple compared to tiee-thyered one,
here all elements of both layers have the same length of 38&8with width
and thickness of the fiber elements of 2.0316 mm. This realdtsin a quadratic
shape of the layer since here two elements are halved to fdveam hole (See
fig. 2.5(b)). The layers of this hodoscope are also rotateih the x-axis around
the beam-axis by -33.8%nd 63.85. The elements are made of plastic scintillator
(BCF12) and read out by photomultipliers. As signals thegnéoss is recorded

([29)).

Straw-Tube-Chamber

The straw-tube chamber is an upgrade of the detector sysenty (2008) done
to improve the resolution of decay vertices. It consists®tlduble layers of 208
proportional chambers each (fig. 2.6). The single straw ¥X@im in length, 10
mm in diameter and has a wall thickness of B8 Mylar. Each double layer is
tilted by an angle of 60against the preceeding one, to allow three dimensional
track reconstruction. Here, too, a beam hole of 15 mm dianegists. Due to the
rotation angle the active detector volume is almost cylaadrwith a diameter of
1000 mm and a length of 300 mm. The need of heavy frames to kigegamsion
is overcome by overpressure within the tubes and gluingubesttogether in one
double layer. So the weight of the detector could be redusddtkg for the de-
tector and 15 kg for its supporting structure ( [33], [13], [36], [35], [34]).
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© (d)

Figure 2.6: Straw tube tracker. (c) shows the three diffeagientations of the
layers ([34]), in (a) one can see a dismantling single studwe ( [33]). In (b) and
(d) one can see the 15 double-layers of the actual Straw tabketr just before
mounting and being fixed to the start cap of the TOF-detedtbt]( [34]).

2.2.5 Stopregion

The stop region consists of three different detectors, ha@aeirl, Ring and Barrel
detector, each giving a timing signal, that is used for theetbf flight measure-
ment and an energy-loss information. The hits in this sulbalets trigger data
recording. Both Quirl and Ring detector are built in priradlp the same way, with
different building parameters.

Quirl and Ring detector

The Quirl and the Ring detector are both three-layerediplasintillators read out
by photomultiplier tubes outside the vacuum tank. The seteator overall shape
is a circular one. One of the layers has wedge shaped ele(asrite Start detector
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Figure 2.7: The Quirl and Ring detectors. (a) shows a skefttieoQuirl detector.
Here a projection of all three layers and the constructiom pfxel out of three
hit elements in different layers is shown, more clearly ewve(b). (c) shows the
projection of both Quirl and Ring elements. A Photographhef®@uirl detector is

shown in (d) ([40], [21], [25], [12])

and one of the Micro-Strip-Ring sides, see sec. 2.2.4 and2s2@), giving only
azimuthal but no polar angular information (fig. 2.7(b))ohder to get information
about the polar angl8, two additional layers have been added to construct pixels
with fine polar- and azimuthal- angular information. Themsgels have elements
that are shaped as Archimedian spirals with the followingeeftinction:

(2.1)

Ar I max
rg=—*x0 = *Q =bxd,
786 P OO
wheredmax is the azimuthal angle from the center point of the sub-detdo the
actual position. Two of the three layers have the same atesioéindingo but differ-

ent sign. This results in pixels with increasing area \Witbut that have a constant
width in polar angleb. The wedge shaped elements cut these pixels again in half
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to increase resolution in azimuthal angleSince the layer with the wedge shaped
(straight) elements has twice as many elements as the atyens| the triangular
pixels are unique in which elements they consist of.

The thickness of individual layers for both Quirl and Ringisim each. The Quirl
detector consists of 48 elements in the straight layer anelé#ents each in the
bent layers, its inner radius, for the beam, is 42 mm, itsrowatdius is 580 mm.
The maximal$ is 1807, so the value for the bendirlg= 184627%. Spacing be-
tween two layers is 6 mm (fig. 2.7).

The Ring detector has an inner radius of 568 mm and an outieisrafl1540 mm,
so there is &@r of 12 mm where Quirl and Ring are overlapping. Certainly danly
central projection, (in projection) from target, for theoshsetup (see fig. 2.10(c))
there is a gap between Quirl and Ring. The bendirgr the Ring is larger than
for Quirl, namely 618.7627F, so the maximal bending angle for an element is
142.6. The elements of the Ring detector begin at a bending andi2.6f°, so
each element covers 9@nd it does not intersect with all other elements but has
only half of the number of intersection points: 24. This tesin 2304 pixels.
Material-Quirl: Bycron-BC404nmean= 1.58, 010t reflex = 39.3, Cmax= 19.0cm/ns,
density 1.032g/cm, H/C-Ratio = 1.¢harge s = 5.612,A¢¢ = 11.157, Radiation
length = 43.5cm, Absorption length = 125cm.

Material-Ring ( [16]): Bycron-BC408inearr1.58, Vinscintiwedges = 18.6cm/ns =
0-620’Vinscinti,spirals =14.9cm/ns = 0.497¢c

Barrel detector

Originally the Barrel detector was planned as three 3 m largels, almost cylin-

drical in shape to extend the distance of target to QuirijRietector to up to 9 m.
It was designed to be comparable to the Quirl and the Ringtietan design, also
three-layered with one layer giving information about therauthal angle and two
layers of bent elements to provide information about thampangle. Instead of the
flat design of the Quirl- and Ring- detector, the Barrel layshould be tilted, to
form a cone-stump-mantle, close to a cylinder. The radidk@Barrel cylinder is

larger close to the target, to make it possible to connecthie identical Barrel

modules without the loss of acceptance (1553.5 mm to the,fiot88.5 mm at

the end). Contrary to the plans, only one layer of plastintslztor was realized

instead of three. To gain information about the polar antjis, being the pizza
piece layer, the 96 elements are read out on both ends. Eadk 2854 mm long,

15 mm thick and wedge-shaped (fig. 2.8). The position of thestualculated out

of the time difference of both time-signals. The resolutibarefore is quite poor,
but with the other sub-detectors, this can be improved.
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(b)

Figure 2.8: Photographs of the TOF-detector. (a) showsnbielé of the Bar-
rel detector, (b) the complete TOF-detector with front-dapthe right. The
photomultiplier-tubes for the Barrel are visible as blaglikes heading to the
vacuum-tank ( [12]).

Calorimeter

The calorimeter (fig. 2.9(a)) is the only sub-detector in Ti@F-detector-system,
that can be called a thick detector, a detector, that is als®p the average charged
baryon or meson. It is also the only sub-detector, apart fteenCOSY-NUS de-
tector (see sec. 2.2.5) that can detect neutral partidiésldcated directly behind
the Quirl-detector and covers its area in central projectibis made of 84 hexag-
onal prisms each 450 mm thick, with a key-width of 140 mm, iegwne prism in
the center out for the beam. This shape and arrangemenslaawmost circular
shape with a minimum diameter of 1260 mm and a maximum dianoét&421
mm for coverage. Protons up to a velocity of 0.65 ¢ can be sijpions: 0.88 c).
The individual elements are made of plastic scintillato€{816) and read out by
photomultipliers ( [21]).

Pad detector

The pad detector is designed to increase acceptance irgibe rose to the beam-
axis. The Quirl-detector has a minimum distance of 42 mm ¢obam-axis. In
the short TOF configuration of about 1 meter this results irirdamum polar angle
of 2.2°. To be able to detect particles with a smaller polar angke pid detector
has been installed, within the inner radius of the Quirkedtir. The inner radius
of the pad-detector is 10 mm resulting in 0ib the short TOF configuration. The
pad detector also is made of plastic scintillator, thatéslreut by photomultipliers.
The shape of the individual elements is wedges, but in contoathe other pizza
shaped detectors, this one has an inner ring with an outarsrad 20 mm and
an outer ring with an outer radius of 43 mm. The inner ring gnsented into 4
elements the outer ring into twice that number.
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Figure 2.9: (a): Calorimeter. Sketch of the front areas efdlements, along with
the numbering of the elements; view from target ( [21]). (0l &c): The COSY-
NUS detector, a single element (c), the total arrangemerit[&}).

COSY-NUS

To be able to detect neutrons with the TOF-detector-systhere has been de-
veloped a separate detector concept for detecting neusitonld Dresden. Itis a
system of several scintillator blocks outside the vacuunk {§ig. 2.9(b)). A fur-
ther description can be found in [5].

Beam hodoscope

Behind the TOF-detector, there is a beam hodoscope irgtétlat is made of two
layers of 32 elements of plastic scintillator fibers eache Tibers have as the other
fiber hodoscopes a quadratic base shape with a edge lengtimmf, Zhat are read
out by photomultipliers.

19



Veto detector

The reality of the beam shape is, that it is not only made up lofam spot of 1

mm in diameter but also of a so called halo, that makes them® Iparticles pass
sub detectors and create signals, that can falsely triggevant. To prevent this
the veto-detector-system has been installed. It is madevafral rings of plastic
scintillator, read out by photomultipliers. First ring i8®@mm in front of the target
with a central hole of 15 mm, second is 500 mm in front of thgeawith an 8 mm

central hole. These two are called "Molnar”-vetos. At aalste of 50 mm in front
of the target there is the third one, the "Wolfi"-Veto, withentral hole that can be
chosen from 1.5 to 3.5 mm.
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Figure 2.10: Auto-CAD drawings for the different possiblenfigurations. Sub-
figure (a) shows the nine meter version, (b) and (c) the dgthailt 3 meter and 1
meter versions ( [12]).
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Chapter 3

Program package typeCase: Data
Analysis

3.1 Ananlysis

In particle physics, the results are sometimes less easgddHan in other fields
of experimental physics, where results sometimes just earedd from a display
of the measurement electronics. The data an experimentriiclpgphysics pro-
vides today, raw and unprocessed, consists of signals ©bfaletector-elements
with different meanings. This data has to be recotdpdrhaps already filtered by
triggers. Only part of this data is what we are actually ies¢ed in, so we have to
reconstruct what happened in the detector and more aclyufittes for the events
of interest (cuts). And even after that, data is still cowed| with acceptance and
efficiency.

The analysis is the engine that connects the unprocessadadtte final graphs
of efficiency- and acceptance-corrected observables. sltdhvaead raw data and
calibrate the signals (assign physical meaning to so faranp numbers). It finds
tracks in the detector; signals on the path of a particle e/iteteposited energy in
a detector-element. For these tracks, direction (prefgi@iproduction —vertex—
position), velocity, momenta, energy are calculated ifabailable information suf-
fices. It may be possible to identify the type of particle tgabherated that track.
A kinematic fit may be used to force the measured propertiédgfith energy- and
momentum-conservation. In the end the observables canl@adatad out of the
retrieved 4-momenta and filled into histograms.

And still these will not be the final results because thestgrams are still con-
volved with the efficiency and acceptance of both detectdrranonstruction. So
simulations have to be made: particles are generated aegdoisome model and
transported through a virtual detector, where detectsparse is simulated. And
again the same procedure as for data is applied to the sidudsents. Now you
are in the position to generate a correction for your datastios the distributions

Ldone by the Data AQuisition system (DAQ) that is not subjéchis thesis.
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of your observables in a way, that they can be compared to experiments.

All this is called The Analysis. Rather often there are d#f& tools for each step
that is mentioned above. Dedicated small programs thatrasted, designed and
used by and for a single physicist. In ttypeCaseanalysis framework all of these
steps can be done consistently, combined in an integradetefrork?.

3.2 Concepts

As described in the introduction, the restrictions on thei@grogram are tough.
The main concepts of the program are:

Flexibility The user should be able to analyze all data from the COSY-T®F d
tector with a single program without compiling the code aneach time
the setup is changed. This requirement, consequentliywietlporesults in
the feature that all possible data from nuclear and particle physics is
analyzable with this program.

Low divergency This requirement can only be met, if a very basic data stractu
is used, that every programmer can use and just stores elardlinforma-
tion without processing it. The basic data structures atemely simple,
without any functionality. They act as container classatlave to be filled
by other means. There is no need for any programmer to mdughcon-
tainer classes. As for the processing units of code, a modpjaroach was
chosen. Here, an algorithm can be plugged in, if needed olgf if not.
This is possible since the algorithms are capsuled in dagdeare derived
from the base class AAlgorithm, overwriting the processhod. By calling
this method, one can access each algorithm.

These features keep divergency low, since single analysis,pthe algo-
rithms, can be easily exchanged.

Easy to use Physicists tend to program software, that can only be usdduan
derstood by them and the persons who spend quite a long tirdgiisg the
code. This software should be easy to use, therefore a @adpgbser In-
terface (GUI) was designed. Here, the data to analyze caelbetad, as
well as the algorithms to use on the data or the detector sételp is sup-
plied as for the detector setup, the geometry is graphickdiglayed, for the
algorithms, a description is displayed (which can only béetsiled as the
programmer of the algorithm designed it, but any programimetrongly
advised to make this description as understandable ashfmssince it will
be not only him who is using it) and the parameters of the &lyos to be
used can be changed.

2Except for the virtual detector engine transporting sirtedaarticles and generating simulated
detector response. There are already rather good progranifeside like GEANT( [11]).
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Easy to adapt Since the container classes are so simple and well docudente
existing algorithms can be easily modified and packed irgorghm classes
to fit into the program.

Easy to extend The program is not designed to be finished at some point. It is
designed in a way, that any algorithm that can be packed et@lgorithm
class structure, can be included into the program. An egpeed program-
mer can add and modify algorithms by himself. There exists gusingle
method, that defines algorithms and that has to be modifiednwah algo-
rithm changes its call. For the non-experienced programiiere is no need
to modify the code, when adding a new algorithm. A Graphics¢tnter-
face asks about the properties of the algorithm and gesesat inserts the
code which is necessary. If this has been done already byswrase, the
program offers the possibility to read a log-file, that retiesspecifications
of the algorithm, the user just has to supply a name.

These requirements result in some very powerful featyredability . Usually if
one wants to give analyzed data to someone else, this is dding bistograms or
— in best case — ASCII-files, containing a lot of numbers. Hsimce one of the
possible outputs are fixed, data can be analyzed to a cedaihip one location,
transfered to another and be analyzed further on in the @bation. But portabil-
ity of data is just one of the key features. Another is theadality of algorithms.
If an algorithm is programmed in one site, it can be easilydusean other, espe-
cially if the install-logs (3.12.3) are used. This prograam e used not only in the
COSY-TOF-collaboration, but for many other experiments to

3.2.1 Documentation

The components of thgypeCaseanalysis-framework have been documented. A
reference documentation for the framework-classes asasallgeneral description
is available on

http://www.pit.physik.uni-tuebingen.de/"ehrhardt/KT OF

3.3 Principles of work

This software was designed using features of Object-GrieRrogramming (OOP).
The main concepts of OOP are ( [4]):

Encapsulation: Data can be combined into a single structure and can be asliipp
with methods (functions) that work on this data. But encégisn is even
more than that; it means that data can be hidden to the outside
For typeCase the information about one specific structure, let's sayta hi
has been combined and encapsulated into the class TCalibiditvariables
themselves are not visible to the outside of the class bubrseaccessible
via get-methods and set-methods (getters and setterg)gte#tre that the
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values the variables can hold are valid ones. IntiipeCaseframework
there are no public class variables.

Messaging: Here one object sends a message that changes propertiagses ca
the execution of a member-method of an other object.

Modularity: A module is a list of commands that fulfill a certain task (ondu
tion) and that is bound into a procedure or function with daserinterface.
Modules can be used repeatedly at different points in a progr
This is the main concept of functions or methods. It makestiue easier
to read and to see what actually happens.

Data abstraction: In short, data abstraction is the definition of an interfadecre
only the definition is visible (or even defined) but not theuatimplemen-
tation. This peaks in the definition of abstract data-types define methods
but do not implement them. You cannot instantiate an objestich an ab-
stract class (but use pointers of that type), but you carriintnem one.

One of the main concepts usedypeCase An interface is defined, compo-
nents that many types of a kind should have — all shapes haseter¢oint
(sec. 3.8).

Inheritance: A base class defines properties that other classes also mdised

will be derived from it. It is a way of reusing code. Let's haaesmall ex-
ample: we define a base class “animal”. It may have a weightjnaber
of legs, ears and it can eat and make communicative souncer Oiisses
(sub-classes) like “pig” or “dog” can inherit these propstand functions
from “animal” and declare new properties and functionse(lilar color for
the dog).
This very important feature gives us the possibility to definheritance
trees, where the child classes inherit all methods andhiasdrom their an-
cestors. So aircle inherits the normal-vector from its ancesfianeShape
and the center-point from its ancestmseshape

Polymorphism: or late binding describe the way the lookup of methods igdba
during compilation of code (early-) or during run-time @dtinding). Late-
binding provides the possibility to handle pointers of belssses (possibly
abstract), pointing to any kind of sub classes; by callingnéerface method
of the base class, the appropriate method of the sub clased un the
example above this would mean, that we have a pointer of tasmal”.
Somewhere else an object of a derived class has been atlcnadethe ad-
dress of that object has been stored in the pointer. Our ‘@asgsal” prob-
ably has defined the method “sound”, making one of the anityaical
communicative sounds. Though our pointer does not knowwaigmal is
in the box, it may shake the box to see which sound may come'aink!”
This might have been a pig!
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Polymorphism is both the most difficult and the most impdrtzoncept be-
ing used fortypeCase It is used in many ways throughout the framework.
To start with, it is used for the volumes of the hit elementachthit element
certainly has a volume, but it is unimportant and possiblgassible for the
hit to know exactly how the shape looks like and how it behasedong as it

is derived from the classolumeShapeThis way it is not necessary to define
separate hit-classes for each detector, but all hits fréeeédctors could be
treated with just one class. The same holds forTRéxel class containing
planar shapes. But most importantly it is used for the aimalysategies,
making the program most versatile.

For the analysis-software the concept of polymorphism imecthe most im-
portant one. The clas&Algorithmwas defined and all analysis-modules are de-
fined as sub classes of tleAlgorithm base class. It defines a name and most
important the methogrogressthat will be called once for every event.

Since the algorithms are no more distinguishable aftaaligation, all param-
eters and the data-structures have to be passed via theumboisturing initializa-
tion.

There are three main steps: initialization, execution amalifiation:

Algorithm 3.1 Initialization process for algorithms
init setup and data
n—number of algorithms
allocate f :array of pointers of AAlgorithm[n]
for all algorithmsi do
fli] < get Algorithm(parameterfi])
end for

Initialization In this one step, the algorithm-type is known. All neededapar
eters and the needed part of the data-structure is passéé aigorithm,
necessary by-algorithms are declared and connectionsg(8$GNAL-and-
SLOT-mechanism of Qt) are made (algorithm 3.1).

Execution In this step, which is repeatedly done once for each eveatattual
analysis takes place, for example reading from file or pped¢ulation in one
sub-detector. Since the definition of the algorithms takdag in this step of
the analysis is done dynamically, the actual type of theviddal algorithm
is not known (algorithm 3.2).

Finalization The last step of the analysis is not important for algoritHites cal-
ibration, pixel-calculation or tracking, but it is essahtfor writing algo-
rithms, where data has to be written and files have to be closbis step
should not be omitted in any case since used memory is freed(hkyo-
rithm 3.3).
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Algorithm 3.2 Execution of algorithms
f :array of pointers of AAlgorithm[n]
for all events do

if N0 more events to process or stop-ftgn
leave loop

end if

reset event

for all algorithmsj do
fli] — progress()

end for

end for

Algorithm 3.3 Finalization process for algorithms
f :array of pointers of AAlgorithm[n]
for all algorithmsi do
free fi]
end for
finalize setup and data

In the following sections the individual parts of the an@éyare described, begin-
ning with the most basic one, geometry, ending with the datson of the Graph-
ical User Interface.

3.4 Components

Analyzing the data requires two kinds of data-structurebe@iven to any anal-
ysis method: constant structures representing the deteetigp and event-based
structures, that change with every event that is analyzkdsd structures — virtual
detector TSetup TDetector TTarget TBeamand TMaterial) and event TEvent
TRawHit TCalibHit, THitCluster, TPixel TClusterand TTrack— are combined
into the container-package (sec. 3.9). It still misses #mntetrical representation
of the detector elements, but the shapes — volumasifieShapeand planar ones
(planeShape— are pooled in a package (sec. 3.8) by themselves to maksiére
to extend it or use it by itself.

For definition of the detector-setup, the beam and targetyaedsas the shapes
themselves, the parameter-classes (sec. 3.7) are ngce3semy have been ex-
tended with descriptions for runs and beam-times as weli@algorithms and the
way the detector shall be drawn.

Unfortunately, it proved necessary to implement classeshf® geometrical de-
scription of the detector. They are combined into a sepgratéage: geometry
(sec. 3.5). As well as the other packages this package casdoewithout the oth-
ers.
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The algorithms themselves are combined in one package3ddy). for the same
reason as the shapes are.

To identify reaction-pattern for events, the reaction ségshave been developed.
As the shapes they are stored in a separate package, buteinrardto make a
circular dependence, the basic reaction class was pootbdivéa basic algorithm
classes into the basic-package.

The analysis itself is encapsuled in the clegénalysis This class implements the
three analysis-steps (algorithms 3.1, 3.2, 3.3), and defime needed data struc-
tures. It can be included into different programs:

typeCase: the full Graphical-User-Interface program (sec. 3.12hvextended and
user-friendly definitions of the analysis-parameters.

cl-typeCase : a command-line version, being a bit faster than the widigeed version,
since the graphical overhead is missing.

e Feel free to implement an own version.

The package dependency (fig. 3.1) and the main outline of togitent was de-
signed with the top-down method, but the individual packagere implemented
and tested using the bottom-up-method — starting with thst fpasic class in the
most basic package — in order to have reliable data-stestwhen entering the
more complex tasks.

| documentation /

|
¢

}
| typeCase| cl-typeCase

\ /|

analyse

B
Figure 3.1 Dependence graph of the individual packageasediypeCase-analysis-

program. Here the gray filled boxes are the ROOT, Boost anib@iries as pre-
requesites. The open boxes are packages of the typeCdgsisspaogram.
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3.5 Geometry package

The geometry package has been done especially becausessibilfiizs of the
root-mathematical-vectors and -matrices are somewhdielimand partially not
reliable. It is a stand alone package and can be used by atbgnams alone.

The base class of the geometry package is the class geomObjeontains a
status variable. Earlier inheritance of this class from jeGbhas been removed
making this package independent of root.

From this class points and vectors are derived, the lattes atso derived from
points. There are general points and vectors, that can hawveiemension and
specialized points and vectors for 2D- 3D- and 4D- use. Qperéor adding, sub-
tracting, multiplying and scalar products have been inetud

The specialized points and vectors have special functioredtess the data, like
Cartesian (X(), Y(), Z(), W()), polar (R(), Phi()), spheiiR(), Theta(), Phi()) and
cylindric (Rho(), Phi(), Z()) representations. There &x@&lso an operator to write
the data to an output-stream, which is also sensitive to theiot representation,
as well as a toString()-method returning a string.

The 4D-classes have one prominent member, the momentunaéBb. cThis class
provides all functionality of the relativistic 4-momenturtis setoperator is split
according to the variable it gets, that can be mass or engngymentum or veloc-
ity. These properties can also be read again (MomentumiQckx), Direction(),
Mass(), Energy()). The operators, such as *, + and - have aéjisted. With the
boost-method, one can perform a Lorentz-transformatiahraturn the resulting
vector. There exists a static method CM(), that returns émees-of-mass frame of
the arguments (up to five 4-momentum-vectors).

The package also contains two different matrix types, orsgrismetric 3-dimen-
sional, the other one is the general type. The 3-dimensio@dtix, matrix3D, is
thought as rotation-matrix in 3-dimensional space (whédné most important one
if coming to detector setup), but can be also constructed/adic product of two
3D-vectors. The general matrix (matrixNxM) doesn’t haveéosymmetric, as it's
name says. This matrix is a mathematical matrix in the sehagjt can be mul-
tiplied, added and subtracted to other matrices, it candrsprosed, inverted and,
what is not possible in the root-library, multiplied to a teoof the right dimension
and the right type, since the vectors distinguish betweaes lind column-vectors.
Last but not least, there are five more geometrical classtfwipackage, at least
when considering 2- and 3-dimensional space. There is & pidane3D, that con-
sists of a footing point (Foot()), two direction vectors ameormal vector. The
other four are lines, one each limited straight line, andnuitéd straight line in
both 2D and 3D, ILine3D, ILine2D, sLine3D and sLine2D. ILBi2is the connec-
tion between two points and is therefore represented witai{ Q(), and it also
has a defined length. sLine3D only holds a direction and ornet,pihat can be
shifted along the line. It has no length, since there is nopamdt to the line. The
same holds for the 2D variants of these classes.

Since sLine3D, ILine3D and plane3D are especially donelferrépresentation of
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the geometry of detectors, there have been implementedaseperators to com-
pute distances of lines, points to lines, points to planeg,hit-points of lines and
planes and lines.

To draw 3D-shapes to, let's say, a root-canvas it is necgssarerform a projec-
tion of the 3D-coordinates to 2D-space. To perform this #cstdass projector
was defined, that can project in central-, parallel- and digh- projection from an
eye-point to a view-plane.

N~__[vectorzD

/pointZD

/ \
geomObjec.__,
—
e

momentum4[Q

Figure 3.2: Class tree for the geometry package.

3.6 Fit package

This package is a rather small package containing only thueessential classes
at the moment. There is a single line fit, fitting in 3D a straigie to a number of
points. There is also a multiple line fit. This is interestifigeveral tracks emerge
from the same point each with an own set of points. The veitditE the indi-
vidual lines to their points in parallel forcing them to hate same footing-point.
Though it is possible to fit any number of lines to a commoneseradvice is not
to use more than 4 lines at the same time ( [6]).

Most essential and difficult one the kinematic fit, fittinggrcomponents of a
particle with fixed mass in different possible represeatati(momentum compo-
nents, energy and angles, momentum and angles, speed ded, angmentum
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and normalized x- and y-momentum components, energy andatiaed x- and
y-momentum components, ...) using momentum and energyepa@imn. Any
component can be set to fixed, measured or unmeasured atidraldionstraints
can be set, invariant masses of decaying particles. Thfit kias been adopted
from the kinfit used by the WASA-Collaboration written in FORAN. For more
detailed information see sec. B.

_—
geomObject——[sLine3D]
T

Figure 3.3: Class tree for the fit package. Classes in fillag goxes are not part
of the library.

3.7 Parameter package

The main use of the parameter package is to define in an easthev@arameters
of the analysis (detector-setup, algorithms to use, tremiampeters, which runs to
analyze etc.) and provide them with file-In-and-Output. yraee used mainly be-
fore the actual analysis is launched, reading them fromTitean they are used to
initialize the analysis-structures, like the setup andaligerithms.

There is one class, that capsules all possible shabegeparameter one that
holds a detectorgdetectorparametey one that holds a rummun_parametey or a
beam-timebeamTimegparameter one that capsules the properties of the beam(s)
and targetreaction parametey one for the materials used in the experimemate-
rial_parameterandelementparameterand most important thedgorithm parameter
class, that holds the name, description, ID and parameteailfthe different algo-
rithms.

3.8 Shape package

The shape package is still a very small package, since it doesontain many
shapes. The already defined shapes are build considerif@B&-TOF-detector
and therfore it is possible that some detector cannot beridedcby the given
volume shapes. But the package is extendable, if the nevestap fully imple-
mented children of the respective base-shapes. There amdm types of shapes
in the package: volume- and plane-shapes.

The base shape of all shapes, volume- and plandsaseshape It contains a
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(a) cylinder (b) fiber (c) hexPrism (d) wedge

(e) spiral

Figure 3.4: Volume shapes: 3.4(a) cylinder (identical vatrawTube), 3.4(b)
fiber, 3.4(c) hexPrism, 3.4(d) wedge and 3.4(e) spiral.

AN {7

(a) circle (b) triangle (c) rectangle (d) hexagon (e) quadrangle

Figure 3.5: Planar shapes: 3.5(a) circle (including noweator), 3.5(b) triangle,
3.5(c) rectangle, 3.5(d) hexagon and 3.5(e) quadrangle.

center-point.

The volume shapes are especially constructed for use asejgonepresentations
of detector elements. The classlumeShaplas some placeholder functions, that
have to be implemented in derived classes to enable thengpealgorithms for
example. The tracking algorithms don’t implement the hinpoalculation for an
assumed track to the volume, but the shape classes do.

These hit-point-calculating methods are optimized forespe using distance es-
timations, reducing the number of operations and making&ed guesses about
the hit surface —, since these methods are the bottle-ndble ianalysis.

The planar shapes, the second part of the shape packagh derivad of the class
planeShapethat declares as place-holder several methods, so thadudi type
doesn't need to be known. The most important one is getGgntieat returns the
center-point of the planar shape. But there are also antarges to be calculated
for each shape, from an origin-point along a specified axis.
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Figure 3.6: Class tree for the shape package. Classes thdii&y boxes are not
part of the library.

The volumes that have been implemented already are the esluthe COSY-
TOF-detector is build of: fiber, wedge, spiral, ring, cykmdstrawTube, hexPrism,
triangle, rectangle, hexagon, circle, sphericTriangihesicRectangle and quad-
rangle (see fig. 3.4 and fig. 3.5).

For a more detailed description of the shapes see sec. D.2.

3.9 Data container package

The container classes are designed and implemented tw/foile single purpose:
flexibility. Therefore, contrary to other analysis packagfge container classes do
not have any methods to generate their properties. One ¢kl of different
classes for the calibrated hits, for example, accordindpéoetement shape, hold-
ing their calibration data basis as static member field.

But that means, that for every new detector a new class has pyrdgrammed,
and therefore, a stable version of these classes won't lshp@sThe hits, pixels,
tracks are the same data structure no matter where it octtsrgontent has to
be generated outside the container data structure and tieehirfito the container
class variable. This leaves, as only point to modify, theodtlgms that do this
generation and filling, opening the possibility to use déf@ algorithms without
further compilation on the same data structure to comparegtults and find dif-
ferences.

There are two different container class types: the evergdasentainer classes,
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that are manipulated and generated anew every event, aséttlpedescribing con-
tainer classes, that are generated once, at the beginmidgufzenever the setup of
the experiment changes) and used as read only structutieg dunalysis.

3.9.1 Setup describing classes

These classes describe the experimental setup and aréothekept quasi con-
stant. Their properties are, as for all container classgigjenerated by themselves
but by the controlling analyzer class prior to the analyisé&ing parameter classes
as input. When the setup changes these setup classes arateg@ew.

3.9.2 Event based container classes

The event based container classes are holding the prapeftitae single event,

beginning with the very basic data, the raw hit data, thebcatied values of the
hits, to the further processed ones, the pixels, clustatdracks. In multi-thread

application, these classes are created in one instancadbrpgogram thread that
is used.

For a more detailed description see sec. D.3.

3.10 Algorithm package

The algorithm package consists of several base classeg)ynam

e AAlgorithm

The AAlgorithm is the very base class of all algorithms usethis package.
It is derived from the basic Qt-class, QObject, to provide very elegant
SIGNAL-SLOT mechanism for messaging. The AAlgorithm class one
member, or property, that is the name of the algorithm, wiiak to be
provided with the constructor (which means by declaring réatsde of this
class, a string has to be provided to the constructor cantathhe name of
the algorithm), the methods to access this property andtaavifunction
that has to be overwritten by each class that is derived frédgérithm and
that is the function called process, called to actually dodlgorithm (see
algorithm. 3.2).

e AFitAlgorithm
The AFitAlgorithm is derived from AAlgorithm inheriting bbf its prop-
erties. It describes the general fitting algorithm, pravigdapart from the
process-function also the possibility to get data not oritywhe construc-
tor, but at run time. This is kept quite general so the useulshoot feel
limited by this feature. Last but not least it has a functiatied fit, that will
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do, in derived classes, the actual fitting. With getResulb@ result of the
fitting can be retrieved. The fit() as well as the getData(cfiom are de-
clared as SLOT, from the Qt-SIGNAL-SLOT mechanism, the fitfction

emits a SIGNAL, so the fit-algorithm and the calling algamitdlon’t have to
know each other.

e AElossAlgorithm
The AElossAlgorithm is designed to fit the needs of the maketasses, to
calculate the energy loss of a particle traversing matter.

Subsequently all algorithms that are described here areedeirom the AAlgo-
rithm class. Not all algorithms that were developed in cewtthe analysis of
the data for this thesis will be described, but most of thesdhat are finally used.
Find a complete list attached in sec. D.4.

3.10.1 Data read-in

On different stages of the analysis it may be necessary dulusestore the data
acquired by the analysis routines to file, either to make tiognam more stable
by using less algorithms at one step, or if one step is undeialement one might
think of doing analysis up to that point, save, and start theyais several times
(development) with different parameters at that point arsawing a lot computer
time. Or there might be a so called Bottle-Neck-Algorithimtttakes a lot of time
(like tracking). Save the found tracks to file and do the iieactecognition in a
later step.

On different stages of the analysis, different types of dagaavailable (raw-hits,
calibrated hits, pixels, clusters, tracks, reaction$,.so different formats were
chosen for write-out and again read-in.

The TADE-format

The data the COSY-TOF detector gives to the experimenialisdt as we would
hope the 4-vectors of all passing particles. The detectoreds a voltage for each
channel, not only for those that were hit. The voltage sigaat fed into the data-
acquisition-electronics (DAQ), that decides which voltagrtually corresponds to
a hit and transforms the voltage into an integer-numbem(obl — more precisely
the integrated current. Along with that, the arrival timefw# signal, the rise of the
voltage above a certain level, is recorded and also comlitie an integer-number.
The output of the DAQ is a binary file, where the data are ndesdoy event, but
in clusters and the hits are still numbered by input chanmati,detector/element
wise. This data-format is not read in, but is converted imoASCI| file, that is
also readable by eye, by a program called ems2tade, thatbasabound for quite
some time and is being used throughout the collaboratioe. oLitput format, the
input format (or one of the formats that can be read by thi$yaisaprogram) is the
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TADE format (TDC-ADC*-Detector-Element), that has an event header includ-
ing the event number, the trigger information and the nunabéits for this event.

All hits are written successively line by line, giving fountéger numbers each: the
integer timing information, the TDC, the integer energyimhation, the ADC (or
more often used QDC), the ID of the sub-detector and the nuofitbe element,
that has been hit.

This information is read in by an algorithm callddReadFromTade and stored
into the container-data-structure for further processing

The hit tree format

The root-framework was chosen for its visualization- buintyafor its data-com-
pression-functionality when it comes to writing to file, smsh file formats are
root-files, containingl Trees. Writing the original event-data-structure to root-file
was time and disk-space consuming and above all unstable.

So a new format, the hit tree format was developed for thetgip&hit, writable to

a new file. Its main feature is that it writes to sevdmanchesreducing disk-space
occupancy significantly.

The track tree format

For the track structures there has lately been developelieginative file structure,
distinguishing between different track types (promptkiamd vees). This file type
has been spread (Analysis Meeting 09.2009) in the collgéilborand is now a stan-
dard output format.

3.10.2 Calibration

To generate the correct energy and timing information otii@integer QDC- and
TDC- values is called calibration. There are several stépalibration:
e Before tracking
— Apply cuts in QDC and TDC
— Convert QDC to energy
— Convert TDC to time
— Apply a walk-correction to the time-information
e After tracking

3Time-to-Digital-Converter, the time signal the electmpiovides, given in channels.
4Analogue-to-Digital-Converter, the integrated signaksigiven in channels. It gives a measure
of the deposited energy.
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— Correct the time-information for the run time of the sigmathie mate-
rial
— Apply a pulse height correction
e After particle Identification: Do a quench-correction

In these algorithms the found parameters are applied todtse @The generation of
calibration-parameters as well as the used functions a@itled in more detail in
Chapter 6.

Teufel-Correction In the beam-time October 2004 there has been a significant
problem with the QDC-electronics of the Start detector.r&heere shifts/jumps in
the pedestal-position and the amplification almost evaset. The runs have been
sorted into categories of their correctability. Note, tiet QDC-jumps are critical,
since this energy-information also modifies the walk-octiom, which modifies
the timing-information.

This has been done in the University of Erlangen by A. Teuf®ing the correc-
tion its name.

The correction works in steps of 10000 events, applying kirap offset and a
factor to the QDC value, setting the pedestal to a value o0 @l the data peak
to 1500. This has to be done before the other calibratiors stice the calibration
counts on the correct QDC values.

3.10.3 Pixel-calculation

Pixel calculation generates of several layers of thin, iadjg detectors, planar
shapes, on a plane close to the detector. These shapes eaetetized by the
overlap of several elements, each in a different layer. Meeglap area of the ele-
ments give the planar shape its shape. This makes it possible/e many pixels
with few elements, few read out electronics. For exampl®, layers, each 100
elements, can, as fibers with perpendicular layers resdl®@®0 pixels with only
the read out of 200 elements.

Pixels in Quirl-shaped detectors

The pixels in the Quirl-shaped detectors, such as Quirl and Eec. 2.2.5) are,
in their reconstruction quite simple, as an algorithm, mosinple as shape. The
pixels are more or less triangular, so they can be approguniay a triangle. The
algorithm provided for the Quirl-shaped pixels also allcaviiangle approxima-
tion. Actually they are spherical triangles, since the adgfe¢he bent layers of the
Quirl don’t have straight edges (see pic. 2.7(a) and 2.7(b))

If any three elements of each a different layer (straight element numbér,. . left
bent element number, . . right bent element number) form a pixel, it is defined by
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a simple formulaA¢ = (1 +r) —s. This A$ has to be within predefined ranges,
here between -1 and +1. The vakdy the way defines the azimuthal angle of the
pixel; the valugl —r), the polar angle, witkil —r) = 0 being the outermost pixel.
The complete formula for the Quirl-pixels can be found inske. A.1.

Pixels in hodoscopes

Pixels in two layered detectors have one problem: an oveflawo elements in

different layers is not enough to define a real track. Reogithree elements in
a three layered detector diminishes these ambiguitiestdoluices the efficiency,
since each layer has an efficiency of less than one. The fiestHildoscopes were
both two layered, with perpendicularly aligned layers. Sthipixels could be cal-
culated by the same algorithm. Since the diagonal layer &as added to the now
three layered hodoscope, a different algorithm had to bigcled.

Two-layered hodoscope Pixels in the two layered hodoscope are the overlap of
two elements from each of the two layers, which gives manglpjxhat do not cor-
respond to particle transitions. Nevertheless, the pigetar is the point of closest
approach of the two center lines of the fibers in their lengteation (the longest
one), the shape is a rectangle, the edges are projectiohe eldment shapes to
the plane defined by the pixel center and the beam axis.

Unfortunately the shape of the two-layered fiber hodossoplEments is not ex-
actly box shaped but bent to the outside at the center. The @ntthe individual
fibers remain fixed. This effect is small but noticeable. ltasrected for the exact
position of the pixels.

Three-layered hodoscope First of all the possible area for three element pixels is
not the whole detector area, but just half of that (see s2c4)2.So starting with an
element of the diagonal layer, intersecting that with amelet of one of the other
layers, one has to see whether this possible pixel posisiégmside or outside the
three-element-pixel-region. If it is outside, one can indiately define the pixel,
with the center point being the point of closest approacthefriddle lines, as
done for the two layered hodoscope. If it is inside, one hahezk whether there
is an element hit in the remaining layer nearby. If not, themo pixel. If there is,
the resulting pixel shape can be quite complicated, frormfaadte to a shape with
five or six corners. This is quite complicated and in the progners point of view
not worth the effort, so the pixel is approximated by a cisglth the diameter the
same as the width of one of the originating elements.
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Algorithm 3.4 Calculation of pixel in 3-layered hodoscope
for all hits in diagonal layer do
for all hits in x-layerj do
if intersection is in 2-layered regidhen
take pixel
else
for all hits in y-layerk do
if intersection is close tkthen
take pixel
end if
end for
end if
end for
repeat with x-y exchanged
end for

Pixels in Micro-Strip detector

The pixels in the Micro-Strip detector are quite simplecsinly the overlap of
two elements, a ring shaped and a wedge shaped have to bdeyexdsi The re-
sult is again a wedge with the inner and outer radius of thge€lement and thé
andA¢ of the wedge element. The resulting wedge is the projectethedetec-
tors front plane, leaving the wedges front plane, that ikedah spheric rectangle
(sec. D.2).

Cluster search

When a particle flies through a detector, it may happen, tieaparticle passes not
only one element per layer, but two or more neighboring etesjalepending on
angle of the particle and thickness of the detector layer.ttt@se cases, there are
many pixels calculated for just one passing particle. Hageaan collect the pixels
belonging to just one hit point, together. This is calledwstdr.

The cluster search used in this package is quite a simplerefiected in its name:
Simple Cluster Search). It collects pixels, that contaiigimeoring elements, start-
ing with the pixel with the largest energy sum of its elemepisels with directly
neighboring elements are added (the “directly” is a maxied@nent number dif-
ference specified with the algorithm-parameter at inalon, this has been set
to 1 in the analysis used here). This can be done recursigethé added pixels.
(This algorithm is not used for the actual analysis).
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Hit cluster

Intuitively a cluster search is done on pixel-level, cadting pixels and then merg-
ing neighboring pixels to a cluster. However this is not tmdygossibility to
form a cluster, it can be also done on hit level. While the pthester-search is a
two-dimensional one, the hit-cluster-search is lineangisnly element numbers
instead of position.

The analysis software used at the Forschungszentrunhdisies this variation, be-
cause pixel-clusters were not expected at the design plidse program. This is
why neighboring hits are merged instead of neighboringlpixe

This feature was adapted for the new analysis package. Edittelusters, neigh-
boring hits (element numbers) are searched, also takingaictount the element
number jump for the circular detectors at element numben+d.

The hit-clusters shape and TDC is taken from the hit with tiEOQveighted po-
sition of the participating hits and for the new QDC the indial ones are added.

3.10.4 Tracking algorithms

As already mentioned there exist more than one way to idetratks depending

on collaborator. The algorithm used at the Forschungszengiiilich was used as
a starting point, but the others were implemented as well th&prompt tracking

the different algorithms produced output, that was verylsmalifference, so the

version with the highest efficiency was used.

On the other hand the Vee-tracking, searching for neutekygs, showed some
differences.The two remaining versions: the Suspectsdsgeh and the Pixel-
search have been compared. The Pixel-search, being a brate rhethod was

considerably slower than the Suspect-Vee-search, butfficeercy was higher.

The resolution was comparable.

Prompt Tracking

The tracking routine used in this work is derived from thetimeiused in the Jilich
Analysis Program. There are several assumptions made:

e The tracks originate in the target, so one point of the dttdige is fixed
already: the target (0, 0, 0). This assumptions is valid foprampt tracks
due to the definition of prompt tracks.

e The second point to pin down the straight line is the centex stiop-pixel
(in the Julich Analysis Program this is fixed to Quirl, Rirgarrel and a
special angular range of large Hodoscope pixels; in thidyaisa Quirl-,
Ring-, Barrel- and Micro-Strip-pixels are used).

In this version, nothing so far distinguishes the pixelspse has to supply the IDs
of the pixels, which are to be stop-pixels.
The procedure is: There are some main differences betweeoriginal version
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Algorithm 3.5 Prompt tracking algorithm used in Julich
for all stop pixelsj of typei do

line — (pixeg‘f‘f”‘er) — (origin)
for all detectorsd and elements € d do
distance— line to volume 4
if volume is hitthen
takeelementqy
else if distance< max— distanceand distance is smallest for aél in d
then
takeelementy
end if
end for
if Nhits < Ni min then
reject track
end if
if Xﬁne—fit < Xﬁmaxthen
reject track
end if
end for
sort tracks by?
eliminate too close tracksi(< 0may) Or tracks with too many shared elements
sort tracks byd

and the derived version that is used in this work: Most pataraere not built in,
but provided by the algorithopparameter passed during initialization: IDs of pixel-
types,Ncommon diStnax, Njmin, X j,max@ndamax as well as an array of detector-ids to
search hits for.

Suspect search

The tracking algorithm described above has one major flassspeed. The most
time consuming operation is the hit-point-calculation lué straight line with the
volumes. Many accelerations for this operation have beer despecially in the
geometry package, also including distance estimationkfge distances. But the
biggest problem remained: the number of hit-point caloomat

The new idea was to do the hit-point calculation not for ev&gment for each
track, but to do it once, asking the detector overall shapelwdlement most prob-
ably would be hit by the line. Allowing for a specific deviatiin element number
(supplied for each detector and each biasing pixel) thediitt calculation is now
done but only once.

Next step was to define essential detectors, like Start esechat have to be on
a track, for the track to make sense. The search for thesatiedsietectors was
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done first. If one was not found, the track is rejected.

For some detectors it may not be possible to define a suspactidn. Some may
have every single element read in from file, some shapes maytha suspect-
method not correctly implemented for a certain stack-typelements. Here it
is possible to have the algorithm do a conventional searchhis special sub-
detector.

With this modifications the speed was increased by a facttemfwithout notice-
able difference in output.

Decay Tracking / Vertex Tracking

There are two kind of unstable particles, charged and reates. For the neutral
particles, the interesting decay channel is the one intoctvesged particles. This
enables one to make some assumptions: There are two cheagiesl that intersect
somewhere outside the target and that are in plane withtettand their point of
closest approach. And the point of closest approach mustdavnimum distance
from the target dmin) to be distinguishable from prompt tracks. The following
routine takes advantage of the coplanarity of the decayephdth the target. This
routine is also derived from the Julich Analysis Program.

The prompt tracks have to be calculated beforehand, bethissmutine rejects
decays that have too many hits in common with prompt trackise facks are
sorted ind as the prompt tracks. Here also the parameters are takentlfrem
algorithm.parameter instead of using hard-coded values.

suspect V-search

As described in 3.10.4 also the Vee-search adapted fronmtigsis software used
at the Forschungszentrum in Julich is creepingly slow.H&osime modifications
as for the prompt suspect search were made here.

pixel-search

Adapted from the analysis software in Dresden, this tragkiutine is a brute
force method. Here any two pixels are combined and form ths bf a track.
Additional pixels close to that line are searched. Then ameht search as for
the suspect-search is done to find other elements on the #asingle line Fit is
applied. Tracks too close to prompt tracks, with too less dittoo highy? of the

fit are rejected.

Then any two tracks are combined to find a vee. There are lonitthe distance
of the tracks to each othemn), x>-values of the combined fit and the coplanarity
with the target to get a neutral decay into two particles.
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Algorithm 3.6 Neutral-decay tracking algorithm used in Jilich
for any combination of stop-pixelsand j with i £ j do
defineplaneastriangle(Parget—center P, Pj)
for all intermediate pixel& do
if distanceplane— P < dmaxthen
take pixelk
end if
end for
for all stored intermediate pixelsdo
for bothi andj do
search elements dine;/;; = (R}, R)
if Nffis ., > Niia then
keepline;
end if
end for
end for
combine any twadine; x andlinej y to a ¥
if NS > Niin and XZee iy < Xmaxand distancévertex— target) > dmin then
take {Vsmalles)(Z
else
no 4/ for this combination, |
end if
end for

3.11 Reaction recognition

Reaction recognition is perhaps the most interesting datieoanalysis, at least
from the physicists point of view. Many reactions have défaly tight restrictions

on the properties of the tracks, defined by the kinematictiotions of the reac-
tion. Most stringent case is elastic scattering of two iskahtparticles. Here the
kinematical restriction on the tracks, the angles and thecitees is hardest.

As mentioned in the documentation (see sec. D.3.12) théeaadound are stored
in the TEvent-structure. The reaction recognition doesea testing for these
footprints itself, but passes this point down to the reactiasses themselves.

3.12 Graphical User Interface

The Graphical User Interface (GUI) is designed to help thgsigiist manage the
incoming data, the detector setup and the algorithms tladitlsth used on the data.
The user selects the order in which the algorithms are appdi¢he data and can
watch histograms during analysis. After analysis he caplalsthe results, fit his-
tograms, apply cuts.
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This is programmed on the basis of Qt [47], to use the SIGNAd-8LOT mech-
anism Qt provides and above all, the designer with its Gegbtiser Interface to
produce the widgets (windows).

With typeCaseversion 2 also the graphical user interface of the softwamime
very well structured.

An important feature of version 2 is the compatability botithvQt3 and Qt4, that
makes at some points the code hard to read but also providesyhgortability and
backward compatability.

There are:

main window that manages the file-IO for the parameters as well as the othe
windows/widgets. All special features that are native ® ginaphical user
interface are launched here

help widget a simple window based on an HTML-viewer, that allows to brews
through the help files

parameter widgets to modify the parameters of the analysis, see sec. 3.12.1

analysis widget here all parameters for the analysis come together to pediod
view the analysis. Selected algorithms as well as selecies have to be
passed (and are passed via the main window) to this module.(@widable
root-) canvas the event pattern/histograms/trees candvendr

view widgets these widgets perform actions like simulations, kinfit drcegncy
and acceptance corrections. Usually these parts of asalysidone in sep-
arate programs, but fdypeCasethese very different functionalities have
been included.

utility widgets and dialogs

3.12.1 Parameter-widgets

The parameter-widgets (see parameter-package sec. Idw)aaparameter to be
displayed and/or modified (figs. 3.7, 3.8). The list widgatpldy a list of param-
eters. This exists for the following parameter-types:

e run_parametey beamTimegparameter

e elementparameter material parameter
e shapeparameter

e detectorparametey reaction parameter
e algorithm.parameter

e paint.parameter
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As list widgets there are two defined for algorithms, onetapdy display the algo-

rithms and one to sort them for analysis. Run and beam-tirdgets are organized
into a data-basis-widget and detector-, material- andsstisfs are combined into
a setup-widget. The complete set of parameter-widgetsidiey dependencies is
shown in fig. 3.9.

Mame Start A Mame wedge
D 15 =
—Properti
M Element |12 = roperies
= 1 inner radius
Stacktype |1 =
outer radius
Material EC404(wedges) - 6
% Circular detector 0.523599 angle between edges
1 thickness
0 0 19.715 | center of front
-"‘ 180 180 |1 nermal vector
a0 -10.5 1 lower phi edge

Figure 3.7: Widget for editing and displaying a detector andin (b). For more
pictures see sec. D.7

3.12.2 Utilities

Utility widgets are small, useful widgets, that are alsadiseother programs. They
are packed into a separate library and can be linked to amy ptbgram. There is
a widget, that manages three floating-point values, usefyddints and vectors in
three dimensions. There are dialogs for single values,tagers, floating-point-
values, a single string, 3D-vectors/-points, and a whottoreset. There is also a
dialog that asks for a single widget, the user can interatt,wi.g. a parameter-
widget.

Unfortunately the developers at Trolltech ( [47]) removee tlass QWizard at the
transition from Qt3 to Qt4 with a remark of the type “if you wdn have it do it
yourself”. The clasfQMyWizardas result is also in this library. Last but not least
there is a stack-widget combined with a combo-box, whereuger can define
which widget is shown by the selection of the combo-box.

To edit the properties that come from various root-objewidgets for Input/Out-
put for fill-, line-, marker-, text-, axis-, pad- and histagn-attributes as well as
a colored button including a root-color selection dialoyendeen createdAg-
tributeWidget AAttributeWidget ColorButton ColorSelectDialog HistoWidge}.
Since the root-clas§QtWidgetprovides no real signalQCanvasWidgethas been
declared for easier use. For division of canva@esdeDialogcan be used to ask

45



" MyDialog <@pipc56> <

Name [ MC elastic Juelich ] | Type File-name

Beamtime [Oc‘t 04 MCs |,] 0 {users! scrl_pedff pion/ ehr...
6 /home/ pion/ ehrhardt/ anal...

Type [ |v] 34 Jusers/ scr1_pe73f pion/ ehr...
129 /home/ pion/ ehrhardt/ anal...

Number [ 4000 ] 257 Jusers/ scrl_pcB5/ pion/ ehr...

Description 513 Jusers/ scr(_pcB5/ pion/ ehr...

[%] calibration files

Start [1/1700 12:00 Amt =

Stop [1/1700 12:00 ant =

[] setup-file

{ 0K l [ Cancel ]

(@)

Figure 3.8: Widget for editing and displaying a run . For mpicures see sec. D.7

for the number of divisions in x- and y-direction.

Qt-utilities

Some of the most used commands that have been changed froto Qta are
redefined in a small utility unit, to reduce the number of poepssor commands
in the actual code.

3.12.3 Install-wizards

For easy installation of additional algorithms and shapdgpeCase meta-code
has been generated that inserts the necessary commandsakesfiles, header-
files, the analyzer-code files and, if necessariypeCasecode-files (see sec. D.5).
The parameters — filenames mostly — can be handled with twallatton wizards
(fig. 3.10), that also do some kind of rough consistency check

Having specified the installation parameters once, theybearaved to file and
reloaded in a later session or can be passed along togetitetheicorresponding
header- and code-files for easy exchange of algorithms lketwevelopers and
users.
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| paint parametef paint | paints| | analysis-widge}

/
| algorithm parametef— algorithm|—| algorithm-ordet

| reactionparametef—[reaction]

| detectorparametef_>
| shapeparametef—>—> /

| material paramete|—[ material —[ materials

I — e
—

| elementparamete

| beamTimeparamete}

run_paramete

Figure 3.9: Dependency of the widget classes. First columaws the non-GUI-
parameter-classes as used in the parameter package. Smdomh shows the
single-parameter-widgets, third the list-widgets andttothe combined widgets.
The widgets filled in gray are directly accessible via themvandow; the hatched
analyser-widget is not included in this library.

3.12.4 |0-algorithm-widgets

A subset of algorithms is used for reading and writing datartd from file. For
easier handling these algorithms are not per se listed wlderithms, but come
with an own widget, that returns the parameter describiegatgorithm. They can
be selected this way along with reaction recognition andther selection in the
analyzer widget.

3.12.5 Analyzer-widget

The analyzer-widget needs the assignment of selected naralgorithms, that can
be passed —and are in the castypeCase- using the Signal-and-Slot-mechanism
from the data-basis-widget or the algorithm-widget.

The main part of the analyzer-widget is covered by a canves,dan show the
event-pattern, information about a current event, a hiatogor a tree, that are
filled during analysis (fig. 3.11).
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_ Check Culs <@pipc56> _’:_

Constructor

ATrackTreelnputiint@ evtNrIn, intf runMrin, inté trifn, TTrack™ trackin, int& numTrackIn, int maxTrackln, int numDetsTn, int™
numHitsin, TCalibHit== hitIn, int™ numPixin, TPixel™ Pixin, bool& readinvalid, const algorithm_parameters param)

Available Variables A e ok S— S
Variable type Eefl param algorithm_par... eventgetEvent... algorithm_parameters:
param algorithm_parameter readinvalid  bool& event.getRunM... bhool&
event TEvent Fixn TPixel™ event getTrigger() TPixel™
event.getEv... int numepixin int= tracks inr=
event.getk... int hitin TCalibHit== “numberOfTra... TCalibHit==
event.getTr... int numHitsin -~ int= event.gethaxN... int™
setup TSetup B numDetsln it setup gethum...  int
number0f,..  nr= maxTrackln it numberOfHits  int
numberof... e numTrackln  int& calibratedHits int&:
number0f,.. e trackin TTrack™ numberOfPixels TTrack™
numberof... int™ triln int& pixels int&
numberof... nt* runirin inté readValid int&
raws TRawHit™ (] evirin inté& param int&
calibrated...  TCalibHit™ B2
[1 |int|  take
| Help Back | | Next | | Cancel 1

(@)

Figure 3.10: Screen-shot of some widget of the install-wdgaGo to the picture-
gallery (sec. D.7) for more pictures.

The left bar controls the analysis, usimit, to initialize algorithmsstart or step
to run analysisstopto halt the running analysis, finishing the current evéngl
to finalize analysis (necessary e.g. to close fileg)pto receive some help on the
widget, algorithmsto add input-, output- or reaction-recognition-algorithend
viewto select the display type in the aforementioned canvas.

The bottom bar shows the status of the analyzer (initiaJinéithing, stopped, . ..),
the number of events to be analyzed per step and the numbeleoted runs.

3.13 User and developer guide

see section. 4.

3.14 Note on root

Initially it was planned to derive all classes from the roaté clas3Object This
would have provided writability to root-files and usability the command-line-
interpreter CINT. But this was omitted, when serious proiden the construction
of the root-framework became visible.
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Figure 3.11: The analysis-widget, showing the controldngton the left and the
display of the currently analyzed event (pp-elastic-ecait)) as a point-projection
of the hit detector elements (detector-ID is color-codeda root-TCanvas in the
center.

First of all the memory management was reprogrammed owvimghe newand
deleteoperators. This may have been a reasonable idea in the fins geC++-
compilers, but meanwhile doing so is for a long time no mograpriate since the
compilers memory management is good.

However the aforementioned operators were redeclareass elembers afOb-
jectmaking it impossible to privately or protectedly inheribrfin this class.

The actual implementation of the root memory managemedsl&aserious prob-
lems concerning portability of code (what may work on one imrae may fail
completely on an other), large programs (memory is someatimefreed correctly)
and polymorphism which was made impossible due to the ashyaémentation
of TStorage

After many unexplainable segmentation faults, the deperelevas removed and
surprise: it works now reliably. But the problem remains fioe root-defined
classes. It is strongly recommended that the polymorphisatufe is not used
with root-classes.
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Chapter 4

Guides

4.1 The very short User Guide

4.1.1 Getthe program

Download the zip file atttp://www.pit.physik.uni-tuebingen.de/
“ehrhardt/KTOF/download/typeCase.tar.bz2
Unpack the file using

> tar --bzip2 -xf typeCase.tar.bz2

Prerequisites

You need one of the following configurations:
| configuration 1| configuration 2

compiler: gcc version 3.x 4.x
root-library version | <5.18.x >5.18.x
Qt version 3.X 4.x
Boost any will do

Environment variables Next, you need to set a number of parameters necessary
for the compilation process. These are mainly path varsloBwhere the individ-
ual variables are located:
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| Variable | meaning | default
CDIR where is your compiler
LD_LIBRARY_PATH | path including all directories for shared lips
PCCODE identifier for your computer
KTOFPACK typeCasepackage directory
BOOST_ROOT Boost main-directory
BOOSTINCLUDE Boost-header directory $BOOSTROOT/include
BOOSTLIB Boost-library directory $BOOSTROOT/lib$PCCODE
QTDIR where is your Qt
QT_VERSION Qt-version
QT_INCLUDE Qt-header directory
QT_LIBS linker command for Qt-libraries
ROOTSYS where is your root distribution
ROQTLIB root-libraries $ROOTSYS/lib/root
ROOTINCLUDE root header directory $ROOTSYS/include/root

You certainly need the directories for your libraries, lkeost $BOOST_ROOT),

Qt ($QTDIR) and root ROOTSYS) and since the variables are native to the li-
braries, they may already be set. The include and libraryspatre added since
you can specify these paths to be different from the defallies during the in-
stallation process. The version of Qt (“3"—"4") is necegstor the generation of
the meta-objects of some of the widgets.
Use the$PCCODE variable to identify the machine you are doing the compila-
tion on, with this you can make libraries for different configtions in the same
base directory: th& PCCODE will be appended to the name of the object- and
executable-files. This can be the value store@HOST, you can even leave it
empty if you want to compile only one version of binaries.
To be able to choose between different compilersf@BIR variable was added if
you want to use the default g++-compiler use

> which g++

to see where it is located and set the path-vari@QlBIR accordingly.
$LD_LIBRARY_PATH (but | recommend havingKTOFPACK too) is the only
variable that is important to have at run time. Else you wbe'table to execute
the program. Like the variabl$PATH it contains paths separated by colons and
may already be set to some value; append the library pathsadtBroot, Qt and

typeCase

When you extracted the tar-file, there is a filpeCaseVariables.inincluding the
definition of the needed variables for bash (for shell you méledsetenvinstead
of expor). Open the file and edit the variables; save them for later Tigee (for

bash)

> source typeCaseVariables.init
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" Type Case <@pisrv3> -2

Compilation

Go to the package directory tfpeCasehere you type

> make FIRST

With this command, the packages will be compiled; this m&g tsome time.

Then you go to thgui-directory and type again

> make INSTALL

There you are.
4.1.2 Start typeCase

> typeCase$PCCODE

File algorithm data-basis geometry shapes

Databasis
and
Calibration

Analysis

Geometry

programmed by K. Eh

Analysis program, formerly known as Tof2004

rhardt

Algorithms

View

= — @ I

of the analysis. The “save”,

If you start it for the first
time, it will create a new direc-
tory in you$HOME-directory:
.typeCase
If you need some help on
the widgets or the reference-
documentation of the classes
of typeCase use thehelp-
button.

Clicking on any button on the
main-window will open an in-
dependent window, you can
work in different ones in par-
allel.

The menu is mainly for file-
management, here you can
load and save the parameters

save as” and “load” commanderr® the complete
data-base of that type, so with “load” you will load a comeldifferent data-base
from file, omitting the previously used (so take care to haseve”d it before). If
you want to add a single parameter from a file to the existirig-tlase, use “add”.
Also the installation-wizards (sec. 3.12.3 and Appendi¥)[are accessible here.
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The Data-Base

Clicking on the button labeled

" MyDialog <@pipch6> < 2 “Databasis and Calibration”,

Name  [MIC clastc Juslich ) e — | the c_iata—basis-wi_dget opens,

Beamtime [ Oct 04 MCs H| ° pusers] st pedlplony ... s_howmg the defined beam-

Tpe | | rusersiserl_peraspionsehr... | | times and runs. The runs are

Number (200 J = ensr s pessimionse. | | equipped with check-boxes, so

Description " et it you check one it is marked
for analysis.

) Calibration files With a right-click you access
the context menu, that allows
you to inspect (read-AND-

s (101200 A =) write) the selected run/beam-
;”;emp_ﬁt”mm:mm = time, to delete the selected

: B run/beam-time or to create a
new one.

- MyDialog <@pipc56>

Name [Oct 04 even ] Description
Month Year

[10 [2] (2004 E

Setup-file

[:'Paclsd!." data/ detectors/ detectors_oct04_dresden.data l E]

Calibration files

fusers/ datal2/ pion/ ehrhardt/ tofPack2/ data/ total_calibration/ cuts_gde.data
fusers/ datal2/ pion/ ehrhardt/ tofPack2/ data/ total_calibration/ pedestal.data
fusers/ datal2/ pion/ ehrhardt/ tof Pack?/ data/ total_calibration/tdcfactor.data
fusers/ datal2/ pion/ ehrhardt/ tofPack2/ data/ total_calibration/tdeoffset.data
fusers! datal2/ pion/ ehrhardt/ tofPack2/ data/ total_calibrations zbarrel. data
fusers/ datal2/ pion/ ehrhardt/ tofPack2/ data/ total_calibration/ cuts_quirl.data
fusers/ datal2/ pion/ ehrhardt/ tofPack2/ data/ total_calibration/ cuts_ring.data
fusers/ datal2/ pion/ ehrhardt/ tofPack2/ data/ total_calibration/ cuts_barrel.data

0K l [ Cancel
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The setup

Access the setup by clicking

X Setup-parameter <@pipc56> ol x| on the button labeled “Geom-
" Detectors | Materials | Experiment | Shapes | etry”. This window has four
| Detector | Name | Start A =| wame | wedge | tabs.

B Qi1 S 5 The last one contains the

~ Properties

3% Quirl R NElementsl 12 -

1 nings kel imeradis 3 ||| defined shapes. Here you
Hden Mateial [ poa0swedy ]| Outer radus (16 i can view the defined shapes,
5 ] Girulr detector anglebetween edges 02558 ||| | their properties and the way
\fi smallHodao X = thickness [1 | . _
[] smallHodo ¥ e e [D_||D_||i??' they Iook I|ke When pIOt

[ | smallHodo D el Sl il | ted

\;I Hodo X normal vector |L”_i|L”_i|1_| . -

e i lower phiedge [0 |105]1 | The tab called “Experiment”

=
2
o
v
=
i
o
(]

shows the settings for beam
and target.

In “Materials”, the materials

of the detector-setup can be
viewed and modified.

The first tab shows the de-
fined detectors. A check-

mark can be added to detectors
in the list; selected this way,

the checked detectors will be
drawn in the lower canvas.

| Barrel Front Wed m1£ 161037 2mn |
| Barrel Back

Setup-parameter <gpipcit= 5

I_Detectnrs | Materials | Experiment i Shapes | In the upper part of the win-
Material Name |BCA0d(spirals) || |Element |Mas.E |E dow, the current detector is
;‘mtunsl . speed of Light [d] |F! szinti 5.62184 3.4 dlsplayed and can be changed
traw-Filling B — here
BC404(wed. .. i 3 S .
EeT e || DRty (g/em?l (119 Right-clicks on the lists open
Br4odibarrely | ||| Active material pop-up-menus, enab”ng add|ng

of items and removing items.
Make sure, that you saved
the modified setup before you
start the analysis, because the
setup is read from file ac-

O D ol ™ cording to the file specified
: : for the beam-time or run.
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| X setup-parameter

=Bl x|

(]
]
]

i iy
=
=

[+ ]

Detectors Materials | Experiment I Shapes l
Shape Name [spiral T
strawtube
cylinder ~Properties
ring < 5
fiber innerradius
al outer radius
wedge-cone
wedge angle between edges

thickness
bending
center of front
normal vector

lower phi edge.

p——

Description
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The algorithms

Algorithms =@pipc56=

Algorithm

LB W-Line Track search
|- Post Tracking

[ Apply Signal Run Correction
Apply Signal Run Correction

=l Calibration

| readin

|| Teufel Correction

[®] Read Hits rom tree
Read from simple tree
|3 Calibration

[ Get the hit-shapes

[ Read Tracks from tree
[ Write Hits to tree

(%] write Tracks to tree

Pixel/ Tracking

HitCluster generation
Hodo pixel

Hodo pixel 3 lavers
Mycro-strip pixel
Quirl pixel

Ring pixel

Barrel pixel

Line Track search

i- Fixel Tracking

[ Farticle speed
[®] Reaction recognition

Histogramming

[®| Compare data Generation

Else

plane.

taken.

close to the plane. Out of these pixels tracks are
searched with a secondary vertex point close to the

The angles of the tracks have to be able to add
up to the primary track.
As for the assignment of the hits in the detector

to the track, two modes are possible;

-1If the enveloping shape of the detector-elements
in the detector is regular, hits around a suspect
element (taken from volumeShape;suspect()) are

-Every hit element of the detector is checked.
If the assumed line is close enough this element

pixel: essen... (0, 0, 0)

|
is used, This method is slower than the other one! lvD"I
Parameters
Name Value Type ]
use onty el...  true bool
do projecti... true bool
max numb.., 1 int
min # elem... 13 int
max eleme... 1 int e
max Distan... 10 float
maximum ... 15 float
max angle... 005 float
max Distan... 2 float
pixel stop-1Ds (0, 1, 2) vector<int=
pixel min#... (7,7, 6 vector<int=

vector<ints

2

=

Algorithms

X OrderSelection-parameter <@pipc56>

=lB) [x

Input Algorithms | Output Algorithms | Reaction Recognition ]

Read Hits from tree
Calibration
HitCluster generation
Hodo pixel

Hodo pixel 3 lavers
Mycro-strip pixel

This algorithm calculates the pixels out of
two or three elements for the Quirl
detector, which has one wedge like and
two archimedian spiral like elements, one
left and one right bent.

Ring pixel
Barrel pixel
Parameters
Mame Value Type
Farallel pro... false bool
Special pro... false bool
Originfor ... false bool
Target for ... false bool
Use time di... false bool
Correct lig... false bool
Triangle ap... true bool
projection... 0 point3D
point of pr... (0, 0, 33000 point3D

g
i

:

The button labeled “Algo-

rithms” opens the algorithm-

window. On the left there

is the list of all available

algorithms, here — as with
the data-basis — a check-mark
means that the algorithm is se-
lected for analysis. On the
right, the current algorithm

is described including the pa-
rameters, ready for modifica-
tion.

At this point the algorithms

are not sorted in any way.
You cannot really do that here,
though enabling them in the
right order may help.

The sorting

Having now edited and saved
the detector-setup, chosen the
runs to analyze and the al-
gorithms to use, we can now
proceed to the actual analysis
by clicking on the “Analysis”-
button.

On the bottom you can see —
on the very right — the num-
ber of runs you chose in the
data-basis-window. The color-
button on the left is still red
(uninitialized).

Before you go ahead and ini-
tialize the analysis, let's first
bring some order into the se-
lected algorithms. So click on
the button “Algorithms”.

In the window that opens you can see the selected algoriti8akect one to see
(and modify) its parameters on the right side. To move itkctia the description
and type “u” for up, “n” for down and “d” for un-select. As yoweghaps noticed,
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there is no input-algorithm so far. Let's change that bykitig on the “input Al-
gorithms” tab and choose one of the input algorithms fromcthabo-box on top.
Click on insert, when all the parameters fit. Do the same foputalgorithms.
Then check again for the sorting of the algorithms. You doe¢ed to close the
window to proceed.

The analysis procedure

On the left of the analysis

X Analysis <@pipc56> /ol x] window, you see the control
wedaumis1szsos 20 || yttons.  Press “init” to ini-
tialize analysis. You cannot
— run an un-initialized analysis,
as well as you cannot stop
) a not running analysis. En-
\\ ter the number of events to
- do in one step in the line-
edit on the bottom of the win-
dow.
The button on the left of the
: bottom line shows color coded
the state of the analysis. Red
e | SRR AIB is uninitialized, green is ini-
[s)[: - s tialized but not running, yel-
_ _ — . low is running. If you final-
_ \MiewSelection-parameter =1 . .
Genms: | Faint | & |vame |starts I |Ze,.the button will turn red
Tracks = s m ]| 2ean . .
= o B After analysis you should fi-
Hodo-3 - ' nalize the analysis-engine us-
S S ing the “final™button.  This
Quir will cause important last-mi-
P nute-stuff to happen, like clos-
[ Divice | e ing files, generating calibra-
~display-type ——————— | Micro Ring tion constants (only if calibra-
O rething o tion-generation was selected
Wt small Hodo D as algorithm) or simply free-
S EE{:EF:::: icnagle (;nemory that was allo-
() tree Ring A '
() histogram RingL. o
Ring § =
Cwirl B )
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Viewing the progress

To see such an event-display as shown in the picture on thsitkf, you click
on the “Watch”-button. An other window opens. Select a paéle& what to
watch. If you want to view a histogram or a tree-branch, youeha select it af-
ter initialization. Again no need to close the window, youa change it at any time.

Corrections, Simulations and Kinfit

Generating these nice plots as seen in this work, the plottingine has been added
to the software recently, as well as the simulation and samdementary kinfit-

engine.
To access these, go to the Main-Window and press the “Viawttbh.

Frihug 10 14:21:48 201 | 581 10 Golarl

e s [| debug-mode
= 60) & )
. i - Sl
En £ [Car s
@] E ‘. £ 3 beam momentum [Gev]
oW ag- +*** oy o LS |
o & i
3 chizeut
L A= /"/.) 7
20— ’»’ S Reactions
L8 g pKLambda )
L . Golor-sets |
gt a0 Palette
! (E:M C—

| raw data.

Draw factor

proton\Theta
proton:iphi

protoniibeta

proton:E
protonicos(ITheta_{Ch])
proton‘ibeta_[CM}
proton:E_{TH}
Kaon:Theia

Kaoniphi

Kaonibsta

KaonE
Kaonicos(Theta_{CM})
Kaon:beta_{Ch}

|1
draw-option

il ||

Color [

Width “ =2

L e
|
GColor | o

syle |0

s PrintPx |
\Lambda’Theta i “ > | T |
Lambdaiphi = | = — ‘
; " lT Style | kFullCircle < | LaTeX ]
\Lambda\beta ~ [ e

-style and -size, draw-option).
The central part considers the plotting of the data. The tqueet of this column

is dedicated to the color-schemes of the data-sets, as sviieadraw-option and
the relative size of the set (data is always 1). On the top yuselect between
the two paint-modes (color and monochrome, though you csmwse colors for
the monochrome-draw) and switch on the debug mode, wherdatdlsets are
drawn with factor 1, not only the specified ones. You can $pexcits and a beam-
momentum, essential if you are reading from tree- or datétr In the center of
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Corrections and plotting Se-
lect the “Corrections”-tab at
the upper part of the widget.
For the purpose of perform-
ing corrections and displaying
the data nicely, you define dif-
ferent data-sets: raw-data for
uncorrected data, corrected-
data, different simulations like
phase-space or model simula-
tions, simulations that passed
a virtual detector and ef-
ficiency (simulation-through-
detector over pure simula-
tion). Each data-set will need
at least one input-file (spec-
ify histogram-files, files with
track-tree-format, PreCutTree-
format or ascii-dat-format) and
how it should be displayed
(line-, marker- and fill- -color,



this column you can select between the different reactipady Each reaction type
defines different graphs, so take care that — especially iftodram-input — the
input files match the selected reaction.

The left part of the widget is covered by a canvas to draw taplyg and a list to
browse through the list of available histograms. On thetragtge, you have the
control buttons:

e Files: Here you open a window that displays the files you can readrin f
each data-set

e Save Save the file-names and color-options to file.

e Load: Load file-names and color-options from file.

¢ Init: Define the data-structures and read input-files. For hiatogiles this
is rather fast but it can take a while for the tree- and datfus, since the
histograms are filled event-wise, also applying cuts.

e Final: Clear the data-structures again to read other data froer dites or
perhaps change to a different reaction type.

e Picture: Draw all histograms with the specified colors and plot mades
directory of your choice.

e LaTeX: Produce aAIgX-file, that includes all plots, previously plotted into
a specified directory. The file is not fed through thgK-engine, you will
have to do that yourself going into the specified directony asinglatexand
dvipsor dvipdf
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Simulation Select the “Simulations™tab at the top of the widget.

_ lypeCases03 s@pisiva> &

| Corrections |

decay:

Simulations |

maxevents | 21000

acid decay [

N(1650)
N(1710)

remove decay

PROTON
KACN +

add decay ]

LAMEDA

21000

PROTON |0 o

add decay. I

remove decay |

PROTON o [0

| 3.081

The right part of this wid-

get is filled with controls: set
the number of events to sim-
ulate, the initial system and
show the currently simulated
number of events. The but-
ton “initialize” initializes the

simulation engine asking for
the type of output you want

| to have (you can also have
PreCutTree-format if you se-

PROTON
FION -

lect a reaction type). “Final-

[

add decay

| ize” will save the simulated

events to file. “generate” starts

| cos(theta_cm[2])] """ |

-
=)
=1

ErT TP I TP T I e

the simulation. Since the sim-
ulation will run in a different
thread you can stop(“Stop’-
button) the simulation before it
reaches the maximum number
of events.

Track-tree
@ PreCufTree

O Histogram

Draw optien

On the left side of the wid-
get, you see the simulated par-

tree->Draw(..) | cositheta_cm(2])

ticles. Top-level is the decay of

the initial system. It frames the particles it decays in. Batop part of the frame,
there are two buttons enabling you to add or remove part{desning a menu).
Below that, there are the modifications to the phase-spa&ighty every event re-
ceives: You may add resonances (Breit-Wigner-like) or F8tate-Interactions.
This is followed by the particles. If one of these particlesnon-stable, you
may add the decay of this particle into some other partichste: There is no
consistency-check done whether the masses of the deciglgsais smaller than
that of the decaying particle or whether charge or leptomimer for example are
conserved.

On the bottom there is a canvas and an input line. If you speocitlid tree-branch
to draw, it will be drawn to canvas.

4.1.3 Command-line-typeCase

The command-lingypeCase(or cl-typeCase) is quite small and easily compiled:
go to thecl-typeCaselirectory and type

> make

For a faster performance use the command
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> make STATIC

Since the packages, the program depends on, were alreagylednhe pro-
cedure is finished rapidly.
The program takes some command-line arguments, type

> cl-typeCase --help

to see which.
The parameters “a”, “d” and “m” define the parameter-fileslfierused algorithms,
the data-basis and the materials. Select a run with “r’, gibbbyou should enclose
the parameter and the name in quotes, especially if the nan's contains blanks.
Alternatively you can specify a file containing the nameshaf tuns (“runs”, one
line per run name).
“n” sets the number of events to analyze, itis 1 by defaultpédsses a start entry
number to input-algorithms, that support this feature. d¢fines the number of
threads the analysis shall run with (defaults to 1), dond o®re than you have
processors in your machine.
“0” specifies the path where output-algorithms write thdedito.
With the options “local”, “local-directory” and “nonLocalou can ask the input-
and output-algorithms to copy input files to a local diregtato the analysis lo-
cally and copy the output files back. Most input-algorithrfesan-up their copies
afterwards, but it pays to check.
Use the “paint™-option to generate a post-script file with gnojected event-pattern
of the analyzed events, but use this option only for a smatilmer of events, the
file will grow very large else. The options “H” and “I” providgou with additional
information about the analysis.
All parameters can be specified using the command-line, lsot wusing the file
“analysislnit.init” in the current directory. An exampleaybe

> cl-typeCase --H --I "--r=elastic run" --a=algorithms.da ta
--o=out-directoryf/first- --d=beamTimes.data --m=mater ials.data
--n=1000000 --nonLocal

Progress file The analysis-program will write a file to the directory “/dgvm/$USER
if it exists. In this file it will save the progress of the argify This directory was
chosen, since it doesn’t exist on disk — all files will be dedebn a reboot —, it is
much faster than writing to disk. And since the file is justa feundred bytes in
size no matter how much you analyze it won't fill up the memory.

Parameter files
There are three parameter files necessary to run an analysis.
1. A data-basis-file; here the defined beam-times are savededeh beam-

time, there exists a separate file with the runs for this beara-
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2. A material-file containing the defined materials.

3. An algorithm-file; here the algorithms that are going taused on the data
are described, in the right order. Only algorithms with teeused-flag will
be considered.

The detector-setup will also be read from file, but you camspetify it separately.
It comes with the data-base, where for each beam-time thp-§igd-name is saved.
All these parameter-files are ASCII-files — human-readdidiest values are named
and therefore easy to identify.

Fortunately you won't have to write them all from scratch lmugself. typeCase
did that already for you. Especially for the data-basis drdrhaterials it is best
and much easier to use the Graphical User Interface to défneeicessary param-
eters for the runs and materials. Later-on, as experienser you can open the
parameter-files with an editor (like vi or emacs) and modifg tontent, for the
runs, it is rather easy. Use the complete data-base as ingdudpecify a run name
for the analysis.

For the algorithms, use the “save analysis algorithms” mémat is accessible as
pop-up-menu in the algorithm-order-widget from the aniakygdget. Here you
can save the current algorithm-set to file. Starting witls file you can easily
modify the parameters if necessary using the editor of yaur choice.

4.2 The extremely short developers’ guide

You are a C++-programmer and you want to extendypeCaseanalysis-framework.
You are welcome to do so.

You are a FORTRAN-programmer and you want to include an atgarto the
typeCaseanalysis-framework. Please proceed to sec 4.2.2.

You are a C-programmer and you want to extentyipe Caseanalysis-framework.
You are welcome to do so, though you will have to learn somgthibout object
oriented programming first.

First you have to decide what you want to do

Modify an existing shape
Modify an existing algorithm
New detector-shape
Interface to black-box/library
New algorithm

Create Install-log

Apply Install-log
GUI-Maintenance
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Class 4.1Class definition of class volumeShape.

class volumeShape:public basshape

{

protected:

vector3D res;

private :

float maxDist;

public:
volumeShape (string n="undefined”);
volumeShape (const volumeShape &s);
virtual “volumeShape ();
virtual volumeShape getClone ();
float getMaxDistance () const;
void setMaxDistance (float value);
virtual float getFlightPathinShape (const sLine3D &ling)
virtual Vector HitParams(const sLine3D &line);
virtual Vector Hitting(const sLine3D &line);
virtual Vector HitParams(const planeShape &shape, pont®rigin);
virtual volumeShapexgetNext(int times, int stackType);
virtual volumeShapexgetEnvelope (int times,int stackType);
virtual int suspect(const sLine3D &line, int stackType);

}

4.2.1 Shapes

The shapes come in two different types: the volumes and tn@aplshapes. The
volumes are mainly used to express the shape of a detectatertar-element,
while the planar shapes are mainly used for the projecteel-ghapes. This re-
flects the interface of the two types (see class definitiohadd 4.2).

The volumes need the copy constructor as well as the cloratidmn The func-
tion getFlightPathinShape(jeturns the distance between entrance- and exit-point
(needed forAE /dx-calculations). The functionklitParams() Hitting() and sus-
pect()are needed for tracking purposes and return informationitaibe hit of a
line with the volume (for more information see D.2 and theerefice documen-
tation in [23]). Though not shown here, | recommend to defing implement

a constructor taking a shajparameter to define the properties of the volume. If
you want your shape to be drawn to a root-canvas, you will haw®/erwrite the
function(s)Draw().

The planar shapes define a plane in which they exist. Thappbint of the plane

is always the center-point defined in the base class blaape; the normal vector is
defined in planeShape. The planar shapes define a numbemnef gmints and an
area-calculation-function. They return the shagaeameter containing their prop-
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Class 4.2Class definition of class planeShape.

class planeShape: public bashape
{
protected:
vector3D normal;
float circRadius;
public:
planeShape (const string &n);
planeShape (const shapmarameter &description);
virtual “planeShape ();
vector3D getNormal () const;
void setNormal(const vector3D & v);
plane3D getPlane () const;
void setPlane(const plane3D &p);
virtual int getNumberOfPoints () const;
virtual point3D getPoint(int num)const;
virtual float area()const;
virtual float angularRangehi(const point3D &origin=point3D (0,0,0),
const vector3D &zDirection=vector3D (0,0,1))const;
virtual float angularRangeTheta(const point3D &origin=point3D (0,0,0)
const vector3D &zDirection=vector3D (0,0,1))const;
virtual vector3D distancePlane (const plane3D &p);
virtual vector3D distance(const sLine3D &line);
virtual float circumscribedRadius () const;
virtual shapeparameter description()const;
static shapeparameter getDescription ();

erties. Also a static function is defined that returns theperttes of the shape
into a parameter. The distance calculating functidis¢éancePlane()distance()
angularRangeTheta()andangularRangePhi() are of importance for the tracking
process.

Modify an existing shape

If you want to modify an existing shape, simply go to “$KTORER/shapes/in-
clude”, here you find the header files of all existing shapd® dode files are in
“$KTOFPACK/shapes/src” and are named as the shapes butvar lcase letters.
Here you can modify the shapes functions, but take careythekeep in mind the
definition of the shape in general!

64



New detector-shape

The creation of a new shape needs the modification of quite dies, including
a make-file, an additional header-file and the “getShape’-filyou don't want to
do it by hand, use the install-wizard lbypeCase This does not implement the
actual shape for you, but helps you to insert it into the fraoré.

Class 4.3A new plane-Shape class example.

class myNewShape: public planeShape

{
protected:

/I put here your new variables
public:
myNewShape ();
myNewShape (const myNewShape &shape);
myNewShape (const shapparameter &description);
myNewShape( ... necessary parameters ...);
virtual “myNewShape ();
virtual planeShape getClone ();
virtual shapeparameter description()const;
static shapeparameter getDescription ();
virtual int getNumberOfPoints () const;
virtual point3D getPoint(int num)const;

virtual float angularRangehi(const point3D &origin=point3D (0,0,0),
const vector3D &zDirection=vector3D (0,0,1))const;

virtual float angularRangeTheta(const point3D &origin=point3D (0,0,0)
const vector3D &zDirection=vector3D (0,0,1))const;

virtual vector3D distancePlane (const plane3D &p);

virtual vector3D distance(const sLine3D &line);

virtual void Draw(const point3D &eye, const plane3D &plane
vector4D« boundingBox, int IColor, int fColor=8,
int fStyle=1001)const ;

virtual void Draw(const point3D &eye=point3D (0,0,0),
const plane3D &plane=plane3D (point3D (0,0,1),vectordD,0,1)),
vector4D+ boundingBox=NULL, TObject*xident=NULL, int IColor=1,
int fColor=8, int fStyle=1001)const;

//put here the necessary getter and setter methods

s
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planeShape Define your new planeShape as in class definition 4.3. Defime th
properties, like some corner-points or vectors as “prettcor “private”, define
constructors and destructors in the shown pattern (defantructor, copy-con-
structor(s) and the normal constructor), define paranusitiers.

Most importantly: overwrite the distance functions, that fit your shape!
Overwrite theDraw() functions to provide painting functionality to root-casva

volumeShape Define your new volume shape as shown in example 4.4. Define
the constructors and destructor (default- , copy-congiragc normal-constructor)
and the description parameter-getters.

ThegetClone(), getNext() andgetEnvelopejunctions are very important. In the
getNext()function, you define, how out of one shape a neighboring oiiebe
generated.

Overwrite the hit-point-calculating functiomsitting(), entrance() distance() Nor-
mal(), HitParams() suspect(andgetFlightPathinShape(or the use in tracking.

If you want the shape to be drawn, overwrite i@w()-functions.

Important  For the implementation, use a new file in the $KTOFPACK/sk&ge/-
directory. Use the reference documentation [23] to helpwitkr the implementa-

tion in the source file.

If in doubt, how you should implement something, open onehefdther shape-
source-files — best something with a rather similar shapepy the code to your
file and use it as a starting point.

If the new shape you have in mind resembles an already defivagmb sthink about
inheriting from that shape. Perhaps you can extend thethlresisting shape to fit
your needs.

4.2.2 Algorithms

In class definition 4.5 there is the class-definition of tresslAAlgorithm, the base-
class of all algorithm-modules. It is derived of the classhjot [47] to enable the
SIGNAL-and-SLOT-mechanism. Apart from default- and caopnstructor and
destructor it has a name-getter. It defines methods to vettisstogram- or tree-
pointers, if defined, for external viewing (see sec. 4.1 e staticgetDescrip-
tion()-method returns an algorithmarameter, that defined all necessary variables
and the description of the algorithm.

The most important function is thocess@method.

Modify an existing algorithm

There exist the following major modification-types
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Class 4.4Definition of a new volume.

class myNewShape: public volumeShape

{

protected:

//put here your new variables

public:

myNewShape () ;

myNewShape (const volumeShape &s);

myNewShape (const shapparameter &description);
myNewShape( ... necessary parameters ... );
virtual “myNewShape ();

virtual shapeparameter description()const;
static shapeparameter getDescription ();

virtual volumeShape getClone ();
virtual volumeShapexgetNext(int times,int stackType);
virtual volumeShapexgetEnvelope (int times,int stackType);

virtual Vector Hitting(const sLine3D &line);

virtual point3D entrance (const sLine3D &line);

virtual vector3D distance(const sLine3D &line);

virtual sLine3D Normal(const sLine3D &line);

virtual bool cut(const fiber &f);

virtual Vector HitParams(const sLine3D &line);

virtual Vector HitParams(const planeShape &shape, pointdrigin);
virtual float getFlightPathinShape (const sLine3D &ling)

virtual int suspect(const sLine3D &line, int stackType);

virtual void Draw(const point3D &eye, const plane3D &plane
vector4dD« boundingBox, int IColor, int fColor=8,
int fStyle=1001)const;

virtual void Draw(const point3D &eye=point3D (0,0,0),
const plane3D &plane=plane3D (point3D (0,0,1),vectordD,0,1)),
vector4dD+« boundingBox=NULL, TObjectxxident=NULL, int IColor=1,
int fColor=8, int fStyle=1001)const;

//put here the necessary getter and setter methods

I

Modify a parameter: this can be done online, no need to change the code or to
recompile. Use the Graphical User Interface to modify thaupeter or edit
the algorithm-parameter-file to give the parameter thereesialue.
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Class 4.5The definition of the class AAlgorithm

class AAlgorithm: public QObject

{

private :

string name ;//!

public:

AAlgorithm (string n);
AAlgorithm (const AAlgorithm &a);
“AAlgorithm ();

string getName () const;

virtual

virtual
virtual

virtual
virtual

void xprocess (voidptr);

vector<string>histogramNames ();
TH1« histogram (string histoName);

vector<string>treeNames ();
TTreex tree(string treename);

static algorithmparameter getDescription ();

s

Modify the defaults for a parameter: Go to the algorithm-source file and there
to the implementation of the constructor. Here you can adchange the
defaults of a parameter. You will have to recompile.

Add a parameter: Go to the algorithm-header file. If there has already been de-
fined a variable to hold the new parameter, proceed, elseedafirew vari-

able.

Go to the algorithm-source file. Assign the value of the nerapeter to the
variable.

Recompile the algorithm package AND the analysis packagedgd be-
cause header file changed).

Don't forget to edit the algorithm-parameter-files to add tiew parameter.

Change the behavior of an algorithm: Go to the algorithm-source file and change
the implementation of thprocess(method.
Recompile the algorithm-package.

Add a function: Go to the algorithm-header file and add the function to thescla
definition.
Go to the algorithm-source file and implement it.
Recompile the algorithm package AND the analysis packagedgd be-
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cause header file changed).

Change the amount of data the algorithm receives:Go to the algorithm-header
file and modify the constructor-definition according to thedified needs:
e.g. add TPixel* pixels, int &numberOfPixelprobably you'll have to add
or remove variables.
Go to the algorithm-source file, apply the modifications &lee to the con-
structors implementation and change the code to fit the newgifggation.
Go to the algorithme-init file of the analyzer. Change the-aatl of the algo-
rithm according to the modifications you made for the cormstnu
Recompile the algorithm package AND the analysis package.

Interface to black-box/library

Let's say, you have an algorithm defined by somebody else.ortinfately this
algorithm was not defined in thigpeCaseframework, but as FORTRAN-, C-
or C++(other thartypeCasg-algorithm. You have some library or black-box-
function, but the interface has a valid specification. Soysithe following steps:

1. define a new algorithm as in class definition 4.6

2. define the constructor to get the necessary variableshiik for calibration,
hits and pixels for pixel calculation, hits, pixels and kafor tracking, tracks
for after-tracksearch-calibration, etc.

3. use the constructor to initialize the data structuresbibly pointers or
arrays), copy the parameter values to class-variablesairtialize your
black-box, if necessary.

4. theprocess(Imethod is the place to put the actual conversion between the
typeCasedata-structures and the input into your black-box. Rurryback-
box and copy again the outcome to thpeCasedata-structures.

5. use the install-wizards to insert it intgpeCase

New algorithm

If you want to implement a new algorithm,

e you better first take some pencil and paper and put down somes about
it:

What shall it do.

What data does it need.

Will it need information from time to time (e.g. like switalg to a new run)
Define the algorithm on paper in some kind of pseudo-code.
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Class 4.6Definition of a new algorithm

class AMyNewAlgorithm: public AAlgorithm
{
Q_OBJECT
private :
I/ class variables
public:
AMyNewAlgorithm (... needed parameters ...,
const algorithmparameter& param);
virtual “AMyNewAlgorithm ();

virtual void xprocess(voidptr);

[lvirtual vector<string>histogramNames ();
[l'virtual TH1x histogram (string histoName);

/lvirtual vector<string>treeNames ();
[lvirtual TTreex tree(string treename);

static algorithmparameter getDescription ();
signals:

public slots:
virtual void onNewRun(runparameter &run);
b

When you are ready, define your algorithm as shown in clasaitiefi 4.6. The
tree- and histogram-functions are not essential, so youreedd to overwrite them
if you define histograms or trees that you want to be seendmutsihe analyzer
(sec. D.1) defines signals, that can be caught by the algoriing the SIGNAL-
and-SLOT-mechanism. If you define signals or slots you wilvéhto add the
“Q_OBJECT” macro on top, don’t do it, if you don't need it.

When implementing, | recommend you to start with geDescriptionQmethod.
Here you can insert, what you put on paper before. Descritz thie algorithm
will do and what it will need for it. Define which parametersvitl need.

Then go to the constructor and implement the initializatidke copying the para-
meter-values to member-variables and initializing refees.

Immediately after the constructor you should implementdstructor, freeing the
allocated memory. Do it now, you'll perhaps forget it later.

Implement the algorithm in therocess@method. For more complicated algo-
rithms it pays to modularize the process by defining meminectfons to do recur-
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ring or coherent parts in a separate block.
Use the install-wizard to insert the algorithm inypeCase

Class 4.7Definition of the QAlgoritmDefineWidget, the base-class lo¢ 1O-
algorithm-widgets.

class QAlgorithmDefineWidget: public QWidget
{
Q_OBJECT
protected:
QPushButtonxinsertButton;
algorithm_parameter ap;
int ID;
bool islnput;
public:
#if QT_VERSION < 0x040000
QAlgorithmDefineWidget ( QWidget parent = 0,

const chak name = 0, WFlags fl = 0 );
#else
QAlgorithmDefineWidget ( QWidget parent = 0,Qt:: WindowFlags f
#endif

"QAlgorithmDefineWidget ();

int getlD ()const;

void setlD(int v);
signals:

void insertClick (algorithmparameterxa, bool inputAlgorithm);
public slots:

virtual void resize(int w, int h);
virtual void resize(const QSize &s);
virtual void resizeEvent(QResizeEvente);
virtual void setRuns(vecto«run_parametes> xselectedRuns);
protected slots:

virtual void OnlnsertButtonClick ();

I

Input-output-algorithms  Some of the algorithms are not for processing data,
but for reading data from file or electronics or to write it igkdor other devices.

In principle these algorithms are in no way distinguishdiben any other algo-
rithm, but for the use in the Graphical User Interface, they teeated a tiny bit
different, when it comes to selection. They are not listetthwie other algorithms,
but you can select them in the ordering-window (see se@}.1.

If you are adding an |O-algorithm, you probably will need @rdlgorithm-widget

for that. It has to be derived from QAlgorithmDefineWidgefa&s definition 4.7)
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Class 4.8Definition of a new |O-algorithm-widget.

class QAMyNewAlgorithmWidget: public QAlgorithmDefineWget
{
Q_OBJECT
protected:
[l for each parameter you need an input widget
void languageChange ();

public:

#if QT_VERSION < 0x040000
QAMyNewAlgorithmWidget ( QWidget parent = 0, const char name = 0,
WFlags fl = 0 );
#else
QAMyNewAlgorithmWidget ( QWidget parent
#endif
“QAMyNewAlgorithmWidget ();

0,Qt::WindowFlags f = 0 );

public slots:
I/l slots to copy changed parameter values to the algoritharameter
}

like in this example 4.8.

For each parameter you will need an input widget: check-®daeboolean, line-
edits for floating point, integer and strings, 3D-inputs ¥ectors and points, list-
boxes for the vector-types and AlgorithmDisplays for trgoaithm-type-parameters.
For each input-widget you will need at least one slot, toltdihe changes in the
properties, the user performs. Copy them directly to thesiiidd variableap.
Don't forget the connections for these slots. You don’t havéree them, if you
define them as children of the widget, Qt will do that for you.

Use the install-wizard to insert the widgets inypeCase

4.2.3 Install-logs

The install-wizards give you the possibility to insert aifums and shapes into
your copy oftypeCase | really recommend using them for you may easily forget
some file where to make changes and I, myself am using them.
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Create Install-log

To create an install-log, go to the main-window and selemtinfthe menu either

“algorithm”"install algorithm” or “shape”™“install shze”.

Algorithm

The first page already asks you for the install-log, omits ftvathe moment and
select the category and the information about being |Orélgu.
Page two displays the algorithm-parameter that will be ddéwethe algorithm.
On page three you provide the files of the algorithm. Firstogdtfe header file and
select the algorithm you want to use. Then add the sourcs)filééu will be asked
if it should parse for a description. If you defined tpetDescription@method, say
yes here. If you go back to page two you will see the changes.
Page four shows connections and call-frequencies. Heregmeonnect the slots
you defined to the signals the analyzer provides.
Page five makes you define the assignment of the availablablesito the con-
structors parameters as you will need for the initializagiwocess.
Page six is the finish page. If you proceed on finish, the algorivill be installed.
But you want to save an install-log first, so after having mted the wizard with
all information, you go back to page one and click on the “w&autton.

Shape

For the shapes it works as for the algorithms. The instgHHox is defined
on page one, but you go through the wizard, supplying allrinfdion about the
shapes files, parameters and the way, it is created out ofpe plamameter. Then
you go back to page one and create the install-log.

Apply Install-log

Applying the install-log is rather simple. There are two wayirst, you choose
either “algorithm”—*load install-log” or “shape’—‘loachstall-log” and specify the
name of the install-log file. Secondly you can open the ikstedard and click
on page one on the “read’-button for the install-logs. Thaywou can still see
and modify the parameters before you click on finish on thiedage to install the

component.

4.2.4 Plotreactions

Another part is the filling and drawing of histograms for adfie reaction. Most
of the functionality has been formulated in a very genera},walependent of the
type of reaction. But some things remain, that have to bermedwery time you
define a new reaction-type. Fortunately you can copy modtfodm an existing
one.
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As for the algorithms and shape you'll also here have an atishrase class, that
defines the general functionality, derived classes defiaeahction specific func-

tionality. The base class is calledaction typeand the class definition is shown
in secs. D.4 and D.5. These are the methodswon't have to modify. But they

are using methods that are strongly reaction dependentasd you will have to

implement in your derived class.

Your derived class can look like class definition 4.9.

You will have to implement the following methods, each ofrthéefined virtual:

. int* getIDs()

. float *getMasses()

. void setBaseUse()

. vectokstring>getCutNames()

. string makeComment(bool use[20], int nCuts)

. void fillCuts(writeOutStruct &stru, int cuton, int nCutbool *cuts, float

*masses, bool converged)

. void getStrings(string strings[20], bool use[20], intan, float* masses)

8. void qualityFill(THL1F*** histosl, TH2F*** histos2, wiieOutStruct &stru,
int which, int cuton, int nCuts, bool *cuts, bool use[20],dtdmasses, bool
converged, float weight=1)

9. void observablesFill( TH1F*** histos1, TH2F*** histos&vriteOutStruct &stru,
int which, float weight=1)

10. void addDrawingLines(histoStackl *h1, histoStack2,*fhoat *masses)

11. void setHistoPropertiesDefault(const momentum4Dp&itmomentum)

12. bool leafToStruct(TLeaf** leav, writeOutStruct &strmnomentum4D &cms,
momentum4D &inM, momentum4D moment[4][4], momentum4leid],
momentum4D Pcms[2][3], momentum4D Jmoment[2][3][3], nerrtum4D
jbm[2][3], float *mass,int id[4],vector3D &IDir)

13. bool leafToStruct(TLeaf** leav, writeOutStruct &stmmnomentum4D &cms,
momentum4D &inM, float *mass,int *id)

14. bool trackTreeStruct2WoStruct(trackstruct &tr, e@utStruct& stru, mo-
mentum4D &cms, momentum4D &inM, float *mass)

15. void event2Pstruct(istream &input, writeOutStruct@&dks, const momen-
tum4D &initSystem, int *particleids)

16. void setTexFile(texFileMakeup &makeup)

OO0k, WN P

\l

For a reference see Appendix D.6.6 or use
http://www.pit.physik.uni-tuebingen.de/"ehrhardt/KT OF/.
Important again is the initialization of some variablestia tonstructor:
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fN2D
fN1D
fNparticles
fNangles
fNmissingMasses
fNinvariantMasses
fkinfitNdF

HistogramDefinitionDefault

HistogramDefinition

number of 2D histograms

number of 1d histograms

number of particles

number of angles to store for PreCutTree-format
number of missing-masses to store forUPfe€e-format
number of invariant-masses to stor@feCutTree-format

number of degrees of freedom for kinematic fit

=new histoProperties[fN2D+fN1D]

will be deleted by base class

=new histoProperties[fN2D+fN1D]

will be deleted by base class

But best advice | can give is to copy the source file from a edlaeaction and
change the code to fit your needs.
In class definition. 4.9, you can see the example definitiamsaple plot-reaction
including only the essential functions.
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Class 4.9Definition of a plot-reaction-class

class examplereaction: public reactiontype

{

public:

examplereaction ();

“examplereaction ();

virtual intx getlDs ();

virtual float xgetMasses ();

virtual void setBaseUse ();

virtual vector<string> getCutNames();

virtual string makeComment(bool use[20], int nCuts);

virtual void fillCuts (writeOutStruct &stru, int cuton,
int nCuts, bool xcuts, float xmasses, bool converged);

virtual void getStrings(string strings[20], bool use[20]
int cuton, floatx masses);

virtual void qualityFill (TH1F«*x histosl , TH2Rx*x histos2 ,
writeOutStruct &stru, int which, int cuton, int nCuts,
bool xcuts, bool use[20], floatxmasses, bool converged,
float weight=1);

virtual void observablesFill (THl&x* histosl , TH2k*xx histos2 ,
writeOutStruct &stru, int which, float weight=1);

virtual void addDrawingLines (histoStackXhl, histoStack2xh2,
float xmasses);

virtual void setHistoPropertiesDefault(
const momentum4D &inputmomentum);

virtual bool leafToStruct(TLeaf« leav, writeOutStruct &stru ,
momentum4D &ems, momentum4D &nM, momentum4D moment[4][4
momentum4D inter[4], momentum4D Pcms[2][3],
momentum4D Jmoment[2][3][3], momentum4D jbm[2][3],
float xmass,int id[4],vector3D &lIDir);

virtual bool leafToStruct(TLeafx leav, writeOutStruct &stru ,
momentum4D &ms, momentum4D &nM, floatmass,int xid);

virtual bool trackTreeStruct2WoStruct (trackstruct &tr,
writeOutStruct& stru, momentum4D &ms, momentum4D &nM,
float xmass);

virtual void event2Pstruct(istream &input,
writeOutStruct& tracks , const momentum4D &initSystem ,
int xparticleids);

virtual void setTexFile(texFileMakeup &makeup);

b
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Chapter 5

Measurements

The measurements analyzed for this work were recorded iob®@cR004 with the
COSY-TOF-detector (see fig. 2.10(b)) at the Forschungezendilich.

The measurements were dedicated to the search féf thg -particle, with a posi-
tive signal reported in several publications ([43], [4480] ). To serve this purpose
the beam-momentum was chosen to i#3GeV/c translating to a beam-kinetic-
energy of 2.261 GeV. A closer look at the data revealed thidoesam momentum
Poeam= 3.081GeV/c andEpeam= 2.282GeV. At this energy thé*-resonance was
expected to show up in the center of the invariant mass loligioin of the reaction-
products proton anils. However no positive signal could be derived from the data,
but an upper limit to the cross-section [44].

5.1 Detector setup

For this experiment the detector setup of the 3m-version ahasen, including
Start (sec. 2.2.3), Micro-Strip (sec. 2.2.4), two Hodos=o(sec. 2.2.4 and 2.2.4),
Barrel (sec. 2.2.5), Quirl and Ring (sec. 2.2.5). For detsdle Tables in Appendix
E.

Unfortunately for the particle identification the caloritee was cut off for that
measurement due to missing QDC-modules.

5.2 Trigger

In collision experiments the wanted reaction is seldom tbetrabundant one. Also
the beam intensity and target density give a reaction rateigHar too high to be
handled by the Data AcQuisition system (DAQ). A selectios twetake place even
before recording, to enrich the data with the wanted reactio

This is the task of the trigger system. It gives a positivenagigvhen the hits in
the detector show a desired pattern. For elastic scattrisgvould be two hits in
a stop detector and two hits in each layer of start. This ieda multiplicity of
two in both start and stop detector. For the reactign— pKsZ ™ the pattern looks
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as follows: the proton passes the detector generatinglsignall layers — one in
each start and stop —, tBeé — decaying with a decay length of 24.04 mm — gives a
signal in start and the charged one of it's decay productssgivsignal in the stop
detector; theKs decays with a decay length of 26.84 mm gives no signal in start
but its charged decay products’(t) give two signals in the stop detector. The
trigger was set to have a multiplicity of 2 in start and a npliktity of 4 in stop.

For calibration purposes there was also a two-track triggetched on but with a
pre-scaling of 400.

These trigger conditions were not only met by the reacppn— pKs=* but also
by the reactiompp — pK*A with both proton anK™ traversing the detector; the
K* without decay (decay length fé&&" is 3712 mm). This gives two start and two
stop signalsA is neutral, so there is no signal in the start (decay lengtf @8n)
but its charged decay intort (64%) gives two signals in stop fitting exactly into
the trigger. Unfortunately, considering the luminosity iorother words, the time
between the individual proton beam-bunches, the gatetéostop detector were
set too long leading to a mixing of events. If in two succeg&iaam bunches inter-
actions took place with the target and there were two traaek,ethere were stop
signals fed into the trigger-system for each of the fourksamut, since the gate for
start was considerably smaller, only two signals for thet statector. This gave
rise to a high amount of recorded elastic interactions angdleipion production
events within the data even with the hyperon trigger.
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Chapter 6

Calibration

The data acquisition system of the detector returns raw tzaaindicates which
detector element has generated a signal and provides iafimmon signal-am-
plitude (QDC) and timing (TDC). These QDC and TDC values aflivdred as

integer values that have to be converted into more suitaidecamparable units
like — as used for this work — nano-seconds and GeV. This esinrealong with

the decision which signal is a valid one is called calibmatio

The following procedures have to be applied:

e Before tracking

— Apply cuts in QDC and TDC

— Convert QDC to energy

— Convert TDC to time

— Apply a walk-correction to the time-information

e After tracking

— Correct the time-information for the run time of the sigmathe mate-
rial
— Apply a pulse height correction
e After particle identification

— Do a quench-correction

6.1 Common calibration

In spring 2005 the TOF-collaboration agreed on a well-deficedibration method,
a common set of calibration parameters and a common file tdiondistribution
of these parameters. The following formulae are from thieaigpent:
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tcounter= Of fsetpc— ((TDC+rnd) * frpc —walk—tinpetector) ~ (6.1)
A
— Fmea

Ecounter= (QDC_ Pmean) * fQDC (6.3)

The valueOf fsetpc[ns], frpc[ns], Alns], B[channels],D[ns], PneadChannels],
fopc[GeV], TDGign[channels], TDGgw[channels], QDGign[channels],
QDCGCow[channels] are calibration constants. They have to be mi@ted for ev-
ery detector element separately and will not be given as qeAqlix to this work
(~1400 elements< 11 constantsx 500 runs = too much numbers). But the
calibration-data-basis can be retrieved viatipeCasehome-page ([23]).

In the first calibration-step the following steps are done:

teounter = Of fseﬁ' DC(event-numbey — ((T DC+ I’I’]d) * frpc—wal k)
A
lk = D x| DC-PR
MK S QD Ppea B T 0 +109(QPC Finear
Ecounter = (QDC_ Pmean) * 1:QDC

Here, also cuts are applied, setting hits as invalid, when@BC- or TDC-value
is not within certain limits. The QDC-cuts are to cut away #ueecalled pedestal,
which is in fact the noise the detector and its photomuéiyireamplifier produce.
There appear signals, with a Gaussian distribution in pdsght, that do not cor-
respond to any real hit.

In an experiment, there were always certain runs, that dettoe noise of the
detector-system. These distributions are fitted and onkespplready during the
experiment a threshold on the voltage, to suppress thispedeand record only the
real signals, with higher energy. However, this pedestppmssion only some-
times works perfect, there can be a lot of garbage hits in #te, dhat have to be
cut away. On some channels however, the thresholds can fghtoditing into the
desired data; this has to be taken into account for simulgtio

For the TDC cuts, one has to consider, that it may be necessarge only hits
in a special time window for analysis. The TDC cuts in analysave been set
very wide for the stop detectors and+@c of a Gaussian distribution for the Start
detectors.

The other corrections are applied after tracking, when timeptete angular infor-
mation of the track is available. Here

tcountermod = tcounter— tinDetector

and

Ecountennod = Ecounter>|< 1:QDC(G)
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with tinpetector beiNg the time the signal needs to propagate from the gémerat
point in the detector to the photomultiplier for example dagdc (8) a function in
dependence d or alternativelyr, the signal run path to readout are applied. The
run-time-correction is only necessary for the detectorsrelthe timing-information
is recorded, namely Start, Quirl, Ring and Barrel, whera@&dras a correction due
to the pixel calculation, taking the mean of the TDC at botseof the element.
The Start detector has such a short run path for the lightthleacorrection lies far
below the timing resolution, leaving Quirl and Ring.

For the pulse-height-correction, the correction for that,fethat in wedge or spiral
shaped detectors the light collection is dependent on the pagle of the track,
this is done also just for the Quirl and the Ring detector. Ppammeters here
come as coefficients of a polynomial of the 5th or 6th orderhim distance-to-
photomultiplier, which is multiplied to the energy infortian. Since the QDC-
information is not used to gain energy-information on thdipke, this algorithm
is not applied to the data ([10]).

6.2 Beam time “October 2004”

The data of the analyzed beam-time was special in many risspg@ne of the big
changes compared to earlier and later periods of datagtakas, that a common
effort of the whole collaboration was made to analyze this dath respect to the
reactionpp — pK2=*. The main goal was to learn something about the penta-
guark particle®™, though this goal was only reached by giving an upper limit to
its cross-section (see [44]).

But nevertheless, the measured data contains a lot of evEtiie reactionpp —
pK™A to be analyzed for this thesis and a common set of calibrgggyameters
were generated to be applied to the data. This calibratioanpeters, along with
the formulae to apply them have been supplied by senior mendb¢he collabo-
ration and are also in this analysis applied to the data.

After initial difficulties this calibration worked nicelytdeast for the QDCs and
cuts, since the QDC values are not used to extract actuajiesdyut only to have
a binary switch whether a detector element was hit or not.o Ate problems
coming with the QDC-jumps in the Start-counter could be ected applying the
Teufel-correction (see sec. 3.10.2).

Unfortunately this is not the case for the TDCs. Being a Tiofd-light-spectro-
meter, timing and with it the TDCs are an essential tool angt ha be calibrated
as exact as possible to make sure that the errors of the exdnaglocities are min-
imal. Here the calibration parameters supplied by the bohation showed being
not sufficient.

Binning-correction seems to be constant over the wholegef data-taking, but
the offsets and walk aren’t. Drifts and jumps of the offsets be observed over the
whole period. A closer look at the hit pattern of the wedgepsldedetectors gives a
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hint to the beam direction and magnitude, that also changadgithe beam-time.
Soitis necessary to do a calibration based on the individuna{i.e. approximately
one hour of data-taking).

6.3 Geometry calibration

The geometry is crucial for the reconstruction of the tratlessmeasured particles
take through the detector. The better the geometry is defthedigher the recon-
struction efficiency, the better the resolution for the cliens of the 4-momentum
vectors of the measured particles. There geometry playsemmore important

role than the timing.

To define the geometry of the detector, two assumptions adema

1. The mean interaction point is the oridi®, 0,0),
2. The direction of the beam is along the z-af0s0, 1).

3. By general agreement, the x-axis is at nine O’clock whekitgy in beam-
direction.

With these assumptions the detector definition is done indteps:

1. Position in x-y-plane:
For any two particle reaction, thiedifference of the two patrticles is 180
Take a detector with a wide range n(here the 2-layered-Hodoscope de-
tector was used). Searching for a two track event meanshsegrfor two
hits in each layer. Combine these hits to pixels. Shifting ¢enter point
of the detector in x-y-plane also shifts the peak in Migedistribution. The
correct x-y-position can be found by searching the pointrertiiee peak has
a minimal width and a position close to 180

2. Position in z-direction:
As in step (1): take two-particle-events, use events ithclose to 180
fand plof[ the value\/m which_ co_rresponds to_thpvalue of the beam
in elastic events (see eq. A.24Y.is fixed due to fixed beam-momentum.
Modify the z-value of the pixel to fit the mean of tiygoeak to the specified
value.

3. Stacking order of the detectors in the tracking-region:

Take a pixel in Quirl or Ring. Connect the center-point okthixel to the

target to get a straight line. For each detector in the treckegion calculate
for each hit of the considered event the distance of the értbeé element’s
volume. Plot this distance versus element number. A lineargin this plot.

Ifitis flat at zero, the detector is in the right position, dfset translates into
a shift in direction perpendicular to the elements lengtklope translates
into a shift in z-direction. Take only z positions into acobin this step.
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4. Using the pixels from step (3), plot tiedifference of the Micro-Strip to
the pixels in hodoscopes verspiof the Micro-Strip pixel. Modify the x-y-
position to make the graph flat. Do the same for Quirl and Raspectively.
Plot theB-difference of the hodoscopes to the pixels in the otheratiets
over6. Modify the z-position to make the graph flat.

5. lterate steps (1) to (4) until there is no further modifimat

Note that a tilt of the beam-axis to the symmetry-axis of theedtor is not taken
into account!

The geometry of the detectors and their layers are at leasiafich of them given
by construction. This fixes the actual size. The positionaighment direction is
however not fixed a priori. By construction the three laydr®uirl and Ring each
are fixed on each other, as well as the two layers of the Staatide.

6.4 Walk-correction
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Figure 6.1: These plots are generated during calibratiocoagol plots. They
show preliminarily corrected TDC-differences [ns] in dedence of QDC [chan-
nels] for detectors QuirlS (a), QuirlL (b), QuirIR (c), RiBdd), RingL (e), RingR
(. The black line is a fit function. Its parameters are usgdrton for correction.

The walk occurs for small signals. For a signal to be recariddts to have a
height larger than a certain threshold. The moment wherththéshold is reached
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is taken as time. The fraction of the voltage-at-timing tétage-at-maximum is
different for small signals and large signals since theaaf@mtioned threshold is
constant. To compensate this dependency of time to sigigtitthe walk correc-

tion is applied.

Plotting the time [ns] vs. QDC-value, this dependency casden and fitted with
an appropriate function.

There are a lot of discussions of which function can be camsil as appropriate

tdzwsgde: det: 15 ell '
. n L

@ (b)

Figure 6.2: These plots are generated during calibratioooagol plots. They
show preliminarily corrected TDC-differences [ns] in dedence of QDC [chan-
nels], for StartA (a) and StartB (b). The black line is a fitdtian. Its parameters
are later used for correction.

and also whether a single TDC should be used for this purpbise.single TDC
has no real meaning in the experiment, but the TDC-diffexdratween two detec-
tors on a single track has. But taking the time-of-flight haiges the walk of two
detectors and the correction has to be done several tinmativiedy.

There are two possible constructs: tracks and pixels onhwthis calibration can
be done. The pixels in Quirl and Ring are unambiguous anckfiver timing is
considered within the pixel. The two Start layers are takemfa known track.
For Barrel it becomes a bit more difficult, since there exsily one layer that
is read out on both sides. Time-difference between fronttaak contains still
position information, but this can be determined beforelhamd subtracted for the
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walk plots. This leaves the following:

TDGY ~TDCYh —vs— QDGR

eft right eft
Q/R Q/R Q/R
TDGigne — TDGx  —Vvs— QDG

TDGstarta— TDGstarte —VS—  QDGCstarta
TDGstarts— TDGstarta —VS—  QDCstarts
T DCrarrelyaec — T DCaarreltron — tposition —VS—  QDCagarrelson
TDCrarrelrron: — T DCgarrelya — tposition —VS—  QDCaarrelaci

The applied procedure is:
o for all events

— for all tracks/pixels in the event
« fill the defined histograms for all (Start, bent Quirl/RingarBel)-
detector elements on track.
o for all considered detector elements

— produce a maximum histogram with QDC-axis.
— fit the maximum histogram with

+Cxlog(D+QDC)+E

fl _A
(@O ~ B+ QDC

— save parameter for next iteration.

Since the two bent layers of each Quirl- and Ring-pixel h&agesame signal-run-
time —canceling out in the TDC-difference— walk-corregtiocan be calculated
before the signal-run-time correction. For the straigheta the formula is:

TDGeft + TDGigh
et 2 ot —VS— QDCstraight

This uses both bent and straight elements. Here the signatalibration (sec. 6.5)
is needed and has to be generated before the — in this caseiterative walk
correction. The parameter after this last step are savedliasation parameters.

T DCstraight -

6.5 Signal-run-correction

The time the signal of a hit needs to come from the creationtpoithe detector
element to the element readout has to be corrected for. Tgrialds — in case of
the scintillators — the light-flight-time. In the wedge skdpelements it was found
that this time is simply the distance of the entrance poitihefparticle to the read-
out divided by the speed of light in the material.
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Figure 6.3: These plots are generated during calibratioooagol plots. They
show preliminarily corrected TDC-differences [ns] in degence of signal-run-
path [mm], for QuirlL (a) and RingL (b). The black line is theeasall correction
function. Do not feel disturbed, that the line does not ligamof the points. This
is due to the fact, that the plot contains already some ciiorec

As for the bent elements of Quirl and Ring the situation isseom linear cor-
rection is not sufficient. Here a distance-to-PMT(photdipliér-tube)-dependent
offset has to be applied. A fourth order-polynomial has eeind suitable.

This is done along with the walk-calibration, one step befbie straight elements
of Quirl and Ring are calibrated and once after.
The distributions that are fitted are

(T DGoent— T DCstraigt) —Vs— (distance-to—PMT)

6.6 TDC-Offset

The offset-calibration comes in two steps. The offsetbration is the last calibra-
tion step, so all other TDC-calibration-types (binning,IMyaignal-run-calibration)

are applied before the offsets are calculated.

In the first step the TDC peak positions of all elements arfteshio a common

value (500 ns is used in this work, but it doesn’t matter, eiitacancels out in

TDC-difference). Here the TDC of elements on known trackg{xels in the case
of Quirl and Ring) are used.

Drifts of the peak-position of the TDC with event-number guite common (see
fig. 6.4(b)), in some runs however, jumps in the TDC-baselsppen

(see fig. 6.4(c)). The jumps happen for all elements of akdets at roughly
the same position, but the height of the jump as well as tHe sldpe are quite
different. For some elements it almost vanishes. This tesulthe problem that,
if the time-of-flight is correctly adjusted for the first ewan the run, the time-of-

flight at the end of the run can be off by 10% or more. This canuszaome by

firstly introducing an event number dependent TDC-offsetgla straight line was
found to be sufficient, and secondly dividing the run intotisexs that have their
own offset-parameter-set.
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Figure 6.4: TDC distribution in dependence of event-nunglemord time) for runs
5042 (6.4(a)), 5115 (6.4(b)), 4543 (6.4(c)) and 5108 (§)4(due to the small
number of jumps and constant slope runs of these types caselefar analysis.

The second step uses events of the type pp-elastic, whanewatknown polar
angles the complete kinematic is known (eq. A.23) with evgint trestrictions on
these angles (egs. A.24). The routine applies tight cuthercoplanarity of the
two tracks (2) and the fulfillment of the elastics-condition. In theserggeseloci-
ties of the two protons can be calculated, with them the flgath and eventually
the time-of-flight.

The difference of the time-of-flight calculated from the EsyT OF,) is then com-
pared to the time-of-flight which is measureddF,). Out of this plotT OF, —
TOR;, two values can be extracted: the mean value of the Gaussipedidistri-
bution is the absolute offset of the stop detector to thet 8tgector and has to be
added to the offsets found in step one and secondly the widirecdistribution
gives the detector-time-resolution.
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Figure 6.5: TDC distribution in dependence of event-nunflezord time) for runs
(6.5(a)), 5112 (6.5(b)), 5120 (6.5(c)) and 4572 (6.5(dYnKof these types cannot
be corrected using the standard procedures due to the slméenof jumps and
the nonlinear behavior.

6.7

Calibration procedure

The complete TDC-calibration procedure is done in the Med\iIDCcalibration,
which is part of the typeCase analysis software. It perfdimdollowing steps (as
described above) and writes the result to text-file:

1.

2
3
4,
5

element-offset-calibration (preliminary)

. position dependence of TDC-difference in Barrel (praieny)

. walk-calibration iterative

signal-run-correction (preliminary)

. walk-calibration non-iterative
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signal-run-correction
position dependence of TDC-difference in Barrel

element-offset-calibration

© © N o

detector-offset-calibration
10. determination of the TDC-cuts for the Start detector

Several calibration steps are done repeatedly as the eferfiget-calibration, which
is necessary in the beginning to center the following catibn histograms or to
cancel dependencies in other variables. This improvesacgiisee sec. 7.7.2).

6.7.1 QDC-cuts

In the common calibration format there are four values defiioe the use of cuts
for each detector element. These parameterQ&€,, QDCigh, T DCoy and
T DGigh. A valid hit has to have a TDC betwed@DGCy, andT DGiigh and a QDC
betweenQDG oy andQDGCigh.

QDGiign is a very large number because all hits having a large eneagybe
counted as real hits. For the hits with small energy, somestuid has to be
applied, to suppress the noise of the detector. A small kigti&ely to be no sig-
nal at all. To record only a reasonable amount of garbagestiotds were applied
already during data-taking, and software-cuts for the QCevsupplied (one set
for the whole beam-time) by the collaboration. ThedeG-values should be the
minimum of the QDC-distribution, between the right tail bEtGaussian shaped
noise and the Landau shaped data-signal (see fig. 6.7). Batafter applying the
supplied software-cuts for most elements there remained @ Inoise. Unfortu-
nately the plots are far from being easily fitted and the skdpmount of noise,
distance between noise and signal, ...) quite differenthe@uts are supplied by
hand. Due to a drift of the QDCs of up to 100 Channels per wdwedse cuts are
to be generated run-wise as the other calibration are. Ontttexr hand some of
the elements had QDC-spectra where the threshold durirgtaking was set too
high and most of the signal was not recorded at all.

This was only done for the stop detectors, being track-defidietectors. For the
Start detector this was not necessary because the noisesssigp worked well.
The TDC-spectra of the Start detector are Gaussian shdpdfdre a cut can be
easily generated during the TDC-calibration-procedunitjing away side-peaks.
The TDC-spectra of the stop detectors are again Landawedhhpre we generate
only an upper limit at the steep side of the Landau-distidmjtcutting away side-
peaks. These are generated during the generation andaeletthe QDC-cuts,
which is essential for the Quirl detector, the side-peaksdoguite dominant here.
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Figure 6.6: Plots (a) to (h) show TDC-difference in depemgeof element num-
ber after calibration. The difference is taken between teigtboring layers of
detectors and should be (close to) zero. Plot (i) shows thigration plot of the
position of a barrel hit. The x-axis shows the TDC-differefetween back- and
front-readout, the y-axis shows the distance of the engrgioint of the track to the
front-readout. You can nicely see the linear dependencde:Nbe y-axis in this
case is given in cm.
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Figure 6.7: QDC-spectrum of the first element of the wedgeeatidayer of Quirl.
Clearly a rest of noise can be seen on the left side. The optimavill be at about
Channel 1200.

6.7.2 Parameters

The calibration parameters determined that way can be dadel as a zip file at
http://www.pit.physik.uni-tuebingen.de/"ehrhardt/KT OF/download/
parametersOct04.tar.bz2

The calibration files are in Common-Calibration-format.eTichive contains also

the beam-time-parameter file as well as the setup-definftierand the Teufel-
correction files.

6.8 Velocity corrections and error determination

6.8.1 Error determination

For a kinematical fit (Appendix. B) a determination of erricgecessary. This
is done, using Monte-Carlo simulations, that were passeuigin virtual detector

and later-on through the analysis-software in the same walata is. After tracks

and final (for MCs) corrections, the tracks are written to(#ec. 3.10.1).

Using this file and the purely simulated events (the oneswhaie fed into the

virtual detector) as input, the reconstructed events caas@gned to the origi-

nal events, the true values of the angles and the velocitiede assigned to the
measured values. With this assignment it is possible torgemelistributions of

the difference of some measured value from its true values@ tdistributions are
Gaussian in shape. The mean value of the fitted function sdsas a correction
value and the sigma value can be used as error for the kinsahfti

It is not sufficient to take errors only dependent on partisid property type, but
the errors are quite different for different parts of theed&dr. So a error-lookup-
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table has been implemented and generated, having erroesaédr particle and
property to fit dependent on polar andidor the directions an@ for velocities
(see fig. 6.8).

error and corrections fork | E ] Cemorand

@

Figure 6.8: Deviations of (8) (b)pand (cp for K+ from true values in dependence
of 6 (a,b) andB (c).

6.8.2 Velocity corrections

Unfortunately the corrections generated as describedcinés®.1 and the calibra-
tion with pp-elastic-scattering in the calibration roatimere not sufficient. So
an additional correction step was applied. Here both pgtielandpK " A-events
were used to cover the complete detector.

For pp-elastic the process was the same as in the calibratitime:

1. identify pp-elastic using coplanarity{¢, — @,| — 17(0.05) andy-elastic-cuts

(| Ve — Vealc| < 0.075)

2. calculate complete kinematic out of geometry using A.23

3. calculate velocities using= —L
i p?+m?

4. calculate time-of-flight usintp foac = %‘“

For the pK*A-events it is possible to calculate the complete kinemattcod the
geometry of the event, assuming thedirection as connection between primary-
and decay-vertex is sufficiently well known:

1. take exact track pattern: 2 charged prompt tracks, 1 aleddicay vee

2. determine momenta of prompt charged and prompt neusel tising mo-
mentum conservation

3. determine particle identity using energy conservatisingithe combination
that fulfills it best
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4. do a cut on energy conservation

5. calculate velocities using= —-

Ve

6. calculate time-of-flight usintp fcaic = %th

Then the point of entrance of the particles in the individsa#b-detectors is calcu-
lated, the time-of-flight difference of the previously adktedto f.5c to the mea-
suredto fheasurediS plotted in dependence of the distance of this entrancat poi
the detector readout. A fifth-order polynomial is assumedi féited to the profile
of this 2D-distribution.
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Chapter 7

Results

7.1 Simulations

After the analysis of the measured data including calibratiracking, velocity re-
construction and reaction recognition, the resulting speare still convolved with
the detectors acceptance and efficiency of both detectpomse and reconstruc-
tion. To get rid of these effects simulations are done.

First step is to generate events of the reaction to invdstigasually these first
events are phase space distributed. Then these partielésaasported through a
virtual detector generating simulated detector respolmbest case the output of
the simulation software is the same format as data. Therotliut is, together
with prepared (quite often dummy) calibration, fed into #realysis software. In
the optimal case the analysis software is unaware of thénasfghe events.

To get the efficiency and acceptance, spectra are genemtédth purely simu-
lated events and simulated events, that passed the vidteatdr. The ratio of these
spectra (purely simulated over passed virtual detectiog) correction spectra are
to be multiplied to the data spectra to get the efficiency amgptance corrected
spectra:

Hyata ... Data Spectra
Heim ... Simulated Spectra
Hme ... Simulated Events trough virtual detector
H
Hefficiency :H_n.*lc
sim

Hcorrected = Hdata / H efficiency

Fortunately the acceptance of the COSY-TOF-detectorherddrge and due to the
Lorentz-boost almost@are covered in the center of mass frame for the reaction
pp— PKTA. This gives the reason why it is mostly unimportant whichdkaof
reaction mechanism is used for the generation of the MomteGmulation for

the efficiency and acceptance corrections. Corrections baen generated for
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both phase-space-distributed events and a simulatioe tbahe one described in
sec. 7.2. The final spectra differ only in the parts of the speghere the relative
efficiency is rather low, which occurs only at the very edgespectra like co8°™.
Therefore the differences are negligible. Neverthelesssiiectra shown in this
work are corrected using the model-simulations and nottlasg-space distributed
events.

7.1.1 Simulation

The generation of phase-space-distributed events is dptieetGIN phase space
generator built into the GEANT simulation software. It geaies a random phys-
ical event of the specified type along with a phase space Wweigfterwards a
Laplacianly distributed random number is generated. Ifitkeht is smaller than
the random number, the event is skipped.

Instead of using the simple phase space weight, a modificatia be multiplied
to it, modifying the differential cross-sections. This da@ a resonance using a
Breit-Wigner-term (see sec. A.4) modifying the invariardsa spectra, a final state
interaction (FSI) or a propagator that also modifies the Emglistributions.

The internal GEANT phase-space-generator GENBOD is usiha icase of phase-
space distributed simulations and for simple cases likgtielacattering. For the
more complicated simulations an external program has beitemvthat generates
phase-space distributed events, using the ROOT phase-gpaerator TGenPhas-
eSpace. This program is written in C++ and therefore mucteetsread and to
debug. The events generated with this program are writtéite{s) and later used
as an input for the GEANT simulation program.

7.1.2 \Virtual detector

The virtual detector is a computer description of the prglgietector. The Fortran
based GEANT 3 package developed at CERN is used. The progaaroniginally
programmed in Julich, but further refined in the course i Work.

First step, after initialization of basic data structuriesto define materials. Then
the detector volumes are defined as active volumes, few slipgpatructures as
dead material.

Then the event generator is launched, generating a préyispscified number
of valid events. The particles generated for these everdgsransported through
the detector volume, taking into account the energy lossléstremagnetic- and
hadronic-interactions (the latter can be switched offiageof unstable particles,
until the particles (primary as well as decay products) #éreestopped or leave
the detector volume.

If some energy loss occurred in one of the volumes defined tagamlumes, a
timing and energy loss output similar to the output the BAQoduces is gener-
ated. This output is written to file. Also the generated phas are written to file

1Data AQuisition system
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with their 3D-momentum components and the patrticle ID. lbagtnot least there
are “track” files generated that record — apart from the geedrparticles — the
start vertex, the stop vertex, the particles ID and thedhitind the final momentum
of each particle processed in the course of the event.

Using track files of data, purely simulated and analyzed kitad events it is pos-
sible to determine the reconstruction efficiency and thenstuction resolution.
For the sake of precision the virtual detector has to be a®dlmthe real detector
as possible.

7.1.3 Calibration for Simulation

As mentioned above the output of the virtual detector is feed the analysis pro-
gram the same way as real data is. In the course of this asaysalibration is
applied. In the case of simulation a dummy calibration isliadpas usual in the
COSY-TOF-Collaboration. To have more precise results,-aalibration can be
applied to the simulated values to be able to apply the safifgaison constants
as for data.

Fortunately processing the whole procedure is not negessédready during the
event transport smearing is applied for the timing. Sinee@DC-signal is used
as a mere switch whether the signal is a valid one, an energyaiibration is not
necessary. This leaves us with the cuts. Cuts in data aress@geto suppress
the noise but they are always cutting away valid signals,etiones significantly.
To simulate the way the small signals are treated in data,fousimulated events
were generated by comparing the spectra of the simulateds@bDthe rest-QDC-
spectrum of data and choosing a value, where the relatigdnh@ompared to the
peak-position and -height) of the spectra is the same. Thoisedure can be ap-
plied after generating simulated events.

There are runs where some parts of the detector have redfiimbehey, that does
not depend on event-numbdé-angle, QDC, TDC or other values. To have cor-
responding events for this already quite large part of thasuesd data, this has
already to be taken care of during simulation. So the sinoniatode was altered
for a number of simulated events to reduce the efficiencytferappropriate parts
of the detector.

7.1.4 Background

Since any measurement involves not only the desired remabtib also other so
called background reactions, that have track-patterniairta the one of the stud-
ied reaction, these background reactions have to be siedutatmake an estima-
tion on the background content of the real spectra and toegivadficiency estimate
of the applied cuts.

Studies for background reactions have been made and tHesrasulisted in table
7.1and 7.2.

The main background however could not reasonably be sisuitateven reason-
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reaction o [mb] simulated events track-pattern after cuts
Data 3046587 662765 34869
pp— pKTA || seesec.7.4 8000000 611208 381308
pp— pKT0 0.005 500000 10356 100

pp— pprt T 25 500000 1728 5
pp— pprem 1 500000 472 1
pp— pprP 3 500000 271 0
pp— pnt" 15-16 500000 109 0
pp— pnitt @ 4 500000 238 0

Table 7.1: Simulated reactions in phase-space distribuBxpectation of contam-
ination in the data-set.

able estimated: The background due to event-mixing. Audised in the trigger
section (sec. 5.2), the gates of the stop detectors weresddrig, which made
it possible, that a lot of originally two-charged-track eteewere mixed with a
previous two-charged-track event (e.g. two succeedingfielavents or a single
pion-production-event and an elastic-event). This bamkgd was reduced with
tight cuts and a kinematic fit.

7.2 Simulated Resonances and Final State Interactions

Previous studies ( [41]) show, that in the energy region @frgst mainly thre®l*-
resonances contribute. Dominantly visible is Byg resonancéN;,,, with a width

of MN1710= 100 MeV . But there are also contributions from tl&g; resonance
Ng50 With a width of 1650 = 165 MeV, the Py3 resonanceéN;,,, with a width of
IM1720=200MeV ( [46]) and the final state interaction of the two heavy p&etic
in the exit channel of this reactiomandA ([17]).

The resonances are described each with a Breit-Wigner{®em eq. A.4). This
term changes the Dalitz-Plots and therefore the invaria#sspectra and also the
angular spectra, but not sufficiently to describe the data.

According to the meson exchange model, a propagator fordtiegaaged meson

K K K
N*
p /N p _/Y p _{/Y
K : wo,n,p : wo,n,p :
p o Y p o N p o N

(@) (b) (©

Figure 7.1: Meson exchange model. (a) shows an exchangetrdrggs meson
(Kaon) without he excitation of a resonance. The exchangenoh-strange meson
without (b) and with (c) the excitation ofld*-resonance is shown.
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reaction remaining % after
tracking converged cutl cut 2 cut3 cut4 cuthb
Data 3046587 662765 50727 240749 1650328 545789 391153
(22%) (1.7%) (7.9%) (54.2%) (17.9%) (12.8%)
n 652320 611208 490042 477244 599613 499463 565985
Pp— PKA 93.7%) (75.1%) (73.2%) (91.9%) (76.6%) (86.8%)
I— 471 220 3 53 100 94 104
(46.7%)  (0.6%) (11.3%) (21.2%) (20%) (22.1%)
1728 501 5 104 192 231 253
Pp— pprcTC (29%)  (0.3%)  (6%) (11.1%) (13.4%) (14.6%)
pp— pprPre 472 153 1 34 89 83 71
(32.4%)  (0.2%) (7.2%) (18.9%) (17.6%) (15%])
op— ppre 272 51 0 20 26 30 34
(18.8%)  (0%)  (7.4%) (9.6%) (11%) (12.5%)
pp— AT 1O 238 38 0 6 20 13 15
(16%) (0%) (2.5%) (8.4%) (5.5%) (6.3%
pp— pritt 109 18 0 2 11 5 11
(16.5%)  (0%)  (1.8%) (10.1%) (4.6%) (10.1%)

Table 7.2: Simulated reactions in phase-space distribuifgork of cuts. Cut 1 is
X2 < 8-cut, cut 2isp . vee<4°, CUt 3 isMapr < 0.04 GeV, cut 4 idMMpy - <

0.07 GeV and cut 5 iMMpg+apr < 0.2 GeV.

has to be added. Since we are dealing wWithexcitations,o-exchange appears
very reasonable. For the Roper resonahgg,,, it has been shown to be the
dominant exchange process for the re-scattered nuclepf®]8]

Before we continue let's make a short break to discuss theenolature of the
momenta used in the following formulae: On the productiontereof the N*-
resonance denotes the momentum-exchange between the two baryons.isTha
the momentum of the exchanged meson. In superscript theefrarwhich this
momentum is given is providedj{" is meson-momentum in overall-center-of-
mass,q" in the N* rest-frame);q, denotes a Lorentz-invariant 4D-momentum
vector,j a 3D-momentum vector anglthe length of the 3D-momentum-vector.
On the decay vertex of thg*-resonancek is the momentum of the emitted meson
(Kaon). Finally for the final state interactigmnis the momentum between the two
interacting particles (here only proton anchave been taken into account).

The meson propagator is then:

1
cm 2
(Qp ) _mrzneson
This term introduces an angular dependence, as visibleimtasured data.

The enhancement at the low invariant mass of proton/amdmpared to phase-
space is due to some final state interaction at low relativenemdum of the two

(7.1)
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heavy articles. The final state interaction can be described

(P +

1
(P°™*+a

(7.2)

with |M|? the singlet production matrix element squared (singley @ice the
triplet state doesn't contribute according to [17]) gnthe proton o\ momentum
in the PA-system. The values andf3 are defined as follows :

L 1-vI-Z
r

14 1-2%

-V s

using as parameters the scattering lerggnd the effective range see [17] for
further details.
Resonance terms: The resonance amplitudes are describdgrbiy-Wigner-term:

-M rresonanc(aq) (7. 3)

f
resonance™’ 2
M2 — M&sonancet IMT resonance

For each vertex there are terms necessary depending onitfisagpin of the
resonance and the exchanged meson. dHegchange-vertex contributes with a
constant factor. For the three contributing resonancesawe the following:

const  Nigs(S11)

—Mr LN
> resona.ncéq} o k) Ni710(P11) (7.4)
- I\/Iresonance"i‘ iM rresonance . .
S- k) N1720(P13)

fresonancef\“
M 2

The momentum dependent width in the numerator and the v&atears can be
combined into the following expression:

e T

KN 21+ K3+ &2 1 N 2t k% 32
- AR () (217 () (e

N 2L 12+ I+1
I'f7i:r (K) (kN) —|—62> (7.6)
rz*
& = (My: —mp —mg)* + (7.7)
(7.8)

99

5



The complete expression for the cross-section then looksllas/s (M the decay
particles invariant mass, the spin-operator vectagthe spin):

o~ PS % FSI x |Propagator * (aNigso+bNi710+ CNi700) |2

cmy 2 2
=PSx <%|M|2(pcm)2+82>* 1' *
(P*M° +a (qem)® —m2
FSI propagator
. —-M ; —M
é‘”l65001650 < . ) + el(leOCl?lO < _ >
M2 — M2 +iMT 1650 M2 — M2, +iMT 1710
Si1 Nigso Pi1 Ni710
+ ei<P1720C1720< -M : > i (7.9)

M2 — M%720+ iM r1720

«
P13 Nizo0

with kg being the momentum of either particle at the resonance psitign and
9, —better the relative strength — a fit parameter.

To find the right parameters (listed in table 7.3), a fit wasgrered using the MI-
NUIT ( [19], [20]) minimization tool. The used version wasrsmn 2 integrated
into the root-analysis-framework programmed in C++. Theditspectra were the
invariant mass spectra of each two prompt particles of theti@n pp — pK*A
(figs. 7.17(a), 7.17(b) and 7.17(c)). Using the named treserrancesl;;;, Nigso
andNj, the spectra could be reasonably well described thougheicehter of
the invariant mass spectrum pi\ (7.17(b)) there is a structure known as cusp-
effect (see sec. 7.8.3). To describe this structure, a-Bvjher-term was intro-
duced due to its peak-like structure, no resonance-likega® whatsoever was
intended though using this formula! This term was added sngity, not on
amplitude-level.

7.3 Normalization

In order to get the total cross-sectiop; and the correctly scaled differential cross-
sections, a normalization has to be done. The process ofatiaation results
normally in a single value with the unﬁi%ged. Multiplying this number to the ef-
ficency and acceptance corrected graphs and the corretadumber of events,
returns the total cross-section and the correctly scaléeteintial cross-sections.
To retrieve this number, a reference reaction has to be nhetk a known cross-
section.
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Resonances Value

M1650 Si1 1.653GeV
M 1650 0.1683GeV
P1650 0.514419
a1650 0.166
M1710 P11 1.712 GeV
M710 0.0986GeV
M710 0.278949
aizio 0.17
M1720 P13 1.731 GeV
1720 0.3826GeV
1720 (fixed) 0

ai1720 0.61
CUSP

Mcusp 2.138 GeV
lMcusp 0.025GeV
Bcusp 0.078
FSI

a -2.23 fm
r 1.4 fm

Meson exchange propagator

Mmeson 0.400GeV 6)

Table 7.3: Parameters used for the described model. Thevesttrengths, used
as fit parameters are dimensionless &l = 1

Here pp-elastic-scattering was chosen, where the diffietemoss-section depend-
ing on the polar angle in the CM-system ( A.5.1) is well knowa9]|

As for the procedure, a number of events was generated uwraférementioned
cross-section retrieved from [39]. These events were feih a virtual detector
and then analyzed as was the procedure for all simulated runs

From the data there were elastic events extracted usingathe data-base as for
extracting thePK*A-events. Here the following cuts were made:

Ntracks: 2
—0.05< | — 2| — 1< 0.05

-02< (7.10)

1
_— < 0.2
/1and; * tand, Yoeam

The r_esultmgm dlstrllgutl_on !s shown in eq. 7.2(a). The elastic gamma
peak is clearly visible in the distribution, though thereneens background. This
can be removed using a closer cut on this distribution andenkatic fit (egs. 7.11).
Furthermore the correct beam-momentum can be extractedf dhits plot, since
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Figure 7.2: (a)ﬁ, (b) x?-distribution are shown for both data (hashed)
and Monte-Carlo (solid gray).

they here is the relativistig of the initial system. Thigwas found to by = 1.488
which corresponds to a beam-momentunifef,,,= 3.081GeV/c.

After the extraction the data is fed into the kin-fit-engin#ghwhe correct beam-
momentum as well as analyzed Monte-Carlo-events are. Térdsare then used
to generate graphs for purely simulated, simulated throtighal detector and
data, applying the following cuts on all three data-sets:

Ntracks = 2
—0.05< |1 — ¢2| — 1< 0.05
1
-0075< ————— — < 0.075
Jtant; stang, | peam
X2 <15 (7.11)

For further study the cdm-graphs are used. As for tiRK*A-reaction, the plots
are corrected using purely generated, Monte-Carlo andumedislata ( 7.1).

Some ranges in c@, are chosen for the normalization (fig. 7.3). For these ranges
the integral over the literature distribution is calcuthésd divided by the corrected
number of entries retrieved from the histogram.
franges%]decm

ranges
Z 9 Ncorrected

(7.12)

fnormalisation:

7.3.1 Trigger

Here again the question of triggers arises. There was aatedi@lastic-trigger,
requiring two hits in start and two again in stop (start&jo This trigger was
pre-scaled by a factor of 400, only every four-hundredtmeweas recorded.

On the other hand there is an enormous amount of elastidseyernhe regular
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data-set (see sec. 5.2).

Trigger | elastic-trigger (6)
Number| 1.85- 1crsmg§m
Error 0.85.10~t0moam

[ cos(theta_cm {itted) trigger 6 | [ cos(theta_cm} trigger 6 |
T [ T [
ar ar
3 3 vl
o [ o [
25F 25F o
s r .
2 2 i
o s o Fa
151 155 a l}-ﬁ,
[ [ 3 9.
1 - |
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cos(g, ) cos(g, )
(a) kinfitted (b) non kinfitted

Figure 7.3: co8.nrdistribution for pp-elastic scattering. The regions ui®dor-
malisation are the ones indicated by arrows.

7.4 Total cross-section

To determine efficiency eight milion events were simulateid@ithe previously de-
scribed model (sec. 7.2). After virtual detector, analgsid cuts, 4.7% remained.
The measurable decay-channel of theto two charged patrticles is not the only
possible decay, it has only a branching ratio of 64% ( [46§g&ther with the data-
events, that passed the cuts and the luminosity derived ppm@latic-scattering,
the total cross-section can be calculated:

Value Error
Simulated eventblgy 8e+06 2828.4
through detectoNyc 381308 617.5
Data event®Npata 34869 186.7
efficiency:e = e 0.04766 7.9e-08
branching ratio into charged decay 0.639 0.905
derived from eIastic(?—ﬁ) [mb/Entr] 1.847e-08 8.4e-11

The errors are either from text-book (branching ratiosyepustatistical AN =
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Vv/N) or calculated using Gaussian error-propagation.

o0\ N 1
OpK+A = (—0> DATA = (713)

ON / €pk+p BR
=0.021141mb

. Npata—1 o0 2 o0 1 -1 2
Aopka = \/( " BR> (W)) {3 P— BRENDATA
(7.14)

50 -1 -1 2 30 -1 -1 2
=— | NbaTaAs 5 —5—A¢ = | NbaTA— == ABR
+ <<6N> DATABRS%KA PK/\> + <<6N> DATAL  BRZ >

= 0.000225491hb

As systematic error for the total cross-section 10% of treohite value were
assumed. This is roughly the value used in other publicatas well and the
amount the total cross-section varied in dependence @rdiit values for the dif-
ferent applied cuts.

The previous publication by M. Schulte-Wissermann ( [413)roed a total cross-
section of 23.9-0.3ub, which is comparable within error-bars to the value pre-
sented in this work. The main difference lies in the total benof events, which is
much lower for this work than in the publication by M. ScheMéssermann. With
his analysis, he has twice the reconstruction efficiencywehaut with the limi-
tation of having no kinematic fit. In total, especially sirtbe total-cross-sections
are so close, the result can be viewed as comparable.

The main reason for the rather small number of events may toedfn the al-
ready mentioned non-working trigger. A number of 300,00@®0,006 events
was expected to be reconstructed from such a long beam-fioneto this trigger-
malfunction, most of the hyperon-trigger-events were gasbage — two success-
ing events with two charged prompt tracks each. The reaactgin of events
omitting the time-of-flight information is possible, thdugnany events may sur-
vive the applied cuts, that are not realp — pK*A but probably two single-pion-
production events.

7.5 Legend

All one-dimensional plots shown in this chapter have thiWihg color code:

2considering expected crossection, requested lumindaityet thickness, efficiency of detector
and reconstruction and assumed DAQ-efficiency.
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Color data set
yellow fill phase space
black dots with error bars corrected datg
blue dotted line SimulationN;,,
green dotted line SimulationN;g5,
magenta dotted line SimulationN;;,
red dotted line Simulation of cusp
red line complete Simulation
_gray il MC simulation through virtual detecto

Plots with observables are shown as phase-space with wardata and mod-
els, plots showing cuts display only uncorrected data aleitig the Monte-Carlo
passed through virtual detector.
Two-dimensional plots are shown in two steps since plotiing 2D-plots on top
of each other can be gruesome.

7.6 Analysis

The analysis-progranypeCasavas used for the calibration and analysis of the
data. For the complete list of parameters see Appendix. F.

7.7 Selection oPKTA-events

3000

2500
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if 12 [é'le3V] if 12 [é'é’V]

decay using P miss decay using P miss
(@) MC (b) Data

Figure 7.4: The figures (a) and (b) show — before the kinemidiic- the invariant
mass of decay-particlggandt vs. the missing mass of the two prompt charged
particles. Both describe the-particle and the peak is clearly visible at thenass

on both axes.
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Figure 7.5: Different spectra @it~ invariant mass distributions before kinematical
fit. (a) used no geometrical information about the secondartex, (c) used purely
geometry for calculation ( [1]), (b) is a hybrid calculatiorethod. Blue dotted line
indicates the\-mass, red dotted lines show where cuts are applied. Shadgdsg
MC, points are data.

Cuts need to be applied to the data to enrich the data samibl¢hgiwanted re-
action and reduce background. Nevertheless, there Mlilestiain a non-vanishing
background content.

The most stringent cut applied to the data is requestingthet érack-pattern of
two charged prompt tracks and one neutral decay. This redheedata sample by
a factor of 500. It should be considerably less considefiregaipplied trigger, but
since it didn’'t work as designed, this is the best that coel@thieved.

Next cut is the “forward cut”: Applying momentum consereaatj the momenta of
the three prompt particles (2 charged, 1 neutral) can belledéxl by using:

—

Pinitial = P1V1 + P2V + paV3
initial

P1

P2

P3 (7.16)

-1
P

Ry
P,

1 V)% V)2( initial

p2 | = Vv 2
1 2
P3 Vi Ve

)
)
NI TT) AT h)

By the fact that all observed particles are forward goingredulting momenta
have to be positive.

Even more stringent cuts on the momenta ranges of the gartiein be applied
using the so called “Phase-Space-Cut” used in the work ofg&ioy Schroder
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Figure 7.6: Overall missing mass angfs , both before kinematical fit. Red
dotted lines show where cuts are applied. Shaded gray is BiGtspare data.

([49)]). Here after particle identification (which is donéngsenergy conservation:
AE = Einitiar — (E1+ E2+ E3) using the combination that produces a smalE)
cuts on the phase-space-limit are applied, allowing onfyef@nts where all mo-
menta are in the kinematically allowed momentum-range.

We do not follow this cut method here, but rather follow a mswphisticated pro-
cedure: Up to this point particle identification was not rsseey. A kinematic
fit is applied with all four different permutations, keepittge mass-(or particle)-
assignment with the smallegt.

After particle identification, cuts are performed on the simg mass of the two
prompt charged particles (using the unfitted values; udiedfitted ones result in
delta-distributions) to be close to the literature-val@i¢he A-mass, as well as the
invariant mass of the two decay patrticles of the neutraigart

An additional cut is applied on the angle between the commedine from the
primary to the secondary vertex and the missing momenturheotwo charged
prompt particles (see fig. 7.6(b)).

The next cut is applied on the overall missing mass (see Bga)j.

Last but not least a cut on tteli?-distribution of the kinematic fit is applied (see
fig. 7.8(a)). Thex?-distribution peaks afn — 2) where n is the number of de-
grees of freedom, that is the number of over-constraintsate@imposed on the
kinematic due to measuring more properties of the particiggarticles than nec-
essary to reconstruct all 4-momenta. Not counting/hleut its decay particles,
there are four particles, each with 4 properties (two anglee mass, one energy/-
momentum/velocity) summing up to 16 variables to be deteschi The angles of
all particles are measured (8), the masses of all particleassumed (4), the ve-
locities of all particles are measured (4), momentum- ariggRconservation add
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Figure 7.7: Missing Masses @K™ (c), pA(b) andK"A(a) before kinematical fit.
Red dotted lines show where cuts are applied. Shaded gragjpbints are data.

another 4 constraints to the equation. Imposing/thmaass as additional constraint
on the invariant mass of the decay partickeand T, give five over-constrains in

total.
As a measure of the quality of the data the missing massesyofwan prompt

particles is plotted in fig. 7.7.
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7.7.1 Kinematical fit
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Figure 7.8: Properties of kinematic fit, 7.8(a) showsyRAdistribution, 7.8(b) is
the probability distribution.
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7.7.2 Resolution

Before proceeding to the differential cross-sectionss letake a short stop to in-
vestigate the resolution of these distributions, espkgdire the invariant masses.
Of interest here are the central values in table 7.4, thesthadifferences between
the fitted and the true values. For the missing masses thiess\aae naturally tiny,
since they are minimized during the kinematic fit. For thenant masses the res-
olution is FWHM is about 6 MeV, which is comparable with the values retrieved
from more recent COSY-TOF-beam-times using the Straw-TCing@mber [26].

reconstructed- true- true-
fitted fitted reconstructed
Mk
o [GeV] 0.0165 0.0025 0.0172
FWHM [GeV| 0.039 0.0059 0.040
Mpn
o [GeV] 0.0168 0.0026 0.0171
FWHM [GeV| 0.040 0.0062 0.040
Mk
o [GeV] 0.0130 0.0025 0.0135
FWHM [GeV| 0.030 0.0058 0.032
Mopr
o [GeV] 0.0063 (0.00071) 0.0063
FWHM [GeV| 0.015 (0.0017) 0.015
MMy
o [GeV] 0.026 (0.00061) 0.026
FWHM [GeV| 0.060 (0.0014) 0.060
MM
o [GeV] 0.022 (0.00034) 0.022
FWHM [GeV| 0.052 (0.00080) 0.052
MM pk
o [GeV] 0.017 (0.00071) 0.017
FWHM [GeV| 0.040 (0.0017) 0.041

Table 7.4: Resolution of the invariant- and missing- masssp.

3full width half maximum
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7.8 Kinfitted Graphs
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Figure 7.11: The cd&™-distribution for protonK* andA.

In this section we discuss the graphs with the kinematiddtlyd observables.
All plots are normalized t@;q; derived in sec. 7.3.
The co®.n-graphs (fig. 7.11) can be used as a measure of the quality afata
reduction. Since the entrance channel consists of idémtiréicles, the exit chan-
nel has to be symmetric in cBgyaround 90 or 0. Looking at thé.-distributions
of the individual particles — protork™ andA — one can see, that they are largely
symmetric to 90. For the proton and thA the distributions deviate clearly from
phase-space.
The ¢2°-distributions (fig. 7.10) are flat as expected.
The center-of-mass energy distributioBS™, fig. 7.13) are nicely described by the

model.
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Figure 7.16: Dalitz-plots for Simulation (a), correctedaléb), MC (c), data (d).

7.8.1 Dalitz-plot and projections

The corrected Dalitz-plots (fig. 7.16(b)) agree quite wethwhe model calcula-
tions (fig. 7.16(a)). Here, at the left upper part of the ship- at low invariant
mass ofp/A — the enhancement due to Final-State-Interaction is eisibhe bulk
enhancement at the lower part, that is almost parallel tMiheaxis, is the expres-
sion of theN*-excitations described earlier (sec. 7.2). A vertical im¢he center
is the expression of thE-cusp-effect

A closer look at the projections reveals more detailed mfmtion to the eye.

As well as the Dalitz-plot, the invariant mass spectra (figsl7(a), 7.17(b) and
7.17(c))are nicely described by the model simulationsheibivariant mass spec-
trum of Mpa, there is an enhancement at 2.14GeV, which is due to the efesgt-
(sec. 7.8.3).In fig. 7.17(d), the model-simulation is dosmg the literature values
for the Final State Interaction. Here it is clear, that thememeters are not able to

115



do
dE [Ub/GeV]

(@) Mg+a

=

15

o
T

do
dE [Hub/GeV]

50

(€) Mg+p

do
dE [Hub/GeV]

i
13
o

50

do
dE [Ub/GeV]

o
o

(d) Mpa

100~

Figure 7.17: Invariant Masses Bf* A (a), pA (b) andK* p (c). (d) contains for
the simulation of FSI the literature values, (b) is adjustalties.

discribe the FSl in full, but they have to be adjusted-(viation, fig. 7.17(b)).
The helicity-frame-angles — another possible projectibthe Dalitz-plot — also
agree nicely with the model-simulation. Also in this distriion, the contributing
resonances are visible, as well as the final state interactio
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Figure 7.18: Helicity- and Jackson-Frame-angles.
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mass angle of one of them.-
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7.8.2 AN-decay-particles
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Figure 7.20:A-decay particle: proton

TheA that could be reconstructed decayed into protontand/ith the rather
small excess momentum of 101 MeV/c ( [46]), the proton, beilmgost as heavy
as theA, carries almost the same momentum as/thiedecayed off. This is the
reason, that all effects, that theobservables are subject to, are also affecting the
proton-observables. Therefore the proton laboratory @miec-of-mass distribu-
tions are rather well described.

The 0'@0-distributions of all measured particles show steps, atrdmesition from
one stop sub-detector to another (Quirl-Ring 4f/ad, Ring-Barrel at ®43rad).
This is caused by the fact, that the detector is not as wetrie=i by the simulation-
software as expected, the features of the fagpectra, both of Monte-Carlo-
model-simulations and data, have qualitatively the sanapeshbut differ quan-
titatively. Here some inefficiencies of the real detectovenaot been correctly

transformed to the virtual detector.
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Figure 7.21:A-decay particler
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7.8.3 Z-cusp
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Figure 7.22: The invariant mass spectriigs, including the lines on which the
cusp-cut is made. Red arrows indicate the side-bands, theearain-band.

The Z-production reactionpp — pK*=%andpp — nK* =+ are suppressed in
this data-sample.
>0 decays electromagnetically with a mean life-timeref 7.4x 10-2%s [46] into
Ay (BR = 100%). It gives the same signature in the COSY-TOFaleteas the
reactionpp— pK*A, but can be removed using tgé-cut (sec. 7.7) and the cut on
Op, . vee The later ongpp— nK*Z* shouldn't even trigger the data aquisition
and minor remnants are removed due to the applied cuts.
Nevertheless theseproduction reactions are still visible in the measureddait
not as a final but as an intermediate state. With small relatiementum between
nucleon and, a conversion betweeh and A via hadronic interaction can occur
(collision damping). Having now proton, kaon andn the final state this event
is no more distinguishable from the rest of thE*A-events, but it generates a
narrow vertical structure in the Dalitz-plot and the prdi@e onMps-axis. Here it
is visible as a peak a-threshold. This is called the-cusp-effect.
The hadronic nature of the interaction gives rise to theeratioad width of this
structure of 25 MeV.

Having this large number of events for the reactpm— pK*A, and theZ-cusp
showing up so nicely, we are in the position to calculate al oss-section and
generate differential distributions for the effect usimdesband-subtraction.

For the side-band-subtraction, the events were separatedding to theiMpa.
The side-band-events (left and right) were filled in one $btsiograms, the main-
or cusp-band-events into another (see fig. 7.22). To gaifirthkset of histograms,
the side-band-histograms were subtracted from the maid-bastogrants.

4Including a factor of 0.899 to take the different area in medaithout cusp — into account.
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Figure 7.23: This figure shows the d&@8§-distribution for proton, kaon am-
particles for thex-cusp-region.
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Figure 7.24: This figure shows the helicity-frame anglespimton, kaon an\-
particles for thex-cusp-region.

side-band left cusp-band | side-band right]
Mor-rangesGeV] | 2.085 2.11 | 211 2.175| 2175 2.21
Nevarts 4361 15213 7332
NSImulation 1326950 2804269 2335188
Nhrough-detector 39167 148147 93300

These numbers together with the total cross-section (&§) fesult in a total cross-
section for the cusp of:

chsp: 12 :l: Ozub

The following differential cross-sections have been poedla angular distribution
in center of mass frame c6%" (fig. 7.23) for all three prompt particles, Jackson-
and helicity-frame-angles respectively (figs. 7.25 and)(.2

Contrary to the pictures showing the complete data-setctisp-region-graphs
have considerably larger error-bars due to significanthalkem statistics. The
cosB{™distribution is definitely not phase-space-like, but ithea a smiling dis-
tribution. The kaon and proton center-off-mass angulariligions show a rather

(7.17)
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Figure 7.25: This figure shows the Jackson-frame anglesrfiiop, kaon arm\-
particles for thex-cusp-region.

flat behavior as expected due to relative s-wave close tshbte.

Fig. 7.25(a) gives access to the cusp-system, being therpeoigle in thepA-
system. This distribution is also definitely non-flat, bubwing a decrease for
forward going protons. Also the helicity-frame-angle beémn proton and kaon in
the respective system shows such a behavior.

From these figures it is clear, that the toy-simulation usedHese figures does
not describe the data. What can be described are the effettte b-cusp in the
Dalitz-plots and projections of the full reaction, but nlogtextracted pur&-cusp

spectra. Here detailed theoretical calculations are rkede
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Chapter 8

Discussion

As expected, the results for the events of the reactipn— pK*A held no real
surprises. The contributions of tiN-resonances — as seen also in previous pub-
lications — are clearly visible and can be described withubed model. For this
model, threeN*-resonancesN;gs0 Ni710 Ni729 Were added coherently including
a meson-propagator duedeexchange. Along with the Final-State-Interaction, the
data can be well described.

In contrary to the previous publications no non-resonarmh teas included into
the model.N;5,is a very broad resonance. It is used instead of the non-@ason
phase-space contribution.

Due to the excellent resolution a deviation in the invariauatss of proton and
(Mpa) — between 2.11 GeV and 2.175 GeV — became visible. I®&isp region
can — at least in the Dalitz-plot and projections — be desdrilising an additional
Breit-Wigner-term, though no implications what so everaotls a resonance shall
be made with this choice of function, for thecusp is a peak-like structure in this
invariant mass spectrum.

Though having rather large error-bars, the figures in chap&3 show already,
that the distributions of thE-Cusp are neither phase-space-distributed nor can they
be described with a Breit-Wigner-term alone.

The center-of-mass-frame angles for both proton and kaemadher flat but the
NA-angle is definitely not. A meson-exchange is unlikely togep a simulation
including meson-exchange could not describe the data. Ath&helicity- and
Jackson-frame angles, here also the distributions arehastepspace-like. Though
the helicity-frame angle C@‘Lb/l;@ can be reasonably well described by the Breit-
Wigner-distribution, the other helicity-frame angles cem.

Providing now for the first time exclusive measurements shgw complete set of
observables for thEB-cusp-region, detailed theoretical calculations are neaded

to describe those spectra appropriately.
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Appendix A

Formulae

A.1 Pixels in Quirl and Ring

The pixels in Quirl and Ring detector — and later in the SQT vetavery special
form due to the projected shape of the elements forming thi&2y).

The variables), and4, are the point projection factors relative to the layer with
the wedge shaped elements:

Ar -

-

NEENE

In case of Quirl and Ring detector the bendinig defined as:

b— I'max

~ Omax

The edges of the bent elements can be described as

= Imax (¢ - ¢offset) = b(¢ - ¢offset) =Dbd

~ Gmax

as for the straight elemet= constis valid. The valugb,ttset Can be calculated
for the loweré-edge for element number in layeri with N; total elements as:

n.
dn = dglobal + Znﬁl_

for the straight elements and

n.
On = Pglobal — 2T[ﬁli

for the bent ones. Lets define an intersection pBiférsectionin cylindrical coor-
dinates. The z-component is quite easy to deternfpes the z-component of the
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straight layer. Assuming the bending of both bent layeradeif same absolute
value, the intersection point of two edgés, andEg;p, is:

. (Al¢n| +Ar¢nr)
Pbb{n|,nr}.¢ - _W

Pooinnte = DA (Phon e — n)
A pixel out of two bent layers, has four such intersectiompiPyoyr, n, 1+ Pob{n + 1.0}
Pobiny n+1} @MdPoben +1n,+13- The intersection of a bent and a straight layer is sim-
pler:

Pbs{”unns}@ = On

PbS{I’l|/r7n5}7p = bAl/I’ (¢ns - ¢n|/r)

There are three categories of pixels:
Three corners, pointing right  (conditionn; +n, —ng > 0)

Here are the intersection poirfy, 1+ Posiny ns+1}+ Postn, ns+13- The aressof the
pixel is:

b2 1 2 2\ 43 2 2 2
S =5 [5 (&7 — A7) 0° + (&7 dn, — O ) 6
+ (D707 — A29% ) ¢] (e (A1)

The center poin€ in cylindrical coordinates is

b2
% = = [(AF—A?) 0+ 5 (%0 — 0207 (A2)

+2(0703 — 203, ) 2] rin e

¢ns+l

b? [1 03 a3\ 44 3 3 3
~33 Z(AI +47) 0%+ (BP0n, + 4700, ) © (A.3)
3 Pob{n.nr o
5 (8507 + 8707 ) 07+ (&705 +4%7)

¢I’ls+l

Three corners, pointing left (conditionn +n; —ng < 0)
Here are the intersection poir®sun, 11,n,+1}» Pbs{n,+1,ns} Posin+1ns}- The aress
of the pixel is:

S = S0 |3 (02 07) 6%+ (8200, 1 A0 1) 07 ()

P ny nr
+ (Ar2¢ﬁ,+1 - A|2 §|+1) (H ¢t:z{ AR
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The center poin€ in cylindrical coordinates is

b? 8
@ = 88[(Az A7) 6 + 3(Ar2¢nr+1—A|2¢n|+1)¢3 (A.5)
+2(D%5 .1 — D5 1) 07 qF:::{n'“’"’HM
2
G = gs[l(A3+A3)¢4 (Al'3¢nr+1+A|3¢ﬂ|+l)¢3 (A.6)

Poo{n +Lnr+1}0

3 (A3¢n,+1 + %05 1) 0%+ (D303 1+ %05 )

Ns

Six corners (conditionn, +n, — ng==0)

Here we have the intersect_ion POIMRSH(n . 1.1} Pobin.nesats Posinnels Pbs{nu_bns_},
Pbs{nr.ns}’ PbS{n|+1.ﬂs} Dependlng WhethePbb.{nl n+1he > Pbb’{n|+l’nr}.¢, the limits
for the integration change:

O = q)ns

_ { Pob,{n.ne+1}.0 Pob,{n.ne+1}.0 > Pob.fni+1n 1.6
(pz =
Pbb.{n|+l,nr}.¢ Pbb.{n|,nr+1},¢ < Pbb.{n|+1.n,},¢

_ { Pobn+1nte  Pobfnn+1re > Pob{n+inye =A
Pbb.{n| ne+1} .6 Pbb.{n|,nr+1},¢ < Pbb.{n|+1.n,},¢ =B

W= Ongr1

S — b2 ( [ (A2 - Az) ¢3 (A|2¢n| - Arz(l)nr) ¢2 + (Alzq)ﬁ _Afzq)ﬁr) ¢] X

(]
()
[ (02— 102) 3+ (820011 — Dny 11) 0 + (D202 4 — AF¢%.+1)¢L3

¢ﬂ| ¢n|+l) ¢2+ (¢n| ¢n|+1) ¢] 7A
¢n, bn 1) ¢2+ (‘~1)nr ¢nr+1) ¢] ,B

2 2 2 3 2 242 2 ®
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b3
o = 3—S(E(A|3+A?)<1>“+(A.3<1>n.+A?<1>nr)<1>3 (A-8)
¢
3 (6703 + 0303 ) 07+ (6303 + 6593 0
(8

N E (A7 + ) 0%+ (B0, 1+ 705 1) $°

3 (1
3 (0503 1+ 090 1) 02+ (%031 +0%03,.0) 0]
@3

{ +A|3 |:(¢nl _¢nl+1)¢3+%( ﬁ o ﬁH—l) ¢2+< a o ﬁ|+l) ¢]z ’A )
03 [(0n1—00) 0%+ 3 (63— 03) 07+ (03, —03) 0]y, B

A.2 Bethe-Bloch-Formula

When a particle traverses matter it interacts with the megving some (or all) of
its kinetic energy in the matter. This basic feature allooudentify the particles.
In the case of heavy charged particles, the only measuraldlielps in the case of
COSY-TOF, the interaction of the particle in matter can barabterized by:

1. Inelastic scattering on electrons of the electron sHeltams.
2. Elastic scattering on nuclei.
3. Nuclear reactions .
4. Bremsstrahlung.

5. Cherenkov radiation.

The reactions 3, 4 and 5 happen quite seldom in nature antienefdr neglected
also the elastic scattering of the particles on the nuclemsbe neglected due to
the, compared to the inelastic scattering on shell-elastremall cross-section and
energy loss.

The remaining process of inelastic scattering on electobrike electron shell of
atoms has been described by HE1BE and F. B.OCH [15]:

dE 4n n2/ & \° 2meC??
T Ml F (R) ['”(71 <1—sz>>‘82] (A9)
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with the following definitions

ze ... particle charge
e ... electron charge
€ ... vacuum permissivity
C ... speed of light
NaZ .
n= ':\ P ... electron density
% :
B= c particle speed
me ... electron mass
| ~ (10eV)Z ... mean excitation potential

A.3 Invariant mass / missing mass

A.3.1 Invariant mass

In the analysis of a reaction it is important to consider @ &f the 4-momentum
vectors of all or part of the participating particles. An iomfant observable is the
invariant mass, the mass of the summed up 4-momentum-gector

The invariant mass of n particles is calculated via:

This reduces in the two particle case to:

Ei+E)\2 +p2\?
e (55 (22)

Using energy- and momentum-conservation the number ofssacg input com-
ponents reduces in the two particle case to five.

Invariant mass for A-decay

In the case ofA-reconstruction, two of these components are the anglebeof t
decay-products to thA. Due to the big mass difference of the decay particles
(proton andt ), the masses of the decay particles are fixed as well. Therila

the larger opening angle is always tive, the one with the smaller opening angle
the proton. With these considerations there remains ongalbe determined.

129



In the analysis of other groups of the collaboration, Aamomentum is used, cal-
culated out of the incoming momenta and the two prompt gasgtiesing the miss-
ing mass (eqn. A.14) formula. This leads to the followingriata:

Mfm: (A.12)
e <2tarf-6ptar?en+tar?ep+tar?en_1>

(tanB), -+ tanBy)?
+2J {mﬁm%erf\ (tan?eptar?en(nﬁJrrr%)+n1$[tar126n+m%tar126p>

(tanBp, + tanBy)?

ph tare 6, tar? O, (tar? 6, tar? 6, + tarv 6, + tar? 6, + 1)
" (tan@p, + tanB)*

6 is the angle between the proton- and thelirection, 6y is the angle between
the 1" - and theA-direction, m, andmy,; are the masses of proton and and pa
the calculated momentum of tileparticle.

This method is biased by the primary particles of the reactid is preferred to
have a method to calculate the invariant mass only from thesored values of the
decay patrticles.

Fortunately the mass of the proton is quite close to the miagsed\ and so the
direction- and velocity-change of the baryon in the decayoistoo large. Also the
distance of the Start-detector to the range wheré\tlilecay can be reconstructed
is small compared to the complete distance to the stop-esecThe velocity of
the proton can be determined by using the stop-timing of ihstdp-detector and
the global start-timing, here in this case the mean stat@fprompt proton and
the promptK *.

This gives the following formula:

M = mp+my (A.13)

2
2
Po ) <l+sin26p+co§epm”2_ep_Cogep(tanepﬂanen) )

+ 2 m%m%Jr(mp fp )mﬁ

B3

2 2
Bp < 20 20 tan?ep> 2 Bp
+ mpm) sin0p + co v 2+ | mp .

With B, being the velocity of the proton.
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A.3.2 Missing mass

The missing mass is a version of the invariant mass, takicmniing and outgoing
particles, apart from the sign, alike:

ingoing outgoing 2 ingoing outgoing 2
Mmiss= z Ei— Z Ej - Z Bi — Z ﬁj (A-14)
[ ]

I J

Usually the square of the missing mass is shown, it is noticest to positive
values and can give a hint on which side of the reaction thes isagsissing:

, ingoing outgoing 2 ingoing outgoing 2
Mhiss= ( Z Ei— Z Ej) - ( Z B — Z ﬁ])
i ]

I I

It can be calculated for the complete reaction, where itripomtes conservation
of energy and momentum and should be zero. Using only somleeafeaction
particles, it can give important information about reattiwocesses, produced res-
onances etc.

A.3.3 Dalitz-plot

In a three-particle decay one can plot a so called Dalitz-giscatterplot repre-
senting the complete kinematic of the reaction. One of thes ax the square of
the invariant mass (A.10) of e.g. particle A and B while thieeptaxis is the square
invariant mass of particle B and C.

In a pure phase-space distribution the Dalitz-plot is flat, & resonance being
produced in the reaction will show up in the Dalitz-plot, lifet statistic permits
sometimes even more pronounced than in the invariant matsthemselves. A
resonance decaying into two of the three outgoing partiwidshow up as a line,

while a resonance involving all three will show up as a point.

A.4 Breit-Wigner-Formula for Resonances

The description of the shape of resonances, e.g. showing (ipvariant) mass- or
energy-spectra is given by the Breit-Wigner-formula [14]

2j+1 —Vs (g
f A.15
resonancef\“\/ 251_|_1 282_|_1) S— |\/|2—|—I\/§|_ ( )

As for the nomenclaturey/sis the invariant mass (see. A.10) of the decay particles,
M the mass of the resonance. Further-bris the width of the resonance at pole-

position,[’; andr ; partial widths, with, /I'i0 * F‘f’ the strength of the resonandeis
the meson-momentum of the outgoing (decay) vertex in thengesce rest-frame,
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g is the momentum at the ingoing (production) vertex also sréssonance rest-
frame. There are three things to be taken into account:

First, the widthl's in the numerator is the product of the partial widths of the
production and the decay of the resonance and therefore niomealependent.
Second is the production vertex, where the exchanged mewbtha spin of the
resonance determine the operator that has to be appliedaas$oa. fo-exchange
contributes only with s-wave, resulting in a constant facteexchange is p-wave

(I=1):

const 0 — exchange
operator=< [G-§ J=131
P - d 2 m—exchange
Sq J=2

Third is the decay vertex, where — as for the production ertspin and parity of
the resonance as well as the angular momentum of the decdyqgsadefine the
necessary operator.

const s—wave
operator=¢ -k  p—wave J=1
Sk p-waveJ=3

These operators and the momentum dependent width can bededto the fol-
lowing formula:

r _W k 2|f$i+1 kr2+62 If.i+l
i=hilk) (e

I'rf

rOrO 2|f+1 —|—62 lf+1 g 2li+1 k%_'_az li+1
qN*kN* k2+62 kR q2+62

(A.16)

Clklral) =

with the angular momentum both at the productibpvertex and at the decal§
vertex.
Now the formula has the following form:

2j+1 —/S
fresonancef\“\/( J C , —f (A.17)

251+ 1) (25, + 1) (Klrah) s M2 47, /aT

If more than one resonance is excited, the resonance adgsittave to be added,
including a phase (multiply a factor ef®).
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A5 Frames

Particles, directions, velocities, energies and momemetan@asured in the lab sys-
tem. But there exist other inertial systems, that can peoiniteresting features for
i.e. angular distributions.

A5.1 CM-Frame

The Center of Momentum System (CMS) or overall center of muoma system,
is the rest frame of the center of momentum. Here both beamaagdt particle
have the same absolute momentum in different directions:

Poeam= — Prarget (A.18)
If the entrance channel is symmetric (here 2 protons), titeckannel has to give
symmetric angular distributions in CMS around®90
A.5.2 Subsystems

The Jackson Frame as well as the Helicity Frame are not ¢\eenaler of mass
systems but correspond to different subsystems. For tiwdg-decays of the type
ab— 123, one can define three different subsystef@s3), (3,1), (1,2).

Jackson-Frame

In one of these sub-system-frames (i(&,3)), the Jackson Angle is defined as
the angle between particle 3 and the beam direction in tHissgatem-frame:

£ (Pb, Pa).
This angle connects the exit (3) and the entrance (beamhehand gives infor-
mation not accessible by means of the Dalitz plot. Define #loksbn Angle as:

823 = / (B, P3)™° (A.19)

where the superscript denotes the subsystem, the subisdigates the angle of
particle 3 with respect to the bedm

Helicity-Frame

For two-particle decays such as thedecay, the helicity frame is defined as the
N-rest frame. The angle here between the decay particlehaiddirection gives
a hint to theA-polarization.

et/j\ecay\ = / (Pdecay Pr) (A.20)
But for three-body-decays we can define subsystems andcyeingle:

052 = /(p1, ps)° (A.21)
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A.6 Reactions

A.6.1 2-particle reactions

For any reaction of the patterhB — CD there are tight restrictions on the kine-
matics of the reaction.

For simplicity let's consider the lab-frame with A being theam-particle (moving
along the z-axis), B the target. Here the following equatsovalid:

lgc — | = 18C° (A.22)

The momentum of particles C and D can be calculated fronBtargles and the
sum-momentum of particles A and B:

P = tanBc * tanBp

~ A*Bianbe + tanfp
tanBp ¢

— Pap—— D€

R/ A+Btandc + tandp

Pejo = /RE+ R0
tanfp ¢
= PA+B—tanec  tantp A/ tar? GC/D +1 (A.23)

The longitudinal momentur® is parallel, the transverse momenti#is perpen-
dicular to the sum-momentum of A and B. This also holds if A &are not two
particles but one that decays into two particles (&glecay).

Elastic scattering

The elastic scatteringp— pphas the additional restriction that the particles C and
D have the same mass. This provides an additional restriotidhe lab-angles:

1
yzi
V 1- Bbeam

apart from the coplanarity condition A.22

(A.24)

Deuteron-itt

The reactionpp — drmt' is another example of a binary reaction. Here also the
equations A.22 and A.23 hold. Contrary to the elastic sdageof protons, for
thedTt"-reaction the identity of the particles has to be determirsgdg theP, — R -

plot, where the transverse momentum is plotted versus tiggtialinal momentum.

In this plot two bands are visible forming ellipses; one fog teuteron, one for the
pion. Only in the small overlapping region the distinctiohtlee two masses is
impossible.
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Appendix B
KinFit

Measured values of particles, like directions (in Cartesspheric or cylindric co-
ordinates) and energy, momentum or velocity always are mededue to limited
resolution of the detector. This results in the fact, thar-aieasured values— mo-
mentum and energy is not necessarily conserved and thaathesvfor different
observables may exceed beyond the kinematically allowgidme To shift these
values back to the kinematically allowed region, a kineoatfit (abbr. kinFit) is
performed taking the errors of the measurement into account

The kinematic fit procedure used for this work was adopteih fitee kinFit used by
the WASA-Collaboration ( [3]). The value to be minimized lietdeviation from
energy and momentum conservation:

AP,
B 2 2 2 2_ || ARy
F = (AR) "+ (AR)"+ (AR)"+ (AE)" = AP,
AE
o 2
s P
ipy i
- IR P>i’ = minimal (B.1)
sIP) P
ZjEj EI

For minimalisation the gradient method using Lagrangiattipliers is used. Let's
make some definitions: Each Particle gives 3 variables (roasats as fixed).
These variables can be either measured, unmeasured ordsefdl(for beam and
target).

Variables Let's have m measured variables and u unmeasured variables:
X = (X0, X1, -, Xm) (B.2)

U = (Xm+1, Xmt-1, - - - Xmiu) (B.3)
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Transform to n Particles (transformation see Table B.1):

Px,i (X, %%

Pirx
p=| 0% (B.4)
Zi (X}, %%

E (X}, %X

Define an error MatrixGy for the measured variables diag (Ax?)

1
= (3 .. 0
o & 0
G = _ (B.5)
0 0 ..

Do a Taylor-expansion:

sz,i
_ ZPYJ c .@_F - .@_F B B.6
Rast = P, +glejéxj_ +glejéxj_ +Be (B.6)
> Ei

using derivative matriBy, (see Tables B.2, B.3, B.4, B.5, B.6, B.7, B.8). Since
variablex; only contributes to the calculation of the 4-momentum ofipkrk, the
expression for the derivation matrix reduces somehow.

5Zi Pix 5Zi Pl,x 5zi Pix
558, sy 55 B
M= OFy _ Bélx(; * Bélx%:_’y —Bai,é‘y _ <5ZI HJ) _ <5PK,i>
- S Zi 1,2 Zi 1,2 Zi 1,2 - . - .
6XJ OXg [ OXm 6XJ 1) 6XJ 1)
SZiEi SZiEi GZiEi
OXg OX1 OXm

(B.7)

No unmeasured variables Define Lagrangian multipliek, variable modificator
£ andy?

A = (BG'B") 'Fas (B.8)
e = -G 1B (B.9)
x> = €'Ge (B.10)

With unmeasured variables Define formmeasured variables: error matfbyy,
derivative matrixBy,, modificatorey,.
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Define foru unmeasured variables: weighting mat@y, derivative matrixBy,

modificatorey.

Gg =
& =

A =
EM =

x> =

(BuGH!BY)
T -1lpT

- (GU +By GBBU) B GeFast

Gg (Bueyu + Fast)

—Gy" (Bu)

EQGMEM + 86 Gueu +2A (Flast+ Bmem +Bueu)

(B.11)
(B.12)
(B.13)
(B.14)
(B.15)

Representations It is not necessary to do the fitin the simplgR,, P,, represen-
tation. Other representations of the particles may refleetdietector-setup more
precisely, like in the case of COSY-TOF;6,¢. To take account for the differ-
ent representations different formulae have to be appliediculate the 4-vectors
out of the variables (see table B.1) and the derivative oedBy, andBy (see ta-

bles B.2, B.3, B.4, B.5, B.6, B.7, B.8).

It is interesting to examine the dependence of the outcombeokinFit with re-
spect to the representation used. To have comparable @sargput, these also
have to be transformed.

Representation ID || P Py Py P, E
BoPPr | 1| \/RR+R+PZ | Py R, P, VP2 n?
Exin, 0, @ 2 Exin (Exin+2m) | PsinBcosp | PsinBsing | Pcosb Exin +m

mB . . . m
B,6,0 3 P PsinBcosp | PsinBsing | PcosB e
P,0,¢ 4 || P PsinBcosyp | PsinBsing | Pcosd VP2 4 ¢
. . . P3x Pdy P .
Exin, O, Oy S Exkin (Exin +2m) VOR+By2+1 | /3+8y2+1 | /Bx@+3y2+1 Bin +m
Pdx Poy P /D2
P, 0x, 8y 6P VORHE24+1 | /828241 | /5x2+8y2+1 P24 m?
B, 3X, dy 7 mB P3x Pdy P m
V1B VOR3P +1 | /3@+dy+1 | /321?41 | \/1-p?

Table B.1: Transform measured properties into 4D-momentum

PRIR [P | E
w100 =
& | 01|02
% 0|01 Fe

Table B.2: Derivatives for representationf; Py, P,
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138

> P, R, P, E
2 || 95" sinBcosp | SrMsinBsing | StMcosd | 1
3 Pcosfcosp Pcosfsing —Psin® | 0
5% —PsinBsing PsinBcosp 0 0
Table B.3: Derivatives for representationBn, 0, @, P = +/Exin (Exin + 2m)
P, R, P, E
> 3P i 3P i : 3P mpB
e 6—Bsm6coscp 6—Bsmesm(p 5_[30059 m
% || PcosBeosp | PcosOsing | —Psin® 0
5% —PsinBsing | PsinBcosp 0 0
. ot ; . __mB P _
Table B.4: Derivatives for representation B.06,¢, p = e 3=
M e =my(1+ B3y
Errors
oX = tanBcosp (B.16)
oy = tan@sing (B.17)
0 = arccos; (B.18)
VOX2+dy2+1
¢ = arccoséix (B.19)
/X2 + By2 '



=) R, P, E
s || sinBcosp | sinbsing | cosd p2P+m2
2 || PcosBcosp | PcosBsing | —Psin6 0
5% —PsinBsing | PsinBcosp 0 0
Table B.5: Derivatives for representationP8, @
P, R P, |E
RN Exin+m dx Exintmdy Exintm1 1
o5 o g P dycx " dx
o) 1=— X
o U | e | b |
xdy - y
& | P2 | P | pdy g

Table B.6: Derivatives for representation Bij,,dx dy, P = \/Exin (Exin + 2m),

| =/dx+dy?+1.
AR = Eém‘ (B.20)
AP = m|y(1+p3P)AB|
E
= ‘EAE‘ (B.21)
dE
AE = ‘d—BAB‘:mmygAm
= m'EAP' (B.22)
2 2
oX oy
A8 = Ax | + Ay
('\/1&2%41 ) ('\/1&2%41 )
1 \/ 2 2
= OX2A (dx)~ 4 8y (8y) (B.23)
I/1- %
. 2 iR 2
Ap — ((6x2—|—5y:)2 26y2A(6x)) Jr((E'>x2+é'>y:)2 6x2A(6y)>
1_Wxay2 1_Wxay2
(6x2+6y2)7% > >
_ —62\/(6y2A(6x)) + (520 (By)) (B.24)
1- soiar
AX) = \/(cosq)(lJrtan?E))Ae)z+(tanesin(pA(p)2 (B.25)
A®Y) = /(sing(1+tar?6)A6)° + (tanBcosphg)? (B.26)
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P R, P, E

2 dx dy 1 P

oP 2I 2 [ I VP2

<) 1—d dydx dx

| o | b .
xdy - y

Table B.7: Derivatives for representation@dx dy, | = 1/dx2 +dy2 + 1.

P, R, P, E
3 | %edx | opdy | &pI | _mp
oB 65 I OB | OB I (1—32)%
& | -p | Pt | e | o

Table B.8: Derivatives for representation B;dx dy, | = \/dx+dy+1, P =

BZ

1+
my= A = m I = my(1 B
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Appendix C

Unfitted and additional Graphs
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Figure C.1: The co8™-distribution for protonK* andA.

a0+
3 3 3 oo
(O () O 30 e
< 30 = =<
S S S
2 te : ! 2 O
oW %900, 3 [ O[LW , [ .
'Olﬁ 20+ s & TIT 5 'Ulﬁ 2 o
.0. : : ' ’Q
10H : ' 10- |: .
% 05 1 it % 05 1
E E E
@) (b) (©)

Figure C.2: The laboratory Energy-distribution for prat&n™ andA.
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Figure C.3: The center-of-mass Energy-distribution fartgn, K+ andA.
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Figure C.4: The3'aP-distribution for protonK* andA.
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Figure C.12: Helicity and Jackson-Frame-angles.
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Figure C.14: Considerations to thecusp total cross-section. Graph shdwgx.
Dots is corrected data: black all, blue (up) cusp-band, rée-lsand. Lines are
simulations: red including cusp, blue widthout cusp. Red iis area-normalized
to black points, blue line is area-normalized to red lindntangeMpp > 2.2GeV.
Magenta line is the difference between the two simulatioesylting in a cross-
section ofagysp= 1.650b.

Gray fill is the difference of all corrected data to simulatieithout cusp resulting
to a cross-section afcysp= 2.0ub.

The lower blue dots are calculated using the mean of the redashal subtracting
that from the upper blue dots. This results in a cross-seci@.ysp= 1.2ub.
Scale of the y-axis is dependent on the bin-widgh: pb/GeV x dpin.
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Appendix D

typeCase: Program
documentation

Here is some documentation on the different componentsrtak up theypeCase
Analysis-program. A class reference is available on thg2&jtor with the help
function intypeCaseitself. The complete reference documentation would go be-
yond the scope of page-limits for this thesis.

The program itself consists of several components

D.1 Analyzer

The analyzer is the class, that can do the complete anallysiggh, the algorithms
and container-structures don'’t essentially rely on it.

It comes with a large number of methods, some of them, setreras with differ-
ent parameters, provided for convenience.

The usual procedure is

1. initialize usinginitStep()or

(a) initData()
(b) createSetup(jor defineMaterials()defineDetectors(defineReaction()
(c) initAlgorithms()

2. process

e process()or
e step()
3. finalize usingendStep(pr

(a) killAlgorithms()
(b) killsetup()
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() killData()

If you are not satisfied with the way the event-loop is handieck, use thgetAl-
gorithm()}method to allocate the algorithms and do the actual evapg-yourself.
To provide trees and histograms as well as the event steufiuidrawing (GUI),
appropriate functions and signals have been implemented.

For process control there are slots that add and removenamsafruns-to-analyze-
list, to request specific events and to stop the analysisna¢ gmint.

The most critical point of this class is tigetAlgorithm()method, where the actual
algorithms are allocated according to their IDs given bydhygorithm parameter
provided as parameter to the method. This is the only poinererthe algorithms
actual type is selected and it is treated according to ite.typater the algo-
rithms are not anymore distinguishable. For easy insiafiadbf new algorithms
an installation-procedure has been implemented (see D.5).

e [nit methods

— tofAnalysis(int max=100,int maxDets=100, int NThreads=1
Constructor sets the maximum number of detectors, the mawinum-
ber of hits and pixels per detector and the number of thrdearaly-
sis shall be done with.

— ~tofAnalysis()
Destructor. Finalizes the analysis if not done before aseldallocated
memory.

— void initStep(const vecteralgorithm parameter- &p, vectorbeamTimeparameter-
&beamParam, vecterrun_parameter- & runParam,vectox detectorparameter
&dets, vectox material parameter- &mats, reactionparameter col)

Initializes the analysis for some given algorithm-parare{cannot be
changed during analysis, you have to reinitialize for thebyne data-
basis and setup.

— void initData()
Initializes the data-structure.

— void defineMaterials(const string &fileName,const strinijé&Name?2)
Reads material-parameter from file and initializes the nedte

— void defineMaterials(vectermaterial parameter- &mats,vectok detectorparameter-&dets)
Initializes used materials.

— void defineDetectors(const string &fileName)
Reads detectors from file and initializes detectors.

— void defineDetectors(vectadetectorparameter-&dets)
Initializes detector-setup.

— void defineReaction(reactioparameter col)
Initializes experiment-parameters.
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— void createSetup(vectadetectorparameter- &dets, vectoxk material parameter-
&mats, reactionparameter col)
Initializes complete setup by calling above functions.

— void createSetup(const string &setupFileName, conshgt&imateri-
alFileName)
Reads setup from file and initializes setup by calling abowvetions.

— void initAlgorithms(const vecteralgorithm parameter- &p, const runparameter
& runParam)
Initializes algorithms for all threads by calling the stagetAlgorithm()
function.

e finalize methods

void killAlgorithms()
Finalizes algorithms by calling destructors.

void killData()
Frees data-structures.

void killSetup()
Frees setup-data-structures.

void endStep()
Finalizes complete analysis by calling above functions.

e process control methods

— bool step(int num=1)
Makes the analysis run feumevents, if the end of one run is reached,
the newRun-signal is emitted for the subsequent run andrhlyss
continues.

— bool process()
Makes the analysis run until there is no more data to proddabg end
of one run is reached, the newRun-signal is emitted for theesguent
run and the analysis continues.

— void doRequestEvent(int eventNumber, int runNumben)[3LO
Emit the requestEvent-Signal, that can be caught by an aigatithm.
— void doRequestNextEvent()[SLOT]
Emit the requestNextEvent-Signal, that can be caught byput ial-
gorithm.
— int stopAnalysis()[SLOT]
Stops the analysis after the current event.
— void *thread run(void *ptr)
Function, that is called for each thread, that processestewmtil a
specified number of events is reached or the input is empty.
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e i0-methods

— vectokvectok string>> getHistogramNames()
Returns for each initialized algorithm, that defines histogs the array
of histogram names headed by the algorithm name.

— TH1 *getHisto(const string &name)
Returns the histogram of namame defined by some initialized algo-
rithm, or NULL if a histogram of this name is not defined.

— vectokvectokstring>> getTreeNames()
Returns for each initialized algorithm, that defines trdesdrray of
tree names headed by the algorithm name.

— TTree *getTree(const string &name)
Returns the tree of nammame defined by some initialized algorithm,
or NULL if a tree of this name is not defined.

e static methods

— static vectokstring> getVariables()
Returns a vector with variable names, their types and a comore
whether they are defined once or once per thread, that aresilziee
during initialization of an algorithm in the functiogetAlgorithm()

— static algorithmparameter getAlgorithmParameter(int 1D)
Returns for an algorithm ID the description the algorithiase pro-
vides.

— static int getAlgorithm(AAlgorithm ***out,int &executghdo,const al-
gorithm_parameter &param,const ruparameter &firstRun, TEvent &event,
TSetup &setup, int *numberOfHits, int *numberOfTrackd, ¥*num-
berOfPixels, int *numberOfClusters, int *numberOfHiliGters, TRawHit
***raws, TCalibHit ***calibratedHits, THitCluster ***hi tClusters, TTrack
**tracks, TPixel ***pixels, TCluster ***clusters, TMateal **materi-
als, TDetector **detectors, bool &readValid,int &readld| QObject
*stearlt,bool &eventRequesting)

Basic algorithm initializing method. Returns the total rhen of al-
gorithms that have been allocated for algoritparam These algo-
rithms are stored iout, executeUpTaives the number of algorithms
that should be called in the event-loop, the rest can be $uchds as
fitting algorithms. Apart from the data-structures, thareraadValid
that is given to reading-algorithms that will switch it tdda if the
number of remaining events for the current file is zeeadInID which
is obsolete but kept for backward compatabilgtearlt the class, that
provides the essential signals for e.g. new reventRequestinthat
provides a switch, that of several different reading alons one (not
necessarily the first one) can act as an event-input-list.
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e slots

void addRun(runparameter &rp)
Adds a run to the list of runs to analyze.

void removeRun(rwparameter &rp)
Removes a run from the list of runs to analyze. Cannot remokreiat
run.

void showNewRun(ruparameter & run)
Debugging output. Writes Run information to analysisLog.

e signals

newRun(rupparameter&r, beamTim@arameter&b)

This signal is emitted whenever a new run will be necessaylyt at the
beginning of the analysis and whenever the current run has/eots
left to analyze and there is a new run in the runs-to-anaigzel your
algorithm needs to do something with every new run (e.g. seade
run-specific calibration) connect a slot to this signal.

newEvent(int nrEvent)

After each thousand events in step- or process-mode, aitér @/ent
in single-step-mode this signal is emitted providing thenbar-of-
analyzed-events or the event-number (single-step-mode).

changeEvent(TEvent *ev)

After each thousand events in step- or process-mode, aitér @vent
in single-step-mode this signal is emitted providing thergwdata-
structure. Useful for drawing purposes.

algorithmlnit(int algolD)

Signal is emitted, when an algorithm of l&lgolD is going to be ini-
tialized.

algorithmlnited(int algolD)

Signal is emitted, when an algorithm of HgolD has been initialized.
analysisFinished(int numEvents)

Signal is emitted, when the analysis stopped aftenEventgvents.

initStateChanged(const char *msg)
Signal is emitted, when some step in the initialization psscis fin-
ished.

finishStateChanged(const char *msg)

Signal is emitted, when some step in the finalization prosefasished.
requestEvent(int eventnumber, int runnumber)

Signal is emitted to request some specific event in analysis.

requestNextEvent()
Signal is emitted to request the next event, when using sdooeithm
as event-input-list.
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Some of the methods that are still member of the class arefaepbnvenience
keeping backward compatability, but are not documented. her

D.2 Shapes classes

The shapes package defines some methods that have to be antddnfior the

shapes to be usable for e.g. the tracking algorithms. Mo#ieoh are only used
for the volumes, but methods likeraw or getClone()are also useful for planar
shapes. The essential methods are:

e entrance(const sLine3D &line)
that returns the entrance point of a straight line into tHeme,

¢ distance(const sLine3D &line)
that returns the distance vector of the line to the volumeckvis the zero-
vector if the volume is hit,

e getClone()
that returns a copy of the volume, that has to be deleted byshe

e suspect(const sLine3D &line, int stackType)
returning the most probable element number, a straightrtiag hit, for a
given stack-type considering this shape as element nuneibey z

e HitParams(const sLine3D &line)
that calculates the parameters needed for tracking,

e DrawProjected(const point3D &eye, const plane3D &plan€afvas* can-
vas, int colorl=1, int color2=0, int style1=6,int ptt=-1)
that projects the surfaces of the volume and draws them onvagathis is
actually depreciated use

e Draw(const point3D &eye, const plane3D &plane, vector4@tihdingBox,
TObject **ident, int IColor, int fColor, int fStyle)
instead, here you also get a bounding box for the shape anth&ipto a
TObject, that my identify the drawing on a canvas,

e getNext(int times, int stackType)
that calculates the next element out of the own propertidgtmnstackType,

e getEnvelope(int times,int stackType)
that calculates the enveloping volume of the whole detector

e Hitting(const sLine3D &line)
that calculates all the properties of a possible hit betvaestnaight line and
the volume, and
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Figure D.1: (a) Sketch of a fiber, showing the corner point tiedthree direction
vectors. This shape is used to describe the two TOF-hodescdp) Sketch of a
wedge, showing the center point, the lower phi edge directictor, the normal
vector, thickness, inner and outer radius properties. 3tmge is used to describe
the TOF-start detector, one layer of the micro-strip detgabne layer of each
Quirl and Ring detector and the Barrel detector, using arntiaddl property, the
tilt angle between the normal vector and the symmetry axisarid (d) show two
different ways to stack fibers. (c) is stack-type 2, (d) stygle 17.

e Normal(const sLine3D &line)
that returns the entrance point and the vector normal touHace in that
point; this method is especially useful, if you want to do-teacing on the
volumes.

These methods, especially the methods used for trackingrateshould be opti-
mized for speed, since these methods are the bottle-netle iartalysis. For the
hit calculating methods, it pays to do the code for hit caltioh once, in Hitting,

and call this method from the others (like entrance, digaatc.), this prevents too
many bugs and makes the code clearer and easier to readefi@dking methods,
note, that only hit-point-calculation is done for the suda the line can actually
hit to speed this calculation up, so the straight line is ehass to be a half-limited
straight line, pointing from the footing point into a diregxt (e.g. target outwards).

Fiber The fiber is a box like shape, that consists of six planar sasfaeach two
opposing surfaces being parallel (fig.D.1(a)). It is représd by a corner-
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point and three direction vectors. In special case, the fébarrectangular
box, but it doesn't need to be. There are several stackirgnpeters avail-
able, as rectangular stacking and extended rectangulzkirsa The rect-
angular stacking stacks the fibers in the direction of themsagdirection
vector, with no space in-between. There is a hole left ouerwthe num-
ber of halved rows is larger than zero. This is to include gbing like

a beam-hole. The difference between rectangular and eederattangular
stacking is that the fibers are elongated by twice the shiftiactor times
the element number, up to the position of the beam-hole aok, Is& that
a stretched hexagonal shape results as envelope. Thisnstaelts imple-
mented to pay respect to the hodoscope that was installegtuma 2004,
that has two layers of that shape and a third layer in rectangtiacking
(figs.D.1(c), D.1(d)).

Wedge The wedge in principal looks like a pizza- or cake- piece [@dL(b)). It
has a center point, that is not the center of mass of the vglboteéhe center
of the circle, of the front plane of the cake, the piece wasoctit It has a
normal vector, to define the front plane and a vector that defame of the
edges. It also has a phi range, an angle, by which the edgervecbtated
around the negative normal vector to result in the other eddea thickness.
There are two radius variables, an inner and an outer radiilés shape
describes nicely the start detector and the straight layfete Quirl- ,Ring-
and the Micro-Strip-detector. The individual elementshef Barrel detector
are also wedge shaped, but with a far away center point aridtihatl are
close together; also the elements are arranged in a wayhthatésult more
in a cone-shape mantle than a cake. So there is an additiariable, that
accounts for the distance of the outer circle of the envelopkee center-line
of the envelope. There are four stacking types availableuler stacking,
that results in a cake shaped envelope, extended circalzkisg, where the
elements that come after completing a circle are added ooutes radius
of the circle, cone stacking, that takes the tilt of the Blam® account, and
line stacking, that stacks the wedges in line with the negatormal vector,
the result here is a thicker wedge (fig. D.2(d)).

Spiral The spiral shape is in general like the wedge, except of tmglibg of
the edges. The edges are not straight lines but archimegieaiss with
the equation:r = !m¢@, where r is the distance from the center-point on
the plane, and phi is the angle between the edge-vector (fR{b]). The
archimedian spirals are build in the Micro-Strip-Spirile 1Quirl- and Ring
detector. In the latter there are one wedge shaped layetwarspiral-layers
in opposite bending. The result of this is pixels of eachdtelements, that
cover all the same angle in space. For the spiral shapes, ¢kists only the
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(c) spiral stacking (d) spiral and wedge stacking

Figure D.2: (a) Sketch of a cylinder, showing center poird direction vector
along with the radius property. This shape is used to desdlib target volume
and the straw-tube-chamber. (b) Sketch of a spiral, shottiagenter point, the
lower-phi-edge vector, the normal vector, the thickndss,duter and inner radius
and the bending. This shape is used to describe the benslafboth Quirl and
Ring detector. (c) and (d) show the stacking of spirals andbee to form the Quirl
detector. In both cases stack-type 1 is used.
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(c) stacked ring (d) stacked microstrip

Figure D.3: (a)Sketch of a ring, showing the center poirg, ribrmal vector, the
thickness, the inner and outer radius properties. Thisestgapsed to describe one
layer of the Micro-Strip detector. (b) and (c) show the d#f® ways the ring can
be stacked with (b) having stack-type 2 and (c) stack-typ&} shows ring and
wedges combined as used for the Micro-Strip-detector 52c4).

circular stacking, to result in a cake-shape (figs. D.2(c2(@)).

Cylinder The cylinders consist of a center-point, a direction vedtat describes
the shift of the center-point to one of the ends of the cylinderadius and
a preference direction, that is used for stacking (fig. D)2(dere exist two
types of stacking, rectangular stacking, that results imxaltke envelope
and circular stacking, that is similar to the extended d¢#ncatacking of the
wedge. The cylinder is used for the target volume.

Ring The ring is a generalized form of the wedge and a more speethform of
the cylinder (fig. D.3(a)). Generalized in the way, that & ha edge-vectors,
it covers Ztrange, specialized in the way, that it has an inner and arr oute
radius, it is not filled. There are two types of stacking innpémted: circular
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Figure D.4: (a) Sketch of a hex-prism, showing the cententpdhe key-width
vector, the first-point-vector and the thickness vectorsfiows how the hexPrisms
are stacked to form the calorimeter.

stacking, that modifies the radii of the rings, such that theyease the ra-
dius of the envelope (fig. D.3(c)), and line stacking, thautes in a thicker
ring (fig. D.3(b)).

Hexprism The hex-prism is the most complicated of the volume shapekad
eight planar surfaces, always two of them in parallel (figi(B)). The front
and the back surface are a regular hexagon, the backwartysshified by
the thickness vector. The other surfaces connect the balcthariront plane.
The front plane contains as center of mass point the centet;fthe vector
from the center-point to one of the corner-points and a kaithwvector,
that is in plane but normal to the other vector. This key-idéctor also
gives the direction for stacking. There is line stackingtthenerates next
elements in a row, and snake-stacking, that generates prism-shaped en-
velope (fig. D.4(b)).

StrawTube The straw-tube is derived from the cylinder, inheriting @ibperties
and methods, but there is an additional parameter, thergsoefradius, that
makes it necessary to implement a new class.

triangle with three corners. It calculates its center itself.
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sphericTriangle To pay respect to the more unusual shape of the pixels in Quirl
and Ring, this spheric triangle has been developed. Therpraperty has
to be set from outside.

rectangle represented by two four points. The angles between two cbete
edges are 90deg.

guadrangle Any four points in plane.

spheric rectangle This planar shape could be the front and back side of a wedge.
The center point here is calculated using the center poitiieofinderlying
wedge shifting it into the direction of the sum of both edgkthe wedge by
the mean of the inner- and outer radius.

hexagon A regular hexagon, with a center, a normal vector and a seddilist
point A.

circle A planar circle.

D.3 Container classes

D.3.1 TMaterial

This is a class, that is not used much so far, but is generatedoimpleteness
and perhaps future use. It contains the properties of a rmkiterdetector or dead
material can consist of, such as density, radiation length, speeigjiaf 4nd the
possibility to enter the elements, with mass (in GeV) andgdahe material con-
sists of.

Lately it finds use in the correction of the timing due to rundiof the signal (light
for scintillators) from the generation-point (where thetude passes through the
material) to the collection point (e.g. photo-multiplier)

D.3.2 TDetector

The class TDetector is designed to hold one single deteayer,| but can handle
more if necessary. It holds the geometry of the detector @stjon and a pointer
to the material the detector consists of. Each element isikegn array and can
be used by the appropriate method. Note, that here a poontke toriginal data is
returned, so if modified, the volume shape of the element dified. The geom-
etry is not defined by this class, but is put in as the shapeedfitét element, that
has to be generated outside and an integer parameter thatthelway, the other
elements are generated out of the first one. But still thieggon is not done

1Dead material is the opposite of detector material. It isawsmected to the DAQ, but distorts
never-the-less the measurement simply by its presence.
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in the TDetector class but by the volume shape itself (see 318 possibility to

modify the shapes gives you the possibility to alter the ehaxcording to your
needs after generation. Additionally this class holds amdde, corresponding to
the ID of the detector it reflects.

Later it will be possible to read in the shapes of the indigidelements from file,
if they are aligned so irregularly that they cannot be getedr&rom the first one.
This is not necessary for the TOF-detector, but may be usefdther detectors
(like WASA, central calorimeter e.g.).

D.3.3 TTarget

The TTarget class is a small class to hold the properties etdlget. It has a
volume shape, reflecting the target shape, a temperatuablaand a four mo-
mentum vector to describe the particle the target is mad& s will have to be
modified in the future to be usable for other than elementargton or deuteron)
targets. As for the TDetector class the TTarget class hag tgiven an outside
generated volume shape as target volume.

D.3.4 TBeam

This class also is still not perfect, since not much usednsists of a plane shape,
that corresponds to the beam spot, the projection of the loeaime target surface,
a value for the emittance and a four momentum vector for taengearticle.

D.3.5 TSetup

The TSetup class is the class that holds the setup of the velxpleriment, de-
tectors, beam(s) and target. It has arrays for materialsaéNal) and detectors
(TDetector) and variables for beam and target. Furtherpibpeovides the possi-
bility to have a two beam experiment, a collider experimsptyou can supply a
second beam. All properties have to be generated outsidelabe and added to
the TSetup variable to hold them.

D.3.6 Raw hit data: TRawHit

The TRawHit is the most basic class, it simply contains foueger variables,
naming detector and element of the detector that is hit amdhithproperties, the
QDC and TDC information, in channels, as it is read out by Q@ &DC cards.
If one of the properties is not needed, one can set it to -1.

161



D.3.7 Calibrated hit data: TCalibHit

The TCalibHit class contains the hit data after calibratiehich is a variable of
type TRawHit, for the unprocessed hit and additionally twaafing point vari-
ables for energy and time information and a volume shapedfiatts the detector
geometry. The volume shape pointer is saved as assignednlyud clone can be
retrieved for further processing. This makes it possibkstee a volume shape once
for any number of events, when written to file. But makes ib &ss vulnerable to
programming errors. As mentioned above, the TCalibHitcstme doesn’t contain
any calibration data, only calibrated data, and it doestiigve its volume shape
itself. It has to be assigned by appropriate algorithms Akalibration (3.10.2)
and AGetTheShape (D.4). Furthermore it has a propertyntla&es it possible to
distinguish between hits, that have passed all cuts andreegents, and those that
have not: the valid-property.

D.3.8 TPixel

The TPixel class is the next class in reconstruction hibsard/ery seldom, the
detectors are built in an intrinsic pixel structure. At mtstes, the pixels with
fine resolution in x- and y- 08- and ¢- are reconstructed out of hit detector ele-
ments, that intersect somehow in a projection to a plane phars. The way this
reconstruction is done is not relevant for the TPixel cl#ss,concrete algorithm
has to be applied from the outside. But the TPixel structavesthe elements that
contribute to the pixel and a planar shape, that gives theesbithe pixel.

D.3.9 TCluster

Often when a particle traverses a detector layer, it depasit only energy in one
element per layer, but perhaps in two or more, depending @sphcific direction
and the thickness of the detector layer. Here a simple pixettsire, that saves
only one element per layer is not enough anymore. The TClhatadles a number
of TPixels, that correspond to one particle, that went thhothis detector, along
with a three-dimensional point that is the center of thetelushape. To have the
exact planar shape is out of question, since it can be verpleom

D.3.10 THitCluster

This class is added quite lately in the development protessiplement the whole
functionality of the analysis software used at the Forsgeaantrum Jilich. Here
due to design features of the software, the generation ef{piusters was not pos-
sible, so the cluster search is done on hit level, mergingraéwneighboring hits
into one, deleting the non used ones.
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The principle of this package is never to delete any infoiomatso a new class was
implemented. It is derived from TCalibHit inheriting allggerties and functions.
It can be used alternatively to the TCalibHit objects, mgkirpossible to make as
less modifications to the existing algorithms as possibta thie full functionality.
Pass TCalibHit or THitCluster to an algorithm requiring TiBHit, the algorithm
won't even notice the difference.

D.3.11 TTrack

The TTrack structure has a lot of properties to describest laif all the path of
the particle, the track describes. Here the sLine3D stradinom the geometry
package (3.5) was chosen, since it has a footing point Fabaatirection vector
Direction, that describes the particles flight at its vegeint. In a future package
this may be extended to a variable, that can hold any clagsiplihat is derived
of sLine3D, to enable curved lines. The TTrack structureloald any TCalibHit
element, that was hit by the particle going through the detealong with all the
pixels. You can set a track to be a prompt track or a secondaci,tthat doesn’t
origin in the target, but on the path of an other track, duedeaay, and pointer to
secondary tracks, in which this particle decayed. Addilyrthere are some other
analysis relevant properties, like errors for the trackpprties, that can be used,
for example a kinematic fit, and )¢ value reserved for the fit of the path to the
elements/pixels. Finally there are kinematically reléyanoperties as speed of the
particle, its kinetic energy, its charge (this one is angetevalue) and certainly a
four momentum representation of the particle.

D.3.12 TEvent

The TEvent class combines all other event based classes dfidmnits, pixels,
clusters and tracks are saved. This class allocates the mdorothe TCalib-
Hit, TPixel, TCluster and TTrack objects. The referencethése objects can be
retrieved by the.member functions. The TEvent class pesvlace for event spe-
cific information, such as event number, run number and agénttrigger infor-
mation, additionally it has a three-dimensional vectorgolarization information.
Finally there is an array saving information about readjdhat could have taken
place in this event.

D.4 Algorithm classes

Most has been discussed already in section 3.10, thougH preNide a list for
completeness:

AAlgorithm is the base class for all algorithms. An algoniththat is not derived
from AAlgorithm (not necessarily directly) cannot be usadthis analysis. Its
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constructor asks for a string containing the name of therdifgo but this can also
be a description, no essential need to be unique. The paafisttof the derived
classes usually is much more lengthly than that. Its pragsedre:

e string getName()
Returns the name of the algorithm specified in the constructo

e void *process(void*ptr)
Method that will be called in the event-loop. Anything yourw#o happen
then put it here.

e vectorkstring>histogramNames()
This method returns a vector of names for histograms thatiefieed in
the algorithm. By default it is empty. It is called by the Glth, make the
histograms accessible and drawable during analysis. Ifigfine debugging
or write-out histograms do not hesitate to overwrite thighrod and make
them available here.

e TH1* histogram(string histoName)
Returns the histogram of nanméstoNameor NULL if none such exists. If
you inserted a histogram-name into the return-vector oileéhod above,
also add some commands here to make the histogram avaitahliedving.

e vectorstring>treeNames()
This method returns a vector of names for trees that are deiinthe al-
gorithm. By default it is empty. It is called by the GUI, to neathe trees
accessible to the GUI during analysis. If you define debugginwrite-out
trees do not hesitate to overwrite this method and make theitable here.

e TTree* tree(string treename)
Returns the tree of nameeeNameor NULL if none such exists. If you
inserted a tree-name into the return-vector of the methayeabalso add
some commands here to make the tree available for viewing.

e static algorithmparameter getDescription()
This static member function returns an algoritfmarameter that holds all pa-
rameters (not necessarily with sensible values), the ithgorequests. This
method is not essential, but overwriting it in derived ctssmakes things
more comfortable.

As derived algorithms there exist:
e |0-algorithms

AReadFromTade The most basic input algorithm, reading from the ASCII
TADE-format described in sec. 3.10.1

AConversion Place holder class. Here you can define your own conversion
from your data format to thgypeCasedata format.
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AHitTreelnput and AHitTreeOutput Write and read hits to/from root-TTree-
file. The hit tree contains branches for detector and hit etgpihe raw
TDC and QDC as well as for the calibrated values.

ATrackTreelnput and ATrackTreeOutput Read and Write Tracks to/from
root-TTree-file. The track-tree contains branches for theegal track
properties, but also for the hit elements assigned to tlek.trédpart
from the pixel-information, there is no information lost @hwriting
to file.

Prompt-, kink- and vee-tracks are stored in different tréas the in-
put, there exist a whole range of options starting from usidgectory
on the local machine to reading only specific event-pattern.

AMultipleTreelnput and AMultipleTreeOutput  An older version of
ATrackTreelnput/Output with fixed branch-length. Thissdas obso-
lete, but maintained for format compatability reasons.

e Generation algorithms

AGenerateEvents This algorithm generates events using the root TGen-
PhaseSpace phase-space particle generator to genenafet pracks.
If desired you can apply a modulation function/graph/mgséon to im-
plement some model.

AGenerateEventsWithDecay This algorithm not only generates prompt
tracks, but also simulates decays of a specified numberaksrdo all
vertices separate modulation functions can be applied.

AVirtualMachine The two algorithms above only generate the particles.
This algorithm here is an extremely simple virtual machgenerating
hits in the detector volume causing energy loss for theqesti It does
not do real scattering, so the angles are conserved.

This is a toy virtual machine, do not use it as realistic satiah of
your detector, but feel free to upgrade it into one.

e Calibration algorithms

AGetTheShape Assigns the shape from the detector-structure to the hit-
structure. This is only needed if the input-algorithm ddeda it itself
(e.g. AReadFromTade).

ACalibration Calibration algorithm. Applies Offset-, Walk- and Binning
calibration-parameters to the hits QDC and TDC and appli¢s for
QDC and TDC.

ATeufelCorrection As mentioned in sec. 3.10.2, the Teufel-correction is
applied here. Note that it is applied to the raw QDCs. All otteali-
bration steps leave the raw values untouched.

e Pixel and Cluster algorithms
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BarrelPixel For a detector with two-sided-read-out it defines a pixethwi
the pixel center defined by the difference of the TDCs betwiben
back- and the front-read-out.

HodoPixel Pixel calculation for 2 perpendicular fiber-shaped hodpsday-
ers.

AHodo3Pixel Pixel calculation for 3-layered fiber-hodoscope, first taw |
ers have to be perpendicular, the third it 4&these.

MicroPixel Pixel calculation for 2-layered detector with one side wexig
and rings on the other.

Ringpixel Pixel calculation of detectors of type Quirl or Ring see £t0.3,
A.l and figures 2.7(a) and 2.7(b).

AHitClusterSearch Cluster search on hit level.
MicroCluster Cluster search on pixel level.

Tracking algorithms

TuTrackSearch First approach to implement the Julich prompt-tracking
routine intotypeCase Since it is quite slow it is in use no more (see
sec. 3.10.4).

TiaVSearch First approach to implement the Julich vee-tracking raauti
into typeCase As for the prompt version it is too slow to be in use
anymore (see sec. 3.10.4).

ALineTrackSearch This is the improved prompt tracking algorithm using
suspect-search described in sec. 3.10.4.

AVLineTrackSearch Thisisthe improved vee-tracking algorithm using sus-
pect-search described in sec. 3.10.4.

APixelTracking This algorithm implements the pixel-vee-search used in
Dresden. It is a brute force method, combining any two piklsos-
sible tracks. It is quite slow, but has a high efficiency. Iiniones in-
tersecting tracks to decays. Can be switched to find alsogdrtvacks.

APromptHistoTracker This algorithm implements the projection-search
for prompt tracks used in Erlangen. Since it works on histogr
instead of 2D-function-lines, it is definitely slower thametsuspect-
search, and the output is comparable.

AKinkSearch This is a kink search, finding charged decays between two
detector layers.

ATofStrawTrackFinder This algorithm is an interface to the TofStrawTrack-
Finder implemented at the Forschungszentrum Jilich. €&athis al-
gorithm properly you have to download and install the Tci@®tfrack-
Finder from the tof-home-page. The hits are fed into thektfamler
and the found tracks are converted to tyygeCaseformat.
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AAssignHitsToTracks This algorithm is useful, if a track-finder was ap-
plied, that did the track-search not on the complete detdntbon a
subset of layers. This algorithm adds the missing deteat@rs to the
track using suspect-search.

AFindDecaysInTracks This algorithm is needed, when a track-finder was
applied, but no specification was given whether the founckrare
primary or secondary. This algorithm defines the tracks prtmpt,
kink, vee, any-decay, adding neutral tracks if necessary.

Post-tracking-calibration algorithms

AapplyLRC To finally calibrate the TDCs, they have to be corrected fer th
signal-run-time in the detector, before reaching the phmotdtipliers
for example. This algorithm calculates the hit point of thacks in
their hit elements to a distance to readout. The correctothén a
function dependent on this path. Several options can beechfus
correction-functions.

ATofPixCorrection This algorithm does essentially the same as the one
above, but can be applied already on pixel-level, as it idodulich.

APulsHeightCorrection Corrects the QDCs for the signal-run-path in the
detector.

ACalculateTrackProperties Calculates the betas out of the TDCs. Specify
start- and stop-detectors; the mean is taken each.

Other algorithms

ACompareToGIN This algorithm helps to compare the analyzed Monte-
Carlo simulation to the generated input values, leadingesolution,
efficiency and acceptance.

AWriteHistogramsToRootFile This algorithm produces an awful lot of his-
tograms, that are written to file or can be viewed during ioret It is
still maintained, but the information contained here camdteeved in
a more elegant way using the trees of e.g. ATrackTreeOutput.

ABetheBloch: A small class calculating the energy-loss pédicle in mat-
ter using the Bethe-Bloch-formula. It can be added to a rizdter

ATDCecalibration: Big algorithm generating calibrationr fanything with a
TDC. It does offset, walk, signal-run-correction, Barpétel-position and
also some TDC-cuts. Needs pixels and/or tracks.

D.5 Meta-code

Per definition meta-code is code that generates code.
To make installation of new algorithms and shapes more cadatfle and less error
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generating, this part of the analysis-program has beerlafmae: It inserts com-
mands into all necessary files to include the new part of tladyais.
Specifications have to be made about the constructor oféiss o question and in
the case of algorithms also about SIGNAL-SLOT-connectamsGUI-interactions.
These can be saved to file, reread and executed later.

It contains search functions for every part of the inst@ltaprocess to prevent dou-
ble installation.

Note: This part of the analysis-program does not preventfy@mm programming
the new class. It only makes it (much) easier to install b igpeCase

D.5.1 algorithmWriter

The class algorithmWriter provides all necessary funetiioy to insert a new al-
gorithm into the analysis package. Apart from the gettetssatters, that provide
the necessary information about the algorithm in questikeheader- and source-
file-names, class name, constructor call, connectionsetorthin algorithm class
(sec. D.1), informations for 10-algorithms (widget headad source, etc.) it pro-
vides the following functions (table D.1).

Operators to write the properties to file and reread them fiitenare supplied.
These files can be traded along with the new algorithm to cites.

void insertToMakeFile()
void insertTolOMakeFile()
void insertToHeader()
void insertTolOHeader()
void insertTolO()

void insertToAnalyser()

bool headerAvail() const included in common header
bool makeAvail() consi included in makefile

bool libAvail() const| included in library

bool analyserAvail() cons} ready for analysis

bool ioAvail() const| ready for 10

bool ioMakeAvail() const| included in I0-makefile
bool ioHeaderAvail() const included in IO-header

int getNextID()
int getinstalledID()

Table D.1: These methods check up to which state the algoiglalready installed
and are able to insert the necessary code into the analydésfides and make-files.
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D.5.2 shapeWriter

The class shapeWriter works quite similar, though it is aslotpler, the shapes
having a much less complicated calling structure than theréhms. Here again
some getters and setters provide you with the informatiaeseary to install the
new shape (see table D.2).

Operators to write the properties to file and reread them ffiterare supplied.

These files can be traded along with the new shape to other site

void insertToMakeFile()

void insertToHeader()

void insertToShapes() insert to analyzer

bool shapeAvail() const ready for analysis

bool headerAvail() const included in common header
bool makeAvail() consi included in makefile

bool libAvail() const| included in library

Table D.2: These methods check up to which state the shape#ly installed
and are able to insert the necessary code into the analydésfites and make-files.

D.6 the plot-reaction classes

To generate the pretty plots seen in chapters 7 and C, selasaks had to be de-
signed and implemented.

There are some help classes, ld@orSchemgfilesManager histoPropertiesand
texFileMakeupthat help to define the color scheme of a single histograrm, tip
manage the files for input and output, histogram properlils,name, title, axis
titles, etc and the way &TX-file containing all plots and information of interest
should be made off. Additionally there are the clagsisStacklandhistoStack2
that contain all the histograms that should be plotted ime picture and do the
actual scaling and plotting.

When looking closer to a specific reaction, you may be intecesot only in the
total cross section, but also in the differential crossisastand you want to see
the quality of your data and the resolution of your setup.thisrpurpose the plot-
reaction classes have been developed.

The main purpose of these classes is to define and fill histegyfar a specific re-
action. But they can also apply cuts, correct data with sitiorhs, write a EX-file
containing all interesting plots and define and fill a tree (fAreCutTree"-format)
with all values that are filled into the histograms.

If you think: That's a tough task to define a class that alone aa this for all
possible reactions; you are right.

What is defined — as you have already seen for algorithms aaquksh- is an in-
terface, an abstract class that defines the functions bt mlateimplement them.
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There are two classes derived from this base classes safalermenting the plot-
ting a.s. for the reactionsp — pK*A andpp— pnrt.

D.6.1 colorScheme

The struct colorScheme is a rather small one, containirgmmdtion about line-,
fill- and marker- -color, -style and -size. For informatidsoat the color-pallete and
styles visit the root web-page (elgttp://root.cern.ch/root/htm|524/
TAttMarker.html ). The most important functions are:

D.6.2 texFileMakeup

The class texFileMakeup is there to make a nidgX-file containing the plots
of the desired reaction. It capsules the number of pagesiéoone-dimensional
histograms. For each page it saves the number of rows anthosland for each
of these slots the ID of the plot to draw in this space. The "sbng defines the
aspect ratio of the plots: “a” for golden-ratio, “b” for sqed.

D.6.3 histoProperties

This small struct combines the properties of one histogriroontains the name
(which will not be displayed but is used to write to root-fjléhe title, the title
of the axes, the number of bins for the x-axis (as well as feryraxis for 2D-
histograms), the ranges of the axes (xMin to xMax, yMin to yMahe position
of the title box in canvas ND€ It has a flag that is true, if only raw data and
simulation through detector shall be plotted, showing dedector resolution, and
that is false for observable histograms, where correctéa atad pure simulations
are shown. Thep variable holds the dimension of the histogram and is negativ
if the axes-ranges can be overwritten by an input from filee §d¢alingparameter
gives the relative scaling of the histogram in the picturé, leaves space on top,
<1 cuts away the uppermost point(s).

D.6.4 filesManager

The filesManager class is a class containing only stati@bbes and methods. It
is no use defining an object of that type.

It keeps the information on the files for the different dats yeu may want to plot.
The following possible data-sets are defined:

e Data: raw data

e Simulation: simulated events

e Through Detector. simulated events that passed a virtual detector and were
reconstructed as data was.

2normalized canvas coordinates: (0,0) at lower left coriet,) at upper right.
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e Corrected: recently added it is now possible to read the corrected luata
tograms from file.

Of type Data or Corrected you may have only one set, but youhmag any num-
ber of sets of Simulations and Through Detector histogramsigning Through
Detector to a Simulation-set to make it possible to caleutat efficiency out of
that combination.

Each Simulation is identified by a name or an ID.

Additionally it is possible to define markingthat is added to a*TgX-file in the
footer of each page. Many methods ask for a character pagatypt, that can be
“d” for data, “c” for corrected data, “s” for simulation or “hor “t” for Through
Detector sets (case doesn't matter). The most importariiodstare:

D.6.5 histoStackl and histoStack?2

The drawings in chapters 7 and C contain in one picture a sihtkstograms.
There is the yellow-filled phase-space, the black dots farected data and many
colored lines, that correspond to different simulationtieyl are all stored in the
histoStack-classes, that not only do the drawing and dosoading of the different
histograms, but also assign the color-schemes and caceffitiency and cor-
rected histograms.

histoStack

In principle one base-claggstoStackwould have been enough, perhaps a derived
class for the 2D-histograms, because the error-propaghte to be done by hand
there and also the draw-method is different. But unforteliyathe root-classes
do not permit polymorphism and therefore the histograniabées as well as the
getters and setters had to be implemented for both claspasmsaly.

Each histogram-stack contains a property-variable (se6.3D that defines the
axes-ranges and titles. It also contains for each histognatine stack the root-
drawing-option and a relative scaling factor. There is afitmdgogarithmic (y-axis
for 1D, z-axis for 2D) plotting, the color for applied cutsdahits (e.g.A-mass in
fig. 7.5(a)) and most important which simulation to use farection and which
simulation-set corresponds to which Through-Detectar-se

histoStack1

This class contains a stack on 1-dimensional histogranth, twb colorSchemes
for each set (one common, one for black-and-white printiB@ch object contains
a list of x-positions for vertical lines (first two will be autColor, the rest will have
hintColor). There exists the possibility to normalize the histograwisto common
integral, but to have a common height at some position; fisrghrpose you can
set the special normalizer-flag and set the x-position athvthie histograms all
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have the same height.

It can produce corrected data-histograms if all necessetpdrams (raw-data,
simulation and corresponding simulation-through-deteare available; it applies
the right colorSchemes and scales and draws the histogmanselected canvas.

histoStack?2

The class histoStack2 contains a stack of histograms of Tyji2F. As the 1D-
version, this class can also produce corrected-dataghnestts as well as draw the
histograms to canvas. But for 2D-histograms, no colorSehenmeeded, all his-
tograms are drawn with the option “col”. This reduces the-gigace of the result-
ing “.eps”- or “.ps”-files and time to draw enormously comg@ito scatter-plots.

D.6.6 Reaction-types

The reaction-types do the filling of the histograms for tHéedéntial cross section
spectra, they can apply cuts, define a tree-format contpialininteresting infor-
mation about this reaction, file-1O for data and methods ¢ thle graphs and do
some niceATpX-file to include the plots, say something about the dataessuand
calculate the total cross-section.

For full flexibility an abstract base classactiontypewas defined. It implements
the general functions of these classes, as well as statitidas to allocate installed
plot-reactions. The general —implemented— methods are:

e void setBeamMomentum(float value)Set the momentum of the beam-
particle. There are 2 particles in the initial state: taqgeton and beam-
proton. Target is at rest. In units of GeV

¢ float beamMomentum()constReturns the momentum of the beam-particle
in GeV.

e void setCrossectionPerEntry(float value,float error)Sets the cross-section
per entry in the data-histograms (probably determinedgusirme reference
reaction eg. pp-elastic-scattering) along with its emomiBarn.

e float crossectionPerEntry()constReturns the cross-section for each event
in data in mBarn.

o float crossectionPerEntryError()const Returns the error for the cross-section
per entry-value.

e reaction_type(string iname) Constructor. Won't ever be called directly but
only via derived classes.

e virtual reaction _type() Destructor.

e string name()constReturns the name of the reaction. Set varidb&mein
your constructor.

e int nParticles()constReturns the number of particles, that will be displayed
for this reaction.

e int nAngles()const Returns the number of angle-parameters that will be
saved in PreCutTree-format for this reaction.
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int nMissingMasses()consReturns the number of missing-mass-parameters
that will be saved in PreCutTree-format for this reaction.

int ninvariantMasses()constReturns the number of invariant-mass-parameters
that will be saved in PreCutTree-format for this reaction.

int n1D()const Returns the number of 1D-histograms defined for this reac-
tion.

int n2D()const Returns the number of 2D-histograms defined for this reac-
tion.

e void setUse(int pos, bool valuepet the use of theos" cut.

static vector<string > reactionNames()Static function that returns the names
of all defined reactions.

static reaction_type *getReaction(const string& name)Returns a pointer

to an object of the reaction of the specified name. Returnklthe_-pointer

if name is not valid. Take care that you delete the object afie.

void resetStruct(trackstruct& stru) Sets the values of the structure to de-
fault values.

void initWriteOutTree(T Tree *tree, writeOutStruct &str, string pre) Ini-
tializes a tree for the PreCutTree-format.

bool getHistos(TFile *f, TH1F ***histos1, TH2F ***histos2 , string pres)
Retrieves the histograms for this reaction from file and sdtem in the
arrays for 1D-histograms and 2D-histograms. Specify agtiat can be
prepended to the name of the histograms.

void fillWriteOutTree(TTree* tree, writeOutStruct &str,T Tree* inTree)
string precuttree_eventList quality(bool use[20] , int cuton, float* masses)

If you have a tree in PreCutTree-format, you can apply cussyeasing

the generation of a TEventList-object with the TTree::Dnamgthod. This
method returns the cut-string for all events where at leastaf the used
cuts passed.

string precuttree_eventList observables(bool usi0|, int cuton, float* masses)
If you have a tree in PreCutTree-format, you can apply cussyeasing

the generation of a TEventList-object with the TTree::Dnamgthod. This
method returns the cut-string for all events where all ofithed cuts passed.
bool getPreCutTreeLeaves(TLeaf ** hdr, TLeaf ** lvs, TTree *tree, string
pre) Extracts from a tree in trackTree-format the leaves of thadher

void refillStruct(TLeaf** hdr, TLeaf** leaves, writeOutSt ruct &str, int
offsetPos)Copies the current content of the leaves (retrievedjeifreCut-
TreelLeaves() to the struct.

void addEventsToPrecuttree(TTree *inTree, TTree* outTree, writeOut-
Struct &str,string pre) If inTreeandoutTreeare both of PreCutTree-format
this method appends the entries framTreeto outTree pre can be some
string that is prepended to the leaf-names initfieéee

void getAllMyDataFromFile(histoStackl *histolD, histoSack?2 *histo2D,
bool fitted, bool show=true) This very potent method uses all files defined
in classfilesManagerfor each of the data-sets definedfilesManagerand

173



histoStackand reads the content from the input files (possibly applgirtg)
and saves it in the defined output-files and most importartarhtstostack-
arrays, that have to have the right dimension for this reacti

void plotToDirectory(histoStackl *histolD, histoStack2*histo2D,string
pathname) For each 1D-hisogram this method produces one .eps-file in
the specified directory containing the canvas-Print(potjtwith the drawn
histogram-stacks. The numbering of the files is successive:
pathnamédrawings$i_ $SASPECT.eps. The $ASPECT can be “a” for an
aspect-ratio of/2 or “b” for an aspect-ratio of 1.

2D-histograms will be plotted each histogram in a separkge fi
pathnamédrawings$(i+Nip)_$j_b.eps, with

0 raw data

1 corrected data
2 efficiency

3.+ Nsim simulations

void makeTexFile(string pathname, int nData, int nSim, intnThrough)
Generates &TpX-file that contains all plots and other available inforroati

for this reaction and the input-data. You will have to appfiEKthis file

later.

void fillCompareTree(TTree* tree, writeOutStruct &inStru ct, writeOut-
Struct& outStruct, TChain* inTree, TChain* outTree, inttp 1, int tp2,

bool chl, bool ch2,string prel,string pre2)This method will combine a
simulation-data-setrfTree and a simulation-through-detector-seti(Treg

to a single PreCutTreerée. The trees can have different formadpl,

tp2, where 0 means track-tree-format, 1 PreCutTree-forma3siply be
TChains ¢hl, ch2 and have some string prepended to the leaves in the trees.
The only events written will be the ones where both trees laaventry for

the same event number.

void produceCompareTree(vectokstring> filesMC, vector<int > type-

SMC, vector<string> filesGIN, vector<int> typesGIN, string outfile)
Produce a tree conaining simulation and simulation-thnedetector-data.
CallsfillCompareTree(...).

void add_pkl(TTree *tree, TH1F ***histosl, TH2F ***histos2, Float _t

initM, float chiCut, bool invalues, bool converged, int fileype) Adds
events from a track-tree to a set of histograms, applying ¢duseseafToStruct(...),
observablesFill(...) qualityFill(...) .

void fillHistosFromPrecuttree(T Tree *tree, TH1F ***histo s1, TH2F ***his-
tos2,bool invalues,bool converged, string preH, string @S)Adds events
from a PreCutTree to a set of histograms applying defined tlgsdeafToStruct(...),
observablesFill(...) qualityFill(...) .

void fillData2PTtrees(istream &input, writeOutStruct& Pt racks, TTree
*Ptree, trackstruct &Ttracks, TTree *Ttree, const momentu m4D &init-
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System)Read from a dat-input-stream. This will be filled to a traketand
a PreCutTree. Usassent2Pstruct(...)andcopyPTstructs(...)

¢ void fillData2histosTree(istream &input, writeOutStruct & tracks, track-
struct &Ttracks, TTree *tree, const momentum4D &initSystem, TH1F***
histos1, TH2F*** histos2,int which, int cuton, bool convelged)Read from
a dat-input-stream. This will be filled to a track-tree and tfistograms.
Usesevent2Pstruct(...) copyPTstructs(...) observableskFill(...) quality-
Fill(...).

¢ void fillData2histos(istream &input, writeOutStruct& tra cks, const mo-
mentum4D &initSystem, TH1F*** histos1, TH2F*** histos2,i nt which,
int cuton, bool converged)Read from a dat-input-stream. This will be filled
to histograms. Usesvent2Pstruct(...) observablesFill(...) qualityFill(...) .

¢ void fillData2Ptree(istream &input, writeOutStruct& trac ks, TTree *tree,
const momentum4D &initSystem)Read from a dat-input-stream. This will
be filled to a PreCutTree. Usesent2Pstruct(...)

To specify the individual behavior for each reaction, youeht® derive new classes
from reactiontypeimplementing the purely virtual methods and perhaps definin
new methods and variables. Each of the following methods tabe overwritten
(using keywordvirtual):

e int* getIDs() Allocate an array of integer, fill it with the GEANT-IDs of the
particles in this reaction and return the pointer to it. Doeturn a pointer to
a local object.

o float *getMasses()Allocate an array of floats, fill it with the masses of the
particles in this reaction and return the pointer to it. Reaturn a pointer to
a local object.

¢ void setBaseUse(pet the base-use array for the 20 cuts with default values.

e vector<string> getCutNames()Return a vector of strings with the names
of the individual cuts. Will be used in GUI and for display.

¢ string makeComment(bool use[20], int nCutsReturns aATpX-string with
all the cuts, that are currently used. Will be added as capgtiche graphs
on each page of théTgX-file.

¢ void fill Cuts(writeOutStruct &stru, int cuton, int nCuts, b ool *cuts, float
*masses, bool convergedhssuming the current event is filled instru, the
cutsarray shall be filled with boolean values whether the cpoading cut
was passedcutondefines the index to use for the cuts of 8teu arrays (0:
unfitted, 1: fitted).

e void getStrings(string strings[20], bool use[20], int cubn, float* masses)
Since in PreCutTree-format all important values have dirdaeen calcu-
lated and stored, an event-list can be generated using &iogt S his func-
tion shall return the strings for the individual cuts so tleay be used in the
TTree::Draw()-method.
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void qualityFill(THL1F*** histos1, TH2F*** histos2, write OutStruct &stru,
int which, int cuton, int nCuts, bool *cuts, bool use[20], flat *masses,
bool converged, float weight=1)This method calls théllCuts(...ymethod
and shall fill all histograms showing the quality applyingcaits but the one
shown in this histogram.

void observablesFill(TH1F*** histos1, TH2F*** histos2, writeOutStruct
&stru, int which, float weight=1) This method doesn’'t care about cuts,
that’s done in the method calling this one. It simply fills laitograms de-
fined as observable histograms —the ones that will be drawitécolor.
void addDrawingLines(histoStackl *h1, histoStack2 *h2, fhat *masses)
Perhaps you want to indicate cuts you are applying, or glhdeelye by
putting a line to a position where a peak shall be. This is timetion to add
some line to the corresponding histogram-stack.

void setHistoPropertiesDefault(const momentum4D &inpumomentum)
This method defines the default description of the histograou want to fill
and draw. You can read the properties from file, but here sniéthod you
define the default, that doesn’'t need any files.

Each histogram-property is defined by name, title, axésstibinning of the
axes (will be multiplied by 10), axes-ranges, the positibthe title-box and
the draw-mode (true for observable, false for quality-graw

bool leafToStruct(TLeaf** leav, writeOutStruct &stru, mo mentum4D
&cms, momentum4D &inM, momentum4D moment[4][4], momentumdD
inter[4], momentum4D Pcms[2][3], momentum4D Jmoment[2]B][3], mo-
mentum4D jom[2][3], float *mass,int id[4],vector3D &IDir) Depreciated
function, see description for method below.

bool leafToStruct(TLeaf** leav, writeOutStruct &stru, mo mentum4D
&cms, momentum4D &inM, float *mass,int *id) This method fills the
struct stru with all properties, that will be drawn later from the leawafs
track-tree-format-leaves. Very basic method, take catkisfone!

bool trackTreeStruct2WoStruct(trackstruct &tr, writeOu tStruct& stru,
momentum4D &cms, momentum4D &inM, float *mass)For this method
you copy the basic properties from a track-tree-struct toe€Bt Tree-struct
and calculate all important properties for this reaction.

void event2Pstruct(istream &input, writeOutStruct& trac ks, const mo-
mentum4D &initSystem, int *particleids) This method reads the event
from an dat-input-stream and converts it into the PreCu-Rteuct, calcu-
lating not only center-of-mass values and velocity but atsariant- and
missing-masses and angles.

void setTexFile(texFileMakeup &makeup)With this method you define
how your BETpX-file shall look in the end. How many pages and how many
rows and columns shall the individual page have. Which giotshow in
which slot and with which a aspect-ratio. This is what yourefiere.
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Class D.1Definition of class histoStack.

class histoStack
{
protected:
histoProperties property;
bool flogarithmic;
static int fcorrectWith;
static vectokint> mcAssign;
static int nBins;
#ifdef USELEGEND
TLegend: legend;
#endif
public:
static vectokfloat> drawSimulation;
static vectokfloat> drawMC;
static float drawData;
static float drawCorrection;
static float drawEfficiency;
static int cutColor;
static int hintColor;
static vectokstring> simulationOption;
static vectokstring> mcOption;
static string dataOption;
static string correctedDataOption;
static string efficiencyOption;
static vectokstring> simulationName;
public:
void setProperties(const histoProperties &hs);
string name () const;
string title () const;
static int bins ();
static void setBins(int b);
static int correctionSim ();
static int correctionMC ();
static string option(char tp, string iname);
static void setOption(char tp, string iname, string c);
static float drawFactor(char tp, string iname);
static void setDrawFactor (char tp, string iname, float v);
void setLogarithmic (bool v);
bool logarithmic () const ;
static int correctWith ();
static void setCorrection(string name);
static void setCorrection(int num);
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Class D.2Definition of class histoStackl.

class histoStackl:public histoStack
{
public:
static vectokcolorScheme simulationColor;
static vectoxkcolorScheme mcColor;
static colorScheme dataColor;
static colorScheme correctedDataColor ;
static colorScheme efficiencyColor;
static vectokcolorScheme simulationColorALT ;
static vectoxcolorScheme mcColorALT;
static colorScheme dataColorALT;
static colorScheme correctedDataColorALT ;
static colorScheme efficiencyColorALT;
public:
static void cleanStuff();
static void setDataColor(colorScheme c, string drawOnpt)o
static void setDataColor(colorScheme c, colorScheme acimg drawOption);
static void setDataColorALT (colorScheme c¢);
static void setCorrectedDataColor (colorScheme c, stridgawOption);

static void setCorrectedDataColor (colorScheme c, coldr&me ac, string drawOption);

static void setCorrectedDataColorALT(colorScheme c¢);
static void setEfficiencyColor(colorScheme c, string d@ption);

static void setEfficiencyColor(colorScheme c, colorSahe ac, string drawOption);

static void setEfficiencyColorALT(colorScheme c¢);

static void addSimulationColor(string name, colorSchemestring drawOption);

static void addSimulationColor(string name, colorScheme colorScheme ac,
static void addSimulationColorALT(string name, colorSaahe c);

string dra

static void addMCColor(string name, colorScheme c, colom&me ac,string drawOption);

static void addMCColorALT (string name, colorScheme c¢);

static colorScheme color(char tp, string iname);

static colorScheme colorALT(char tp, string iname);

static void setColor(char tp, string iname, colorScheme; c¢)
static void setColorALT(char tp, string iname, colorSchent);

histoStackl ();

“histoStackl ();

histoStackl (const histoProperties& hs);
TH1F xdataHisto () const;

TH1F xmcHisto () const;

TH1F xsimHisto () const;

int nHistograms () const;

void setSpecialNormalizer(bool v);

void setNormalizerX (float x);

void addLine(float xvalue);

TH1F xmakeHistogram(string pres);

void setDataHistogram (THY histo);

void addSimulationHisto (TH1F histo , string name, string pres);
void addMChisto (TH1k histo , string name, string pres);

void addMChisto (TH1k histo ,int assignsTo, string pres);

void addHistogram(string name, string pre, char tp, TH1Risto);
void setHistogram(int num, char tp, TH4Fhisto);
TH1F+ histogram (int num, char7g);

void correct ();

void draw(bool debugMode, float sigmaEntry);
void update ();

void updateALT ();




Class D.3Definition of class histoStack?2.

class histoStack2: public histoStack

{

public:

static void addSimulationOption(string name, string di@ption);
static void addMCOption(string name, string drawOption)
static void setDataOption(string drawOption);

histoStack2 ();

“histoStack2 ();

histoStack2 (const histoProperties& hs);
TH2F xdataHisto () const;

TH2F xmcHisto () const;

TH2F xsimHisto () const;

int nHistograms () const;

TH2F xmakeHistogram (string pres);

void addHistogram(string name, string pre, char tp, TH2Risto ,
bool draw=true);

void setHistogram (int num, char tp, TH2Fhisto);

TH2F+ histogram (int num, char tp);

void setDataHistogram (TH2F histo);

void addSimulationHisto (TH2F histo , string name, string pres,
bool draw=true);

void addMChisto(TH2k histo , string name, string pres,
bool draw=true);

void addMChisto(TH2k histo ,int assignsTo, string pres,
bool draw=true);

string nameOfSet(int which);

void add(float xvalue, float yvalue, float rx, float ry);
void correct();

bool draw(int which, float sigmaEntry);

void update ();
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Class D.4Definition of general part of the class reactitype.

class reactiontype

protected:

int fN2D;

int fN1D;

int fNparticles;

int fNangles;

int fNmissingMasses;

int fNinvariantMasses ;

int fkinfitNdF;

float BEAMIMOMENTUM;

float SIGMAENTRY;

float SIGMAENTRY_ERROR;

void copyPTstructs (trackstruct& tracks, writeOutStré&cstru);

void getTrackTreeLeaves(TLeatx lvs , TTree xtree);

TTreex getTreeFromFile(TFilexmyfile, int &fileType);

void checkLeaves(bool isChain, TChaintree , int &testTree, int tp, TLeafxxleaves, TLeafxxheaders,h string pre);

void event2momenta(istream &input, vectgvector3D> &momenta, vectoxint> &ids, int& eventNumber, int &unNumber,
int &trigger , float &chi, int &iterations);

void event2momenta(istream &input, vectgvector3D> &momenta, vectokint> &ids, int& eventNumber, int &unNumber,
int &trigger , float &chi, int &iterations , float &eam);

void copyFromLeaves(trackstruct &tracks, TLeakleaves);

bool baseUse[20];

void setUse(bool uses[20]);

public:

histoPropertiesxHistogramDefinitionDefault;

histoPropertiesxHistogramDefinition;

float cutValueArray[20];

public:

void setBeamMomentum( float value);

float beamMomentum () const;

void setCrossectionPerEntry (float value, float error)

float crossectionPerEntry () const;

float crossectionPerEntryError()const;

reactiontype (string iname);

virtual “reactiontype ();

string name () const;

int nParticles () const;

int nAngles()const;

int nMissingMasses () const;

int ninvariantMasses () const;

int n1D() const;

int n2D() const;

void setUse(int pos, bool value);

static vectokstring> reactionNames ();

static reactiontype xgetReaction(const string& name);

void resetStruct(trackstruct& stru);

void initWriteOutTree(TTreextree , writeOutStruct &str, string pre);

void fillData2PTtrees (istream &input, writeOutStruct&tPacks, TTreexPtree, trackstruct &Ttracks, TTreeTtree ,
const momentum4D &initSystem);

void fillData2histosTree (istream &input, writeOutStrt& tracks, trackstruct &Ttracks, TTree<tree ,
const momentum4D &initSystem ,TH&kx histosl, TH2kxx histos2,int which, int cuton, bool converged);

void fillData2histos (istream &input, writeOutStruct& acks, const momentum4D &initSystem ,TH&F histosl ,
TH2F+xx histos2 ,int which, int cuton, bool converged);

void fillData2Ptree (istream &input, writeOutStruct& tcks, TTreextree, const momentum4D &initSystem);

bool getHistos (TFilexf, TH1F xxxhistosl, TH2Fxxxhistos2, string pres);

void fillWriteOutTree (TTree tree, writeOutStruct &str ,TTree inTree);

void addpkl(TTree xtree , TH1F x*xhistosl, TH2F*xxhistos2, Floatt initM, float chiCut, bool invalues,
bool converged, int filetype);

string precuttreeeventListquality (bool use[20], int cuton, float masses);

string precuttreeeventListobservables(bool use[20], int cuton, floatmasses);

bool getPreCutTreeLeaves(TLeafx hdr, TLeaf xx Ivs, TTree xtree, string pre);

void refillStruct(TLeafks* hdr, TLeaks* leaves, writeOutStruct &str, int offsetPos);

void fillHistosFromPrecuttree (TTree<tree ,TH1F xxxhistosl, TH2F*xxhistos2 ,bool invalues ,bool converged,
string preH, string preS);

void addEventsToPrecuttree (TTreeinTree, TTree outTree, writeOutStruct &str,string pre);

void getAllIMyDataFromFile(histoStacklxhistolD, histoStack2«histo2D, bool fitted , bool show=true);

void plotToDirectory(histoStackl«histolD, histoStack2«histo2D, string pathname);

void makeTexFile (string pathname, int nData, int nSim, imfThrough);

void fillCompareTree (TTree tree , writeOutStruct &inStruct, writeOutStruct& outStcti, TChain« inTree ,
TChainx outTree, int tpl, int tp2, bool chl, bool ch2,string prelristg pre2);

void produceCompareTree (vectgstring> filesMC, vectoint> typesMC, vectoxstring> filesGIN ,
vector<int> typesGIN, string outfile);
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Class D.5Definition of abstract part of class reactitype.

virtual intx getlDs ()=0;

virtual float xgetMasses ()=0;

virtual void setBaseUse ()=0;

virtual vector<string> getCutNames()=0;

virtual string makeComment(bool use[20], int nCuts)=0;

virtual void fillCuts (writeOutStruct &stru,int cuton, inh nCuts,
bool xcuts, float xmasses, bool converged)=0;

virtual void getStrings(string strings[20], bool use[20]
int cuton, floatx masses)=0;

virtual void qualityFill (TH1Fx**x histosl , TH2Rx**x histos2 ,
writeOutStruct &stru, int which, int cuton, int nCuts,
bool xcuts, bool use[20], floatxmasses, bool converged,
float weight=1)=0;

virtual void observablesFill (THl&x* histosl , TH2kxx histos2 ,
writeOutStruct &stru, int which, float weight=1)=0;

virtual void addDrawingLines (histoStackXkhl, histoStack2xh2,
float xmasses)=0;

virtual void setHistoPropertiesDefault(
const momentum4D &inputmomentum)=0;

virtual bool leafToStruct(TLeafx leav, writeOutStruct &stru ,
momentum4D &ms, momentum4D &nM, momentum4D moment[4][4
momentum4D inter[4], momentumd4D Pcms[2][3],
momentum4D Jmoment[2][3][3], momentum4D jbm[2][3],
float xmass,int id[4],vector3D &IDir)=0;

virtual bool leafToStruct(TLeaf« leav, writeOutStruct &stru ,
momentum4D &cms, momentum4D &nM, floatmass,int xid)=0;

virtual bool trackTreeStruct2WoStruct (trackstruct &tr,
writeOutStruct& stru, momentum4D & ms, momentum4D &nM,
float xmass)=0;

virtual void event2Pstruct(istream &input, writeOutStri& tracks ,
const momentum4D &initSystem , in&particleids)=0;

virtual void setTexFile (texFileMakeup &makeup)=0;
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Class D.6Definition of class filesManager.

class filesManager

{

public:

static
static

static
static
static
static

static
static
static

void setMarking(string m);
string marking ();

void addDataFile(string filename , int fileType);
void addDataFile(string filename , int fileType, looScheme c);
vectokstring> datalnputFiles (vectoxint> &types);
vectokstring> dataOutputFiles (vectotint> &types);

void addSimulationFile(string filename, int
void addSimulationFile(string filename, int
void addSimulationFile(string filename, int

colorScheme c¢);

static

void addSimulationFile(string filename, int

colorScheme c¢);

static
static
static

static
static
static
static
static
static

int nSimulations(Jreturn simulationFiles.siz
vectokstring> simulationlnputFiles (int num,
vectokstring> simulationOutputFiles (int num,

filgPpe ,
filgpe ,
filgpe ,
filgpe ,

e ()

string name);
string name, int to);
string name,

string name, int to,

vectotint>& types);
vecterint>& types);

int nThroughDetectors {)return throughDetectorFiles.size ();
num, vectaint>& types);

vectokstring> throughDetectorlnputFiles(int
vectokstring> throughDetectorOutputFiles (int
void addThroughDetectorFile(string filename,
void addThroughDetectorFile(string filename,
void addThroughDetectorFile(string filename,

colorScheme c);

static

void addThroughDetectorFile(string filename,

colorScheme c¢);
void setThroughDetector(int pos, string name);

static
static
static
static
static

static
static
static
static
static
static
static
static
static

static
static
static

const vectokint>& commandlineTypes ,

void setThroughDetector(int pos, int fromSim
int correctionlID ();

int throughToSim(int pos);

void setCorrection(int c¢);

float draw(char tp, int num);
void setDraw(char tp, int num, float value);
int entries(char tp);

num,

vectaint>& types);

iftleType, string name);
iftleType, int assi);
iftleType, string name,

irftleType, int assi,

)

vectokstring> InputFiles(int num, char tp, vectotint>& types);
vectetint>& types);

vectokstring> OutputFiles(int num, char tp,
string names(int num, char tp);

void removeSimulation(int num);

void removeThroughDetector (int num);

void addFile(string name, string filename, int fikgpe , char tp,
colorScheme c¢);
void removeFile(int num, string filename, char tp);

bool hasType(int num, char tp, int filetype)

void readFromFile(string filename, const vectwnt>& commandlinelDs ,

bool show=true);
void status (ostream &output=cout, bool texModeida);

static
static

void clean ();
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Class D.7Definition of struct histoProperties.

struct histoProperties

{

string name;
string title;
string titleX;
string titleY;
int nBinsX;
int nBinsY;
float xMin;
float xMax;
float yMin;
float yMax;
float posX;
float posY;
bool drawAll;
float scaling;
int tp;
histoProperties ();
histoProperties(string nme, string titl ,
string titlx , string titly , int nB, float fr, float to);
histoProperties(string nme, string titl ,
string titlx , string titly , int nB, float fr, float to,
float px, float py);
histoProperties(string nme, string titl ,
string titlx , string titly , int nB, float fr, float to,
int nB2, float fr2, float to2);
histoProperties(const histoProperties& pr);
histoProperties& operator=(const histoProperties& pr);
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Class D.8Definition of class texFileMakeup.

class texFileMakeup
{
public:
texFileMakeup ();
“texFileMakeup ();
void setDefinition(vectokpair<int,int> > rowsAndColumnsOnPages,
vector<int> pages2D);
int nPages()const;
int nRows(int page)const;
int nColumns(int page)const;
string subString (int page)const;
int ID(int page, int row, int column)const;
int n2Dpages () const;
int ID2d(int page)const;
void setRows(int page, int value);
void setColumns(int page, int value);
void setSubString(int page, string value);
void setlD(int page, int row, int column, int value);
void setlD2d(int page, int value);
void setPage(int page, int idl, int id2, int id3, int id4,
int ids=—1, int idé=-1, int id7=-—1, int id8=-1);
}

Class D.9Definition of struct colorScheme.

struct colorScheme
{
int lineColor;
int lineStyle;
int fillColor ;
int fillStyle;
int markerColor ;
int markerStyle;
float size;
colorScheme (int Ic, int Is, int fc, int fs, int mc, int ms, fba mz);
colorScheme ();
colorScheme& operator=(const colorScheme&c);
colorScheme (const colorSchemeé&c);
void applyToHisto (TH1k histo, const histoProperties &hp);
bool operator==(const colorScheme&c);
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D.7 Picture Gallery

MyDialog <@pipch6> -

MyDialog <@pipch6> -
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Setup-parameter Ipchb= < ~ Setup-parameter <@pipc56>
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X OrderSelection-parameter <@pipc56>

=la [x]

=)

X OrderSelection-parameter <@pipc56>

Algorithms l Input Algorithms | Output Algorithms

Reaction Recognition ]

[ Algorithms J Input Algorithms l Output Algorithms ‘ Reaction Recognition I

x
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Calibration
HitCluster generation
Hodo pixel
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Q
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This algorithm calculates the pixels out of

two or three elements for the Quirl
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two archimedian spiral like elements, one
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Parameters
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insert

(i) Analysis-order-widget

(i) Input-Algorithm-widget
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Figure D.5: Analysis widgets
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Check Cuts = = ? " Check Cuts PIpch6= g

General Files
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Barrel pixel | QATrackTreelnputWidget ‘ _1 virtual void prepareNextEntry(); -
Line Track search - (4] L e
Pixel Trackin i i i | ; idget.
\L“im _:M rkE i E] fusers! datal2/ pionf ehrhardt/ tofPack2/ guifio_algorithm_widgets/ src/ atrackireeinputwidget.cpp tanatar floto § FPACK dlgorithmst [ S | v]
Help ‘ MNext I | Cancel ] [ Help | Back. | | Mext ] ‘ Cancel I

(a) Algorithm-installation page 1 (b) Algorithm-installation page 2

5 Constructor
Connections
ATrackTreelnput(int& evtNrin, int vunNrin, int triin, TTvack™ trackin, i& numTrackin, int masTrackin, int numbDetsin, int=
~ call Frequency ] numHitsln, TCalib Hit™= hitln, int™ numPixin, TPixel™= PixIn, bool& readInValid, const algorithm_parameter& pararm)
Signals Slots
once per Event analyser:inewEvent(int) |+ | | analyser:addRunirun_parameter&)

analyser::changeFvent(TEvent™)
analyser:algorithmInit(int)

analyser:algorithmInited(int)
analyser:analysisFinished(int)

analyser: removeRun(run_parameter&)
analyser::doRequestEvent(int, int)
analyser::doRequestMext Event()
analyser:showNewRunirun_parameter&:)

() once per Track

) once per Detector

algorithm; onNewRuntrun_parameter&) Aymhablariakles Parameter type Variable type
algorithmread Entry(int) variabl £ algorithm, v Fv algorithm &
O i 7 ) i ¥ arigble pe param lgorithm_par... eventgetEvent... algorithm_parameter
O onceper Entryin | event patt 1 algorithm: prepareNext Entry() ‘param algorithm_parameter readinValid  bools: aventgeituni; boole
it i Fixin Trixel™ event getTrigger () TFixel™
eveEgE, o numPin it tracks it
- smtgon. hitin TCalibHi™  numberOffra.. TCalibHi=
defines [:Eﬁr algorithms | sender signal |Race1'var |51Dl eventgerm... int numHitsn - ine= event geiMaxN... int=
z sctup Tsetup numbetsin  int setup.getNum,..  int
5 8 - tanalyser | newRun(run_parameter&, b... algorithm onNewRun(run_parameters) AUmbErOE.. = maxTrackin  int numberCfHits  int
Ganmkosat alyser requestNext Event() algorithm prepareNextEntry() numberOF...  int™ pmftoiklen s cilbrelilts, =& .
R 2 < o acl T numberOfPivels TTea
analyser requestEvent(int, int) algorithm readEvent(int) TymbEOE., b teiln ey s e
[ Reading wacks from track tree i 7 Line B
evtirln it param intg
calibrated... TCalibHit™=

I Jine|  take
Help ‘ Back | ‘ Ment I | Cancel ] [Tlp‘ /Tckl m ‘cT]

(c) Algorithm-installation page 3 (d) Algorithm-installation page 4
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Check Cuts <@pipchb> -2

Check Cuts <@pipch6> <

General Files
S el firhardt/tofPackz  shapes/ include/ strawTube h | [strawTube [+]
install-log file TR class strawTube:cylinder -
wedge ehrhardt/ tofPack2/ shapes/ src/ strawTube.cpp | |1
wedge-cone [ read ] [ create ] private:
spiral vectordD stackingDirection;
fiber vector3D shift;
ring float isoChrone;
cylinder int halvedAt;
strawtube int nHalvedElements;
pubhlic:
strawTube();
strawTube(point3D centerIn, vector3D
lineDirection, float rad, vector3D stackDirection, E
[« [+1») ctor2D chiftNirection fAaat jearh B_int
transfer file to $KTOFPACK/ shapes/ [copy |v]
Emlcn) | I o (v [omen |

(e) Shape-installation page 1

X Check Cuts <@pipc56> Check Culs

new parameter <@pipc56>

Constructor
Farameter

Name lne\vp:u::.me’ret ]

[ strawTube(pointaD centerln, vectoraD lineDirection, float rad, vectordD stackDirection, vectordD s |+ |

ldame strawTube Type [poi.m:iD | v] strawTube{point3D centerln, vector3D lineDirection, float rad, vector3D stackDirection, vector3D
shiftDirection, float isoChroneR, int halv, int halvat)
rProperties————— | Help || [ OK ] I Cancel l
number of halved elements =
halved at

Available Variables ramerer — —
center [ 0 ][ 0 ][ 0 ] [variable type | | hatwar it halved at
o shpe_parameter haly int number of hal...
direction [ 0 ][ 0 ][ 0 ] pointsh isoChroner  float radius
direction vectoraD shiftDirection vector3D shift direction
stacking direction [ V] ][ 1] ][ 0 ] stacking dir... vectoraD stackDirect... vector3D stacking direction
R shift direction vectoraD o foat
shift direction [ 0 ][ 0 ][ o ] radius float frection _ vector3D
number of ... int
halved at int
[ add l [ TEmove ]
[ center

[ |

(g) Shape-installation page 3

(h) Shape-installation page 4
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Type Case =

File algorithm data-basis

TypeCases03 <@pisiva> ©

Gomoctons | simuitions | [[Gomtons | smusons |
[T e — roens [Fow [
- [ = ] T e
L] [] debug-mode. es
60 o 2
[} L d
'_é ] araw fited valuss
o beam momentum [Ge! ROTON
S|ty toee s B
s (I — s d
chiteut LAMBDA rROTON [0 o o ]
C— Eerm A o o
pKLambda ‘v
Color-sets [ sme ‘
Palet: e ROTON.
-
[ ey I ]
w data o = s ]
e - cos(theta_cm[2]) [ |
protonibeta 180F
protonE 1601
proton:cos(Theta_{CM}) 140
—wy
Kaon:Theta 100
Kaon:iphi 80
Kaoncos(Theta_{CH) OO . O Hiegan
Kaon:beta_{CM) B 1 1 Oraw option
! -0.5 1
amscacont e ] ez B T —

(i) correction performing widget

geometry shapes

Databasis
and
Calibration

Analysis

Geometry

programmed by K. Ehrhardt

Algorithms

View

Analysis program, formerly known as Tof2004

: Mame [StartA INE’"‘E‘ [wedge
F', D [15 %l |
M Element [12 %l —Properties
Stack-type [1 - [1
Material | BC404(wedges) || |78
[% Circular detector [0.5‘23599
1
o Jo  J1ars
[180 [180 |1
o0 |-105 |1

]
]
]
]
]
]
]

inner radius

outer radius

angle between edges
thickness

center of front
normal vector

lower phi edge

(k) main widget

(I) detector widget
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Appendix E

Detector dimensions and

materials

E.1 Quirl detector

E.2 Ring detector

Straight layer: wedges, Left and Straight layer: wedges, Left and

right layers: spiral. right layers: spiral.
elements straight 48 elements straight 96
elements left bent 24 elements left bent 48
elements right bent 24 elements right bent 48
inner radius 42 mm inner radius 568 mm
outer radius 580 mm outer radius 1540 mm
thickness 5 mm thickness 5 mm
bending 184.62 mm/rad bending 618.807 mm/rad
read out QDC&TDC read out QDC&TDC
zPosition S 3356mm zPosition S 3317.38 mm
zPosition L 3367mm zPosition L 3326.38mm
zPosition R 3378mm zPosition R 3335.38mm
phi of 15t element 0 phi of 15t element 0

E.4 Start detector
E.3 Barrel detector
Two wedge-layers.

One wedge-cone layers. Readout at elements A 12

both sides. elements B 12
elements 96 inner radius 1mm
radius base 1553.5 mm outer radius 76 mm
radius at cut 1488.5 mm thickness 1mm
length of cone-stump 2854 mm read out QDC&TDC
thickness 15 mm zPosition A 19.715 mm
read out QDC&TDC zPosition B 20.715 mm
zPosition base 367 mm phi of 15t element A Odeg
phi of 15t element Odeg phi of 1%t element b 15deg
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E.5 2-layered Hodoscope

Two fiber-layers.

elements X
elements Y

length

width

thickness

read out

zPosition X
zPosition Y

angle from x-axis X
angle from x-axis Y

192
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524 mm
2.0316 mm
2 mm
QDC
192.344mm
194.35mm
-33.9deg
56.1deg

E.7 Micro-Strip-ring de-

tector

Straight layer: wedges, ring layer:
rings. Note: rotation sense is oppo-
site to other circular detectors.

elements phi 128
elements R 100
inner radius 3.1 mm
outer radius 31 mm
Ar 0.279 mm
thickness 0.5mm
read out QDC
zPosition Phi 26.485 mm
zPosition R 26.465 mm
phi of 15t element| 44.819 deg

194

E.6 3-layered Hodoscope

Three fiber-layers, X
rectangular.

and Y extended

elements X 96
elements Y 96
elements D 136
length 382 mm
width 2mm
thickness 2mm
read out QDC
zPosition X 98.72 mm
zPosition Y 96.72 mm
zPosition D 94.72 mm
angle from x-axis X| 89.657deg
angle from x-axis Y| -0.343deg
angle from x-axis D| 134.657deg
E.8 Micro-Strip-spiral
detector
Left and right layers: spiral.

elements left bent 128
elements right bent 128
inner radius 2.8mm
outer radius 31mm
thickness 0.52mm
bending 480mm/rad
read out TDC
zPosition L -
zPosition R -
phi of 1%t element -




Name ID | element | material | readout thickness | zPosition
shape [mm] [mm]
Quirl-Straight 0 | wedge | scintillatorf QDC&TDC | 5 3356
Quirl-Left 1 | spiral scintillator; QDC&TDC | 5 3367
Quirl-Right 2 | spiral scintillator; QDC&TDC | 5 3378
Ring-Straight 3 | wedge | scintillatorf QDC&TDC | 5 3317.38
Ring-Left 4 | spiral scintillator; QDC&TDC | 5 3326.38
Ring-Right 5 | spiral scintillator; QDC&TDC | 5 3335.38
Barrel-Front 6 | wedge | scintillatorj QDC&TDC | 15 367
Barrel-Back 7 | wedge | scintillatorj QDC&TDC | 15 367
Start-A 15 | wedge | scintillator, QDC&TDC | 1 19.715
Start-B 16 | wedge | scintillator, QDC&TDC | 1 20.715
Hodoscope X 17 | fiber scintillatorj QDC 2.02 98.72
Hodoscope Y 18 | fiber scintillatorj QDC 2.02 96.72
Hodoscope D 23 | fiber scintillatorj QDC 2.02 94.72
int. Hodoscope X| 19 | fiber scintillatorj QDC 2.02 192.344
int. Hodoscope Y| 20 | fiber scintillatorj QDC 2.02 194.35
Micro-Strip-Phi | 21 | wedge | silicium QDC 0.51 26.485
Micro-Strip-Rad | 22 | ring silicium QDC 0.51 26.485
Calorimeter 25 | hexprism scintillatory QDC&TDC | 450 ~3390

Table E.1: Table with detector properties of the COSY TOleder
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Appendix F

Analysis

The following analysis-steps have been performed on thee dat

1.

F1

2
3
4
5.
6
7
8

conversion to hit-tree-file

. calibration-generation for the individual run
. prompt tracking

. vee tracking

extraction

. kinematical fit
. luminosity calculation

. plotting

Hit-tree-file generation

This step contains five algorithms:

| parameter name | value |

Read from tade \

Teufel Correction

Get the hit-shapes \

Write Hits to tree

use local directory | false

196

file for reference data Teufel/stable/meanaluesrun5140.log

Detectors to correct 15,16
Calibration

Correct QDC 0,123,4,5,6,7,15,16, 17, 18, 19, 20, 21, 22,/23

Correct TDC 0,123,4,5/6,7,15,16



F.2 Calibration-generation

Read Hits from tree

search for event false
Use as event input list false
Use local directory false
Calibration
Correct QDC 0,123,4,5,6,7,15, 16, 17, 18, 19, 20, 21, 22,
Correct TDC 0,1,2,3,4,5,6, 7, 15, 1{
Quirl pixel
pixel ID 0
first layer 0
second layer 1
third layer 2
Parallel projection false
Special projection plane false
Origin for projection point false
Target for projection point false
Use time difference false
Correct light flight time false
Triangle approximation true
min-max delta phi -1-1
minimum number of elements 2
number of spiral-spiral-crossings 23
maximum time difference 10mm
Ring pixel
pixel ID 1
first layer 3
second layer 4
third layer 5
Parallel projection false
Special projection plane false
Origin for projection point false
Target for projection point false
Use time difference false
Correct light flight time false
Triangle approximation true
min-max delta phi -1-1
minimum number of elements 2
number of spiral-spiral-crossings 23
maximum time difference 10mm
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Micro-strip pixel

Use hit-cluster false
PixellD 5
ID Ring shaped detector 21
ID Wedge shaped detector 22
Line Track search
use vertex as start true
use angular distance false
max number of elements in 2 tracks 2
pixel stop-1Ds 0,1,5
pixel min # elements on track 999
pixel: essential detector IDs (0: 15, 16), (1: 15, 16), (5: 15, 16, 6)
start-pixel IDs none

detectors

01234567151617181920212223

element search mode

000000O00OOOOOOOOOD

max element distance

0000000011222222
0000000011222222
0000002211333311

V.Vl AV A V)

check pixel IDs 5
cluster stop-1Ds none
cluster min # elements on track none
cluster: essential detector IDs none
pixel: max chi squared for track 25, 25,50

theta restriction for stop

(0.062-0.18), (0.16-0.45), (0.4-0.84)

phi restriction for stop

(-1, 1), (-1, T0),(-TT, TO)

max distance

4mm, 4mm, 8mm

cluster: max chi squared for track

none
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Calibration algorithm

do geometry calibration false
do beam calibration false
do WALK calibration true
do TDC-Offset calibration true
do Barrel calibration true
do on event basis false
kill file on end false
read from file false
n Events for cal 100000
number of iterations 4
print pattern 401
detectors to calibrate 15,16,6,7,1,2,4,5,0,8
pixel based -1,-1,-1,-1,0,0,1,1,0,1
measures against 1,0,3,2,5,4,7,6,45, 76
is Stop pixel 0,0,1,1,1,1,1,1,1,1
has 2-sided readout -1,-1,3,2,-1,-1,-1,-1, -1, -1,
pixels dets -1,-1,-1,-1,1,2,1,2,0,0
pixel det references to det -1,-1,-1,-1,6,7,-1,-1,8, -1
walk do only single iteration 0,0,0,00,0,0,0,1,1
do light-run-correction 0,0,0,0,1,1,1,1,0,(
reference pixels 01

(-60 6), (-60 6), (-78 4), (-78 4), (-60 20},

mean, width for tdc offset (-60 20), (-60 20), (-57 20), (-80 15), (-77 20)

(100 1500), (100 1500), (0 2000), (0 3000), (O 3000),

min, max for qdc (0 3000), (0 2500), (0 2500), (0 4000), (0 3000)

(0 80), (0 80), (0 3550), (0 3550), (0 300)
(0 300), (0 300), (0 300), (0 3000), (0 3000),

min, max for Irp

calibration Output Path $KTOFPACK/data/calibration/Calibration

author K. Ehrhardt
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F.3 Prompt tracking

Read Hits from tree

search for event false
Use as event input list false
Use local directory false
Calibration
Correct QDC 0,123,4,5,6,7,15, 16, 17, 18, 19, 20, 21, 22,
Correct TDC 0,1,2,3,4,5,6, 7, 15, 1{
Hodo pixel
Pixel ID 4
ID first layer 19
ID second layer 20
Quirl pixel
pixel ID 0
ID first layer 0
ID second layer 1
ID third layer 2
Parallel projection false
Special projection plane false
Origin for projection point false
Target for projection point false
Use time difference false
Correct light flight time false
Triangle approximation true
min-max delta phi -11
minimum number of elements 2
number of spiral-spiral-crossings 23
maximum time difference 10
Ring pixel
pixel ID 1
ID first layer 3
ID second layer 4
ID third layer 5
Parallel projection false
Special projection plane false
Origin for projection point false
Target for projection point false
Use time difference false
Correct light flight time false
Triangle approximation true
min-max delta phi -11
minimum number of elements 2
number of spiral-spiral-crossings ,4n 23
maximum time difference - 10
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Barrel pixel

PixellD 2
ID Front channel 6
ID Back channel 7
Pixel size 25
Line Track search
use vertex as start true
use angular distance false
max number of elements in 2 tracks 2
pixel stop-1Ds 0,1,24
pixel min # elements on track 9,96,8
pixel: essential detector IDs (0:15, 16), (1: 15, 16), (2: 15, 16), (4: 15, 16, B)
start-pixel IDs none
detectors 012345671516171819 20212223
element search mode 000000000O0O0O0OOOOOD
000000001122222272
max element distance 0000000011222222?
000000001155555256
000000331133331183
check pixel IDs 5
cluster stop-IDs none
cluster min # elements on track none
cluster: essential detector IDs none
pixel: max chi squared for track 25, 25, 100, 50
theta restriction for stop (0.07-0.2), (0.14-0.45), (0.8-1.36), (0.1-1.1)

phi restriction for stop

(-1, (-r,m), (1L

max distance 4,4, 20,8
cluster: max chi squared for track none
Particle speed
do charged prompt true
do neutral prompt false
do min angle secs true
do min+1 angle secs true
ID of closest start detector 15
ID of start detectors 15, 16

ID of stop detectors

0,1,2,3/4,5,6,7

w

=

ite Tracks to tree

Search for read event

false

Use local directory

false
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F.4 \ee tracking

Read Hits from tree
search for event false
Use as event input list false
Use local directory false
Calibration
Correct QDC 0,1,2,3,4,5,6,7,15,16, 17,18, 19, 20, 21, 22,23
Correct TDC 0,1,2,3,4,5,6,7,15,16
Read Tracks from tree
Search for read event false
use as event input list true
read event pattern false
Use local directory false
event pattern 200
Hodo pixel
Pixel ID 4
ID first layer 19
ID second layer 20
Use hit-cluster false
Use middle plane false
Use phi modulation function false
Hodo pixel 3 layers
PixeLID 3
ID_D_layer 23
ID_X_layer 18
ID_Y _layer 17
Use hit-cluster false
Micro-strip pixel

PixellD 5
ID Ring shaped detector 21
ID Wedge shaped detector 22
Use hit-cluster false
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Quirl pixel

pixel ID 0
ID first layer 0
ID second layer 1
ID third layer 2
Parallel projection false
Special projection plane false
Origin for projection point false
Target for projection point false
Use time difference false
Correct light flight time false
Triangle approximation true
min-max delta phi -1-1
minimum number of elements 2
number of spiral-spiral-crossing 23
maximum time difference 10
Ring pixel
pixel ID 1
ID first layer 3
ID second layer 4
ID third layer 5
Parallel projection false
Special projection plane false
Origin for projection point false
Target for projection point false
Use time difference false
Correct light flight time false
Triangle approximation true
min-max delta phi -1-1
minimum number of elements 2
number of spiral-spiral-crossing 23
maximum time difference 10
Barrel pixel
PixellD 2
ID Front channel 6
ID Back channel 7
Pixel size 25
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V-Line Track search
use only elements unused of Prompt false
do projection search false
max number of elements in 2 tracks 1
min # elements on track-vertex-track 13
max elements in common with prompt for pixel 3
max Distance Vertex-Plane 10
maximum chi for track-vertex-track 15
max angle diff pri to secondary 0.05
max Distance pixel-plane 2
pixel stop-1Ds 0,12
pixel min # elements on track 7,7,6
pixel: essential detector IDs 0,0,0
cluster stop-IDs none
cluster min # elements on track none
cluster: essential detector IDs none
pixel start-IDs 3,4
cluster start-IDs none
min start objects per plane 2,2
detectors 17,18, 19, 20, 23
element search mode 0,0,0,0,0
must not detectors 22
222221
max suspect-element distance 222221
444441
pixel: max chi squared for track 4,4, 10
cluster: max chi squared for track none
max distance 2,2,5
vertex z-position from target 25, 100
Apply Signal Run Correction
detectors to apply 0,1,2,3,4,5,6,7
type of calibration 1,101, 103, 1, 101, 101, 100, 100
Particle speed
do charged prompt true
do neutral prompt false
do min angle secs true
do min+1 angle secs true
ID of closest start detector 15
ID of start detectors 15, 16
ID of stop detectors 01234567
Write Tracks to tree
Search for read event true
Use local directory false
Write only pattern o false



F.5 Extraction

The extraction — or first-step data-reduction — is, as wethasext steps, done in
a separate executable. The extractor reads an ascii-fitainmy the names of the
runs to process. The data-basis is read and the run-dathrahalto process is
stored.

initialize output-track-tree-file(s)
for all runsi do
open hit and track files
synchronize hit and track trees
for all events in run] do
if track-pattern other than for pp-elasticK ™A then
skip event
end if
read hits of event
calibrate hits of event
recalculateB of each track
fill tree
end for
end for
close files

The TDC-calibration applied here not only contains the Leffaet- and binning-
calibration and the signal-run-time (Irp) correction fbetarchimedian spirals but
also the Irp-correction for the wedge shaped elements,whatfixed with pp-
elastic-scattering and the geometrically reconstrugiéd/\-events.
Command-line-options are:

help—-h show this help and exit

DB=FILENAME specify a data-basis-file

specify a file containing runs to use (all

runs=FILENAME file specified this way will be used)

elastic=FILENAME write elastic events in sample to file
pkl=FILENAME write PKL-candidates in sample to file
Irp=FILENAME read and do Irp-corrections from file FILENAME

makeLRP=FILENAME| generate Irp-corrections from sample and write them to NAKE

tmpTree=FILENAME | write a temporary tree to file

show show specified files and parameter

F.6 Kinematical fit

The kinematical fit as described in Appendix B was encapsintra separate
executable. The properties for the fit are read from file,dhee the number of
particles to fit, the assignment to the track-structuresrimt or vees), the mo-
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mentum and the particle ID of beam and target particles amdedich particle,
the particle IDs (GEANT), the representation in which totfie way the property

is treated (measured, unmeasured, fixed) and the parioipit any additional
constraint (e.g. decayed off). Additionally it contains the maximum number of
iterations and the-value, the maximum deviation of the sum of 4-momenta from
momentum and energy conservation.

There are a lot of different ways to perform the fit, espegiatiw the velocities of
the particles shall be treated. As Command-line-paraméiere are defined:
option description

help produce help message

show show set parameters

input-file arg input files

i arg (=kinfit.init) init file

d arg setup file

narg maximum number of events to process
start arg (=0) start at entry arg

progress show a progress bar

error-branch write branches with errors

sigma-branch write branches with sigmas

true-branch write branches with true values (MC-only)
check-LAMBDA add constraint for lambda decay
SIGMA-LAMBDA check for sigma and lambda reaction both
erlangenIDs do purely geometric particle identification

do purely geometric particle identification
including phase-space-cuts
reconstructBadBetas | ignore betas if larger than 1
reconstructBadDproton ignore beta of decay proton
reconstructBadPion ignore beta of decay pion

erlangenPlus

geometry do only geometrical reconstruction ignore betas
vee-fits do vee-fits on each vertex

errors-from-tree use errors from tree if available

ERRORS arg file with errors and corrections

Correction arg external correction file

largePerror arg (=1) multiply prompt track errors by arg
largeDerror arg (=1) multiply decay track errors by arg

geoTest fit and write only data that passes geometry test
cuts fit only reasonable pkl-data

dataReduction write only converged data to file

0 arg (=out.root) out file name
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The used command is

> kinfitter --i=kinfit.init --ERRORS=errorfile.data --s how

--progress --reconstructBadBetas --cuts --o=outputFile .root
--check-LAMBDA inputFile.root

The file “kinfit.init” contains the aforementioned partidlformation, the file
“errorfile.data” contains an error-lookup-table for fhi€é " A-reaction, derived from
monte-carlo-simulations (see sec. 6.8.1). The velooitiés 3 > 1 will be recon-
structed using energy and momentum conservation, redtissngumber of over-
constraints for this event. The constraint/etlecay is added and only events that
match — very loose — cuts will be fitted at alll.

F.7 Luminosity calculation

The luminosity in mBarn/event is calculated using pp-étastattering. The ex-
tractor (sec. F.5) produces not only a file for thi€*A-events but also a file con-
taining all 2-track, coplanarAp < 1+ 0.05rad) pp-elastic Jﬁ <y+0.1)
events. These are kinfitted (using geometrically recoattcuvelocities, the elas-
tic init-file and no additional constraints). The actual lnosity then is calculated
in a small program, that reads three track-tree input-fitese for fitted data (pp-
elastic), one for purely simulated pp-elastic (using thé[389] differential cross-
section) and one with these simulated events having passedrtual detector and
the analysis program. For each of these theBggslistribution is generated. The
SAID differential cross-section for this distribution hiageen hard-coded into the
program. The two simulated files allow for an efficiency coti@n of the data.
Normalizing the corrected data-distribution to the SAllffedtential cross-section,
the luminosity in mBarn/event can be extracted.

Command-line-options are:

Option description
B=STRING set the name of the branch to plot
S=FILENAME simulation file name
M=FILENAME simulation through detector file name
D=FILENAME data file name
F=FILENAME histogram file name
min=NUMBER set the minimum-x of the histograms
max=NUMBER set the maximum-x of the histograms
bin=NUMBER set the number of bins for the histograms
O=STRING set the out-file-pattern
PPRINTER set the print-flag and the printer for printing
b=NUMBER set the x-position, where to normalize the histogra
beam=NUMBER set the beam-momentum in GeV/c
range=NUMBER#NUMBER add a range to the list of ranges

use at least one!
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The actual command was:

> luminosity --B="cos(theta _cmokf)" --F=fitted-elastic.root

--b=37 --range=-0.68#-0.43 --range=0.43#0.68 --range=- 0.28#-0.18
--range=0.18#0.28 --min=-0.8 --max=0.8 --O=luminosityF ile

F.8 Plotting

The final cuts and the plotting are done in an additional exigsrogram, reading
readily filled histograms, files with track-tree-format betPreCutTree-format, that
also includes missing- and invariant-masses, in essehealas that will be plot-
ted to histogram (This format has been introduced sinceritush faster to plot
and still contains all event data, so cuts can still be agplie

Meanwhile this functionality has been included into theeCaseGUI.
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3.3
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Prompt tracking algorithm used in Jalich . . . . . . ... ...
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