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Organic materials exhibit a wide variety of structures and associated properties, mechanical as well as optical and electrical. The constituents can be very diverse, from small molecules to polymers, as can be the structures composing the materials.

Recent years have witnessed strong efforts in the area of organic semiconductors, and also spectacular progress in device applications [1–6]. Many device architectures feature actually rather complex structures, involving frequently at least two different compounds ('donor' and 'acceptor') forming a heterojunction, as in the case of organic photovoltaics (OPV) and organic light emitting diodes (OLEDs).

Considering the performance of OPV devices one may distinguish different levels of structure as sketched in Fig. 1.1. Intrinsic properties, derived from the molecular structure of the compounds involved, can be considered as most basic device-related properties (Fig. 1.1a). Functionalization of molecular compounds is therefore the most fundamental route for tuning thin film and device properties [7, 8]. Central in many devices is an organic heterostructure realized in a crystalline thin film of two compounds (Fig. 1.1b). Here, the interface between the two organic compounds A and B is the key to the functioning of the device, and at the same time it is the least understood. For instance, A/B heterostructures are referred to as planar heterojunctions (PHJ), where the compounds were deposited one after another and A:B heterostructures are referred to as mixed or bulk heterojunctions (BHJ), where both compounds were deposited simultaneously. For BHJ's the interface formation between both materials is obviously closely related to the mixing behavior of the two compounds, i.e. whether the compounds phase separate or mix efficiently. Finally, a complete device features, in addition to an organic heterostructure, additional layers, e.g. electrodes, layers for improving conductivity, passivation layers, blocking layers etc. (Fig. 1.1c).

Apart from structure, several other properties of the organic semiconductors are relevant for the performance of OPV devices. For example the optical properties, which govern the light absorption, and the alignment of energy levels at the interface of the heterostructure. In particular, the energy level alignment, i.e. the relative energy positions of the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) of both compounds, determines the open circuit voltage $V_{oc}$ of an OPV device [1,9,10].
INTRODUCTION

Figure 1.1: Sketch of structures relevant for organic devices: a) Structure of single molecules. b) Heterostructures consisting of two compounds can be divided in planar heterojunctions (PHJ) and bulk heterojunctions (BHJ). BHJ’s can exhibit different mixing/demixing scenarios. c) Typical simplified device structure consisting of an organic heterostructure and additional layers.

Fig. 1.2 shows a sketch of the relevant electronic processes in an excitonic heterojunction photovoltaic cell. An appropriate alignment of the energy levels of the donor and acceptor, respectively, enables successful exciton dissociation at the interface, which results in a Coulombically bound hole polaron in the donor and electron polaron in the acceptor material. For such an interface, the charge generation can be split into a four-step process [6, 11].

1. Absorption of light and generation of excitons.
2. Exciton diffusion to the donor/acceptor interface.
3. Exciton dissociation and generation of charge carriers at the interface.
4. Charge carrier collection at the electrodes.

The overall charge generation process is quantified by the internal quantum efficiency $\eta_{\text{int}}$: 

$$\eta_{\text{int}} = \eta_{\text{Abs}} \cdot \eta_{\text{ED}} \cdot \eta_{\text{CT}} \cdot \eta_{\text{CC}}$$

(1.1)

$\eta_{\text{int}}$ is the product of the absorption efficiency $\eta_{\text{Abs}}$, the exciton diffusion efficiency $\eta_{\text{ED}}$, the charge-transfer efficiency $\eta_{\text{CT}}$ and the charge-collection efficiency $\eta_{\text{CC}}$. If reflection losses for coupling light from outside into the cell are taken into account, one obtains the external quantum efficiency $\eta_{\text{ext}}$ that is basically the number of collected electrons with respect to the number of incident photons. [6, 11]
Considering Eqn. 1.1, the efficiency of organic photovoltaic cells is affected by several limitations. First, there is an inherent tradeoff between the absorption and the exciton diffusion efficiencies. That is, the exciton diffusion length, which is typically of the order of $\sim 10$ nm, is usually significantly smaller than the optical absorption length. By reducing the thickness of the donor and acceptor layers of a PHJ, it can be ensured that generated excitons reach the interface for dissociation. However, for maximizing the absorption efficiency the layer thickness has to be large. This dilemma can be circumvented by choosing another architecture of the organic heterojunction, for example the BHJ architecture, where the donor and acceptor materials are intermixed to maximize the interface area. However for such an architecture the crystalline quality of the films may be reduced, which limits the charge carrier conductivity and therefore the charge collection efficiency $\eta_{\text{CC}}$. The charge-transfer efficiency $\eta_{\text{CT}}$ is determined by the electronic relationship between the
donor and acceptor material at the interface. An ideal heterojunction would therefore feature a high absorption coefficient for visible light, large exciton diffusion lengths, low density of crystal defects for high charge carrier mobility and a favorable level alignment at the interface [6,11].

In addition to applications-driven research, there are a number of fundamental issues. Growth and structure of organic heterostructures are a substantial challenge in itself. In fact, growth is an inherently complex subject [12,13], and compared to their inorganic counterparts organic systems exhibit additional complications in their growth behavior associated with their additional degrees of freedom, for instance orientational degrees of freedom, which are possibly reducing the symmetry of the system, internal vibrations or bending [14-18]. Therefore, already single-component organic film growth and structure can be challenging. For growth of organic-organic heterostructures, i.e. systems with at least two components, there are further complexities in addition to issues related to the crystal structure and its quality as well as the evolution of the top surface known from single-component films.

This thesis was supported by the Deutsche Forschungsgesellschaft within the SPP 1355 (Schwerpunktsprogramm: 'Elementarprozesse der Organischen Photovoltaik'). The focus of this work lies on crystal structure and heterostructure formation relevant to organic photovoltaic devices. In combination with research performed by collaborators within the SPP 1355, including the determination of energy levels, optical properties and device efficiency, the fundamental results obtained from this thesis lead to a deeper understanding of organic photovoltaic devices [6,19-22]. The reviewing of complete device architectures as sketched in Fig. 1.1c, however, is here omitted. Nevertheless, it is commented on the relevance of organic semiconductors for devices, but for their basic concepts we refer to the dedicated literature [1-6,22].

This thesis is organized as follows: In Ch. 2 the growth and structure formation of organic semiconductors is summarized. In addition, an overview of the current status of the field is provided and future trends and concepts are indicated. It is mostly written from the perspective of small molecule organic semiconductors prepared by organic molecular beam deposition (OMBD), i.e. by evaporation in vacuum. Polymer-based heterostructures are omitted. These are of course interesting in their own right, but follow in their structure formation different mechanisms [23-27]. In Ch. 3 the properties of the materials used in this thesis are briefly reviewed. In Ch. 4 X-ray scattering techniques, applied in this thesis for characterizing organic heterostructures are explained. In addition, methods for thin film preparation are described and the substrates used for film growth are characterized. In Ch. 5 the central findings of this thesis are presented. The chapter is divided into two parts. The first part is concerned with A/B heterostructures or PHJ’s, the second part with mixed (A:B) heterostructures. In particular the following questions will be addressed:

1. For A/B: To what degree is the growth and structure of the top layer influenced by the structural properties of the bottom layer?

2. For A:B: For which molecular mixtures do we find phase separation or mixing? In this context, it is a rather fundamental question whether or not e.g. the HOMO,
LUMO and the associated energy gap etc. change continuously or step-wise and what the structural length scale for the required intermixing is, if the system should exhibit common energy levels and thus a coupled spectrum or not.

For A/B heterostructures two growth effects were studied in detail. First the effect of templating, i.e. the molecules of the top layer adopt certain characteristics, for instance molecular orientation, of the bottom layer [28]. Second smoothing was found during heterostructure growth, i.e. the roughness of the top layer is reduced in comparison to the bottom layer [29]. For A:B structures several molecular combinations were studied. One important result is the formation of a molecular complex in mixtures of perfluoropentacene (PFP) and pentacene (PEN). Both compounds can mix only with an equimolar ratio, excess molecules of either species are phase separating from the mixture [30]. The thesis concludes with future perspectives and a summary (Ch. 6).
In this chapter the current state of knowledge on organic thin films is summarized. We discuss first the intermolecular forces in organic crystals in general and move on to explore the formation of organic crystals. Finally, specific problems in organic heterostructure growth are discussed, where material A is deposited on top of material B (A/B), and organic mixtures, where materials A and B are deposited at the same time in order to form a blend (A:B).

## 2.1 Molecular crystals

This section summarizes the most important aspects of organic crystals including intermolecular forces, which are more thoroughly discussed in the literature [31, 32].

A crystal is said to be molecular, if it is possible to single out a group of atoms (the molecule) which have significantly shorter distances to the atoms of the group than to atoms of adjacent groups. The differences in atomic distances can in general be converted to a difference in the kind and therefore strength of interaction. A molecule is formed by covalently bonded atoms with bonding distances in the range of $0.1 \text{ nm}$ (C-H) to $0.12 - 0.15 \text{ nm}$ (C-C). In contrast, intermolecular interactions are dominated by weak van der Waals and electrostatic multipole interactions with bonding distances in the range of $2.2 - 2.4 \text{ nm}$ [31]. Rare exceptions from this are intermolecular interactions between specific atomic conformations, like the hydrogen bond.

In general, due to the low bonding energy, molecular crystals differ considerably in their mechanical, optical, and electronic properties from covalent or ionic crystals. The lattice energy is accordingly low in molecular crystals, which results in low melting and sublimation temperatures, low mechanical strength, and high compressibility [31].

In the following, when speaking of molecular crystals, we refer only to organic crystals, since nearly all organic substances are molecular crystals in the above mentioned sense, except for the ionically bound organic salts.
2.1.1 London dispersion forces

The interactions between nonpolar, electrically neutral molecules, are weakly attractive and generally known as London dispersion forces. In most organic crystals the molecules are held together by these forces. In molecules, whose electrical multipole moments are on the average equal to zero, there exist fluctuating multipole moments which depend on the instantaneous positions of the electrons in the molecules. The instantaneous electric field associated with these moments leads to the appearance of induced multipole moments in neighboring molecules. The averaged interaction between the electrical moments of the initial molecule and the induced moments of neighboring molecules gives rise to attractive forces between the molecules [31].

In general, the induced dipole-dipole interaction energy of a pair of molecules can be written as:

\[ V_{\text{dis}}(r) = -\frac{A_1}{r^6} \]  

(2.1)

\( A_1 \) is a constant, which include compound specific properties. For such constants several different approximations were derived [31].

2.1.2 Intermolecular electrostatic multipole interaction

If the molecules have polar substituents or a permanent dipole moment, or if they are electrically charged in a heteropolar fashion, i.e. the crystals are salts, then the intermolecular interactions are naturally also determined by the static monopole, dipole or quadrupole forces with their long range [32]. The Coulomb forces, stemming from permanent multipoles are particularly important for the groups of crystals with charge transfer in the ground state between the partners, i.e. the donor-acceptor complexes. Here, we are dealing with crystals which consist of two different structural units, one of which acts as donor and gives up charge with a small ionization potential to the acceptor. The latter is a structural unit with a larger electron affinity [32].

2.1.3 Repulsive forces and effective potential

The complete attractive force, described by electrostatic multipole interaction and the London dispersion force, is frequently assumed to have an interaction energy of \( V \propto r^{-6} \) and is sometimes referred to as van der Waals interaction.

In addition to the attractive forces described above, there are also repulsive forces from the inner electrons and the atomic nuclei, which prevent the collapse of the crystal lattice. The repulsive forces are based on Coulomb repulsion and, according to the Pauli principle, on the exclusion of additional electrons in a region of space where the fully-occupied orbitals overlap. These effects become important only at very small distances and increase very rapidly with further decreasing distance. Since the exact calculation is difficult, they are generally treated using approximations [32]. The superposition of the repulsion and the attraction yields an equilibrium distance \( r_0 \) between molecules (Fig. 2.1).
One empirically found approximation often used is:

$$V_{\text{rep}}(r) = \frac{B_n}{r^n}$$ \hspace{1cm} (2.2)

with $n = 8 \ldots 15$. Together with $n = 12$ and Equ. 2.1 it follows the Lennard-Jones potential, which considers only the dipole-dipole interaction:

$$V(r) = \frac{B}{r^{12}} - \frac{A}{r^6}$$ \hspace{1cm} (2.3)

An alternative approximation is the Buckingham-potential which employs an exponential function for the repulsion force [31]:

$$V(r) = C \exp(-\alpha r) - \frac{A}{r^6}$$ \hspace{1cm} (2.4)

Here, $C$ and $\alpha$ are again empirical constants.

### 2.1.4 Specific intermolecular interactions

The conjugated $\pi$-system in many organic molecules gives rise to specific bondings in molecular crystals. The reason for this is the competition between the London dispersion interaction and the static quadrupole interaction in these molecules.
2.1.4.1 C-H/π interaction

Here, we look at the C-H/π-interaction, which is important for structure formation in organic crystals. More details on this binding type can be found in the literature [33, 34]. The benzene dimer (Fig. 2.2) has often been chosen as a prototype system for studying the C-H/π interaction. Benzene forms T-shaped dimers in the gas-phase and liquid phase (Fig. 2.2b), which can be rationalized by considering the electrostatic and van der Waals forces [33]. The parallel stacking or face-to-face arrangement of two benzene molecules (Fig. 2.2c) is favored by van der Waals forces, since this conformation maximizes the polarizable contact area between both molecules. The face-to-edge conformation (Fig. 2.2b) is favored by electrostatic interaction owing from the strong quadrupole moment [35, 36] of the benzene-ring (Fig. 2.2a). In case of the benzene dimer the latter interaction seems to be the dominant one.

Figure 2.2: a) Sketch of the quadrupole moment of benzene. b) Face-to-edge confirmation of a benzene dimer. c) Face-to-face confirmation of a benzene dimer.

2.1.4.2 Arene/perfluoroarene interaction

In this section we shortly discuss the interaction between aromatic and perfluoroaromatic compounds, for details we refer to the literature [33]. In analogy to the C-H/π interaction we study this interaction on the basis of benzene and hexafluorobenzene (C₆F₆), a compound where all hydrogen atoms of benzene were replaced by fluorine atoms. In benzene the central carbon ring is charged slightly negatively, since the carbon atoms are withdrawing electrons from the outer lying hydrogen atoms. This effect is responsible for the quadrupole moment shown in Fig. 2.2a. By replacing the hydrogen atoms with strongly electronegative fluorine this situation is inverted: the fluorine atoms withdraw electrons from the central carbon ring. The resulting quadrupole moment is sketched in Fig. 2.3a. It is similar in magnitude but opposite in sign. For a pair of benzene and hexafluorobenzene both the electrostatic as well as the van der Waals force favor a face-to-face arrangement (Fig. 2.2b).

2.1.5 Molecular packing

In this section we discuss the formation of crystalline solids by considering the intermolecular interactions explored above.
2.1.5.1 Monomolecular organic crystals

The structure of a crystal is characterized by the minimum of the free energy. However, the exact calculation of electron distributions for complex systems is often not possible. Following Ref. [31], as an approximation, a crystal potential curve can be obtained by simply adding up the van der Waals interaction energy of all atom-atom potentials in a crystal. By this method the crystal with the minimum of the free energy is the most closely packed, since van der Waals forces diminish rapidly over distance (See Equ. 2.3). For the calculation of crystal structures this method have shown some success [31]. However, \textit{ab initio} prediction of crystal structures just from the molecular shape due global lattice minimization techniques is still not successful for many atoms per unit cell (> 40) or flexible molecules, which require more sophisticated techniques [37, 38].

Considering the packing density within an organic crystal, we need to remember that for all compounds even for planar ones, the molecular surfaces are not structureless. The van der Waals radii of the atoms correspond to 'hills', the positions in between the atoms correspond to cavities in the molecular surface [32]. An arrangement in which the hills of one molecule lie above the cavities of the neighboring molecules is therefore energetically more favorable for nonpolar molecules than one in which the hills of both molecules lie directly above one another. For a dimer this leads to displaced face-to-face stacking (Fig. 2.2b). In a crystal the close packing condition, together with electrostatic interaction, leads often to a herringbone arrangement (See Chap. 3) [32].

2.1.5.2 Binary molecular mixtures

A key question for a binary molecular mixture is if the materials are phase separating or mixing on the molecular level. Complete or partial mixing of two molecular species might be possible, if a mixed crystal exists, which is energetically more favorable than two pure crystals. Of importance in this regard is the isostructural compatibility of both molecules, which is in many cases a prerequisite for efficient mixing [39, 40].
Following Ref. [40] we classify binary mixtures in the following categories (see also Fig. 2.4): Solid solution, molecular complex (due to strong intermolecular interaction), inclusion complex.

2.1.5.2.1 Solid solution  A solid solution is a mixed crystal where guest molecules can randomly replace host molecules. This phenomenon is also known as 'mixing by substitution' [40], illustrated in Fig. 2.4a. A necessary condition for formation of solid solution crystals by two organic substances is similarity in shapes and sizes of the compounds. Apart from packing factors, also requirements arising from symmetry must be met for the formation of solid solutions with different mixing ratios: The structures of the pure materials should not only have an identical space group and the same number of molecules in the unit cell, but in addition a similar packing motif within the unit cell [31]. If these conditions are satisfied the substitution of host molecules by guest molecules does not lead to an increase in free energy and a continuous series of solid solutions with different mixing ratios is possible. Note that the free energy is also minimized by the entropy term. Such continuously varied mixtures would also exhibit a continuous change of lattice constants dependent on the mixing ratio. If the above conditions are not satisfied, there will necessarily arise a discontinuity in the solubility curve. Steric incompatibility between the mixed compounds leads to strongly reduced solubility and therefore phase separation (Fig. 2.4b) [31]. It should be noted that in contrast to, e.g., alloys of conventional metals, the bulk phase diagram of mixtures of organics is frequently not known, so that the bulk (and equilibrium) reference for the thin films is not available. For typical phase diagrams of bulk solid solutions see Ref. [40].

In general, the inclusion of guest molecules in the host crystal leads to lattice distortions, dependent of the occupation ratio of guest molecules in each unit cell. Therefore, in a solid solution all unit cells are somewhat different and solid solutions exhibit in general weak long range order. Nevertheless, at low temperatures solid solutions with special mixing ratios (mostly 1:1 or 1:2) may exhibit phase transitions to molecular complexes with long range order [40], similar to phase transitions in metallic alloys, e.g. the gold:copper 1:3 ordered alloy [41].

![Figure 2.4](image_url): Different mixing scenarios for molecular crystals: a) Solid solution b) phase separation c) molecular complex due to strong interaction between material A and B c) phase separation of the non stochiometric parts of a molecular complex. Red lines highlight phase boundaries.
2.1.5.2.2 **Ordered molecular complex formation** In this section we consider ordered binary mixtures due to strong intermolecular interaction. If the mixed compounds can form strong bonds between the host and the guest molecule, we speak of molecular complexes [40]. In case that a strong bond between the mixed materials A and B is formed, for instance hydrogen bonds or the bonds described in Sec. 2.1.4, the minimization of the free energy can no longer be considered as determined mainly by van der Waal forces and entropy. Instead, we expect a specific *ordered* molecular arrangement of the complex in respect to the stronger intermolecular interactions present (Fig. 2.4c). Such molecular complexes are preferentially equimolar or have another simple mixing ratio, like 1:2 or 1:3. Since the strong interaction between both compounds is dominating the lattice minimization process, the structural conditions formulated for solid solutions (Sec. 2.1.5.2.1) are not valid to the full degree for the formation of molecular complexes. Indeed, the crystal structure of the complex may be very different from the pure materials crystal structures [40]. The incorporation of additional guest molecules of either species into an molecular complex would necessarily deform the complex, which would lead to a rapid increase of lattice energy. Due to this, excess molecules of either species are expected to phase separate from the molecular complex crystal (Fig. 2.4d).

Molecular complexes formed due to arene:perfluoroarene interaction are commonly observed [33] and explained to be formed by quadrupole interaction [42]. One of the most famous examples is the equimolar benzene:hexafluorobenzene complex. The melting point of this complex at 23.7 °C, which is significantly higher compared to the melting points of the pure components (5.0°C and 5.4°C) [43], is evidence for the strong arene:perfluoroarene interaction. The crystal structure of the benzene:hexafluorobenzene complex exhibits displaced face-to-face stacking [44], which is not present in the pure materials crystal structures [45, 46]. This kind of stacking was also observed for other arene:perfluoroarene complexes [47, 48]. The interaction is strong enough to enable formation of complexes with two structurally very different compounds [49]. This pronounced face-to-face stacking was also described as dimerization in the crystal [50], although also arene:perfluoroarene mixtures with a 2:1 ratio were found [48]. Arene:perfluoroarene interactions were also discussed to exhibit ground state charge transfer characteristics for some complexes [51]. Later studies on similar complexes, however, concluded that charge transfer is not present in the ground state for many arene:perfluoroarene complexes [49, 50].

2.1.5.2.3 **Complex formation due to close packing** We also mention here molecular complexes, which are formed by inclusion. In such complexes, also called clathrate complexes or molecular sponges, the host compounds form a crystal structure with a framework of large cavities due to strong interaction, e.g. hydrogen-bond or other dipole-interaction. These cavities can be occupied by guest molecules. Since these materials are not further discussed in this thesis, we refer to Refs. [32,40,52].
2.2 Single component thin film growth

2.2.1 General phenomena in thin film growth

The controlled thin film growth process is important to understand the thin film properties. In the following only the most important effects are briefly introduced. For more detailed view on growth processes see Ref. [12, 13, 53–55].

Similar considerations to the equilibrium wetting theory below can be made using atomic parameters like adsorption energy per atom on a surface and binding energy per atom in the bulk [55], leading to a similar classification of growth modes. However, these models can at best be a reference scenario, since growth, which is by definition a non-equilibrium phenomenon cannot be explained solely based on equilibrium energy considerations. The full description of growth also has to incorporate non-equilibrium aspects.

In classical equilibrium wetting theory [56] the wetting behavior of a liquid is discussed in terms of the free energy $U$ of a film of thickness $d$. Since the liquid is treated here as a continuous medium, the theory fails to describe situations with film thicknesses in the range of the molecule size.

$$U(d) = \gamma_{AB} + \gamma_A + P(d)$$

where $\gamma_{AB}$ is the interface energy between a liquid of material A with a substrate of material B and $\gamma_A$ is the interface energy between A and the air or vacuum. $P(d)$ describes intermediate range interaction between A and B for $d \gg 0$ and is defined as

$$P(d) = \frac{A_{\text{Hamaker}}}{12\pi d} \quad (d \gg 0)$$

where $A_{\text{Hamaker}} = A_{AB} - A_{AA}$ is the difference of two Hamaker constants [56]. For very thin films $P(d \to 0)$ is equal to the spreading coefficient $S$ and $U(0) = \gamma_B$ is simply the surface energy of the bare substrate:

$$P(d \to 0) : \gamma_B = \gamma_{AB} + \gamma_A + S$$

The coefficients $A_{\text{Hamaker}}$ and $S$ can be positive or negative. Their signs lead to the following four wetting scenarios, for details see Ref. [56]:

1. $S > 0$ and $A_{\text{Hamaker}} > 0$: Complete wetting. From the view of thin film growth this is referred to as layer-by-layer (Frank-van-der-Merwe) growth (Fig. 2.5c).

2. $S > 0$ and $A_{\text{Hamaker}} < 0$: Pseudo-partial wetting. In this scenario the substrate is completely wetted but not with a homogeneous thickness, because intermediate range forces favor roughening. For thin film growth this is referred to as layer-plus-island (Stranski-Krastanov) growth (Fig. 2.5b).

3. $S < 0$ and $A_{\text{Hamaker}} > 0$: Partial wetting or dewetting. In this scenario the substrate is not completely wetted. From the view of thin film growth this is referred to as island (Volmer-Weber) growth (Fig. 2.5a).
4. $S < 0$ and $A_{\text{Hamaker}} < 0$: For this scenario one has to check the characteristics of $U(d)$. Dependent on the absolute values of $S$ and $A_{\text{Hamaker}}$, we may find a minimum in $U(d)$ corresponding to pseudo-partial wetting or a monotonic increase for $U(d)$ corresponding to dewetting.

![Figure 2.5: Three different thin film growth modes: a) island (Volmer-Weber) growth, b) layer-plus-island (Stranski-Krastanov) growth, c) layer-by-layer (Frank-van-der-Merwe) growth. (Picture taken from Ref. [57])](image)

As sketched in Fig. 2.6 growth of crystalline thin films involve several characteristic processes [14,55]. Evaporated molecules arrive at the substrate with a certain flux and kinetic energy. After impinging on the substrate the relevant processes include condensation, re-evaporation, surface diffusion (on one terrace), interlayer transport (between two terraces) and nucleation. Nucleation happens preferably at energetically favorable sites such as steps, defects etc.

The experimental parameters can be divided into two categories:

1. **Evaporation parameters**, which can be defined externally (independent of material properties): These include the flux $F$ of molecules, the kinetic energy of molecules impinging onto the surface described in Ref. [59], the substrate temperature $T$ and the angle under which molecules hit the surface, which can lead to shadowing effects [60,61].

2. **Material properties**: These depend on the substrate and evaporated materials used and determine for example the surface potential, capturing potential at nucleation sites and step-edge barriers for interlayer transport [62].

The complete parameter set from both categories determine the full description and growth mode of the thin film.

In the last decades a theoretical framework has been established, which relates different growth mechanisms to a set of scaling exponents describing the dependence of the surface roughness and lateral length scales vs. film thickness. Much effort has been spent to theoretically predict the scaling exponents for certain growth models, as well as to determine them experimentally [12-14,53,54]. While these general considerations apply to inorganic as well as organic thin film systems, there are a few issues specific to organics, which can lead to a qualitatively different and more complex growth behavior [14,15,63,64], which are summarized in the following section.
2.2.2 Growth phenomena specific to organic thin films

Following Ref. [14] we list here the most significant differences between atomic and molecular growth:

1. Organic molecules are large often anisotropic objects and thus have orientational degrees of freedom. The orientational degrees of freedom gives rise to the distinction of lying-down and standing-up films, which is obviously only possible for molecular systems. A change of configuration or molecular tilt angle relative to the substrate during growth is not unusual [18,65–67].

2. The molecule-molecule as well as the molecule-substrate interaction is in general different from the case of atomic adsorbates and often dominated by van der Waals interaction (See Sec. 2.1). Due to the weaker interaction forces compared to inorganic growth, potentially, more strain can be accommodated in organic systems. The build-up of strain leads to a 'critical thickness' (before the growth mode changes), which can be greater for 'soft' materials. The weak interaction leads for example to a change of the step edge barrier vs. thickness in thin film growth for organic materials [64,68]. Moreover, the weak interaction leads often to many polymorphs also due to kinetic effects during deposition [69,70].
3. The size of the molecules and the associated unit cells are larger than that of typical (inorganic) substrates, which is relevant in the case epitaxy.

### 2.3 Growth of organic heterostructures (A/B)

In this section the current status of organic heterostructure growth is reviewed. These A-on-B-type structures, which in device terminology correspond to 'planar hetero-junctions' (PHJ) exhibit complex growth behavior. Reasons for the complex growth behaviors are, *inter alia*, related to different step edge barriers for different bottom layers [71], anisotropic diffusion coefficients [72], anisotropic capturing potentials [73] or strong intermolecular forces between the two compounds. Therefore, in organic heterostructure growth, crystal structure and morphology of the bottom layer always influence the growth of the top layer. We may categorize growth effects of organic heterostructures as follows, although of course different growth effects are not independent of each other:

**Orientational templating** An important question concerns the molecular orientation (in particular 'lying-down' vs. 'standing up' for rod-like molecules) at the interface or induced by the interface. The orientation may be changed (compared to single-component film growth on, e.g. SiO$_2$) by an underlying organic layer, e.g., by the balance of the interface energies. It may also be influenced by a specific step pattern or their height [74, 75], which for organics is obviously greater than for typical inorganic substrates. In this context, one may observe orientational templating, i.e. the orientation of the molecules in the top layer adopt the orientation of the bottom layer [76–78].

**Organic-organic heteroepitaxy** Organic-organic heteroepitaxy is observed if there is a well-defined relationship of two molecular layers. Although for organic-organic A/B systems the issue of epitaxy is less central than for conventional semiconductors, because of only weak intermolecular van der Waals interaction, the structural compatibility of A and B at the interface may be of importance. The question of epitaxy at an organic-organic interface has been addressed already quite early in Ref. [79–82]. Although unit cells of both materials are in general not similar, the preferential orientation of organic nuclei on oriented organic thin films due to the anisotropic potential surface of the bottom layer is commonly observed for a variety of molecules [83–92].

**Crystal formation/nucleation** A change in crystal size [28] or crystal formation [72, 93] including mosaicity may be observed. For one system it was shown that as long as the diffusion length of the top layer compound is smaller than the typical terrace of the bottom layer the nucleation density is independent of the bottom layer morphology [94].

**Interface stability** The interface between both materials may exhibit a structural reconstruction during deposition [95] or both compounds may partially intermix at the
interface, also called grading [96]. In addition, the interface may induce a modified thermal behavior in both materials [97].

**Roughness evolution** Several studies show the formation of mound growth on top of organic thin films due to dewetting [98-100] or preferred nucleation at step edges [74, 75]. In contrast to the scenario of fast roughening also roughening nearly independent of the bottom layer was shown [94] underlining that, of course, the growth scenario depends on the specific system. In this thesis for some material combinations even smoothing, i.e. reduction of surface roughness at the interface is observed (Sec. 5.1.5).

This rich scenario of growth effects for A/B heterostructures, which are for the above reasons not easy to predict, makes a solid basis of experimental data even more necessary.

### 2.4 Two component co-evaporation (A:B)

In this section the current status of organic binary mixtures (A:B) grown in thin films is reviewed. Blends of organic semiconductors, which correspond to 'bulk hetero-junctions' (BHJ) in OPV devices, are widely used in organic thin film devices, e.g. for improvement of conductivity [101] or for efficient charge carrier separation in photovoltaic bulk heterojunctions. [102] The mixing behavior in such multi-component thin films used for devices is yet not well understood, and in fact even the growth and structure of single-component thin films are already non-trivial [14, 15, 17, 63].

As described in Sec. 2.1.5.2 the issue of intermixing vs. phase separation is probably the most fundamental one for systems consisting of two organic compounds, whatever the architecture is. In contrast to mixing properties considered in thermal equilibrium, which are described by minimization of the free energy, for mixing in thin film growth one has to take kinetic effects into consideration. It may be speculated that true long-range order of a superstructure is probably difficult to achieve by co-evaporation.

#### 2.4.1 Solid solutions in thin films

As solid solutions in thin films we consider mixtures with continuous or nearly continuous mixing behavior. For a solid solution we expect therefore a continuous change in lattice parameters. As an 'ordered form of intermixing' one may find the formation of a true superstructure ('A-B-A-B-A-...', to be seen most directly from a superlattice Bragg reflection), in contrast to a 'statistical occupancy' of the different lattice sites by A and B.

Solid solutions were reported in blends of different phthalocyanines [103]. Note that phthalocyanines are particularly suitable for mixtures since, as long as the central ion is not too big, the molecule retains its flat structure and thus different phthalocyanines are structurally compatible and should intermix very well. Mixtures of sexithiophene and dihexysexithiophene also seem to exhibit continuous solubility [104].

In Ref. [39] the mixing behavior of conjugated rod-like molecules is systematically studied. In agreement with the concept of structural compatibility in solid solutions explained
in Sec. 2.1.5.2.1, molecules of similar length are mixing well, in contrast molecules with very different length exhibit phase separation. For other combinations of compounds, which are structurally/sterically apparently incompatible (platelet vs. sphere), for instance for mixtures of C$_{60}$ and H$_{16}$CuPc [20], also clear phase separation was found. Other mixtures, which have shown phase separation include different pentacene-derivatives [105] and mixtures related to organic photovoltaics [1,106].

2.4.2 Doped organic thin films

In conventional semiconductor physics dopants are applied for increasing conductivity of semiconductors. Here, the concentration of host atoms to dopants is typically in the range $1\cdot10^4$-$10^7$. Doping for organic semiconductors is also successfully applied, however the conductivity improvement follows a different mechanism. Therefore dopant concentrations in organic device physics are in the range of $1\cdot10^3$ [101,107-109]. Considering these high doping concentrations, doped organic semiconductor thin films can essentially be considered as binary mixtures and structural issues follow the mechanisms outlined above.

2.4.3 Complex formation in thin films

Molecular complexes in thin films are not studied extensively in the literature. An exception are 2D molecular complexes formed in the monolayer region (see Sec. 2.4.4).

As described in Sec. 2.1.5.2.2 the arene/perfluoroarene interaction often leads to the formation of molecular complexes in mixtures of hydrocarbons and their perfluorinated counterparts. Therefore a promising system for complex formation in thin films appears to be pentacene (PEN) and perfluoropentacene (PFP). These compounds (see Ch. 3) exhibit favorable interactions and are sterically compatible, since both are derived from the same molecular structure. The system PEN:PFP was studied structurally [110] as well as spectroscopically [111,112]. It could be shown that PEN:PFP does tend to intermix and form its own structure. For this thesis PEN:PFP mixtures were studied in detail, described in Sec. 5.2.1 and Ref. [30], first measurements on Diiindenoperylene (DIP):PFP mixtures are presented in Sec. 5.2.2.

2.4.4 Binary organic mixtures in the monolayer regime

Molecular complex formation in the monolayer region, mostly on single crystalline metal substrates or highly oriented pyrolytic graphite, are observed for a variety of combinations of compounds. Most systems are composed of only planar molecules like DIP, F$_{16}$CuPc, H$_{16}$CuPc [113–119], but were also observed for spherical molecules [120]. The formation of superstructures has been discussed as driven by weak hydrogen bonding (C-F ... H-C) [113]. Nevertheless, similar structures were also observed for systems, which do not seem to exhibit a strong specific interaction [117,118,120].
Chapter 3

Materials

In general, organic semiconductors can be divided into two main classes: polymers and small molecules. Both contain a conjugated $\pi$-electron system leading to their characteristic optical and electronic properties. Both classes of semiconductors are distinguished by their size. While polymers consist of several repeating units which can extend several 100 nm, small molecules exhibit a length typically of only a few nanometers. This thesis focuses on the structural properties of small organic compounds, which are all crystalline. The following sections list the materials used for this thesis. Further details on the general properties of organic semiconductors can be found in the literature [2, 32, 121].

3.1 Diindenoperylene (DIP)

Diindenoperylene (DIP, $C_{32}H_{16}$) is a planar perylene-derivate with two indeno-groups located at opposite sides of the perylene-core (Fig. 3.1). Its molecular weight is 400.48 g/mol and the specific name Diindeno-[1,2,3-cd:1',2',3'-lm]peryline (sometimes referred to as 'Periflantene'). DIP is thermally stable against polymerization and decomposition. It starts to sublime at $T > 600$ K. The synthesis of DIP is described in Ref. [122].

DIP crystallizes in a herringbone structure (Fig. 3.1b). For single crystals two different phases were recently determined [123, 124]: The low temperature phase (LT-phase) and the
high temperature phase (HT-phase). The triclinic LT-phase contains four molecules per unit cell with two conformationally different molecules, while the HT-phase is monoclinic and contains two nearly planar molecules per unit cell. The lattice parameters of both single crystal phases are summarized in Tab. 3.1.

<table>
<thead>
<tr>
<th>Structure</th>
<th>a [nm]</th>
<th>b [nm]</th>
<th>c [nm]</th>
<th>α [°]</th>
<th>β [°]</th>
<th>γ [°]</th>
<th>V_{cell} [nm^3]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LT-phase [123]</td>
<td>1.166</td>
<td>1.301</td>
<td>1.497</td>
<td>98.44</td>
<td>98.02</td>
<td>114.55</td>
<td>1.991</td>
</tr>
<tr>
<td>HT-phase [123]</td>
<td>0.717</td>
<td>0.855</td>
<td>1.680</td>
<td>90</td>
<td>92.42</td>
<td>90</td>
<td>1.0289</td>
</tr>
<tr>
<td>thin film [125]</td>
<td>0.709</td>
<td>0.867</td>
<td>1.69</td>
<td>90</td>
<td>92.2</td>
<td>90</td>
<td>1.020</td>
</tr>
</tbody>
</table>

Table 3.1: Lattice parameters of the DIP structures found in single crystals (HT-phase and LT-phase) and the unit cell parameters determined for DIP thin films.

The growth behavior of DIP in thin films on SiO$_2$ is well established [58, 126]. Under suitable growth conditions ($T \approx 400$ K) DIP exhibits nearly perfect layer-by-layer growth and forms highly ordered polycrystalline thin films [18, 127]. DIP films consist predominantly of the DIP HT-phase. The unit cell parameters determined for a thin film differ only slightly compared to the bulk material (see entry 'thin film' in Tab. 3.1) [125]. In thin films the DIP HT-phase predominantly grows with the $ab$-unit cell plane parallel to substrate which corresponds to nearly upright standing molecules and is referred to as $\sigma$ orientation. In contrast, at lower temperatures and on metal substrates the HT-phase domains with molecules oriented nearly parallel to the substrate are found, which is referred to as $\lambda$-orientation [66, 125, 128].

The DIP growth behavior is studied in detail and exhibit interesting phenomena. For instance thin films of DIP exhibit a transient structure in the monolayer-regime, which reconstructs completely to the HT-phase at later growth stages [18]. In addition, DIP exhibits anomalous fast roughening [17], which was connected to a layer-dependent step-edge barrier [68]. Monolayers of DIP were shown to grow epitaxial on graphite [129] and gold single crystals [116] with an in-plane structure different from the DIP HT-phase and LT-phase.

The DIP molecules used for this thesis were bought from the PAH Research Institute in Greifenberg with 99.8% element purity. The material was purified by gradient sublimation by J. Pflaum to further increase the purity.

### 3.2 Pentacene (PEN)

Pentacene (PEN, C$_{22}$H$_{14}$) is planar and consists of five linearly arranged, fused benzene rings (Fig. 3.2a). The blue dye is one of the most popular compounds studied for applications in organic electronics [2, 130]. Despite the efforts in recent years, even for PEN several issues regarding the growth, structure and phase behavior are still under investigation [131–133].
Thin films of PEN condense at room temperature in a herringbone structure with triclinic unit cell and two molecules per unit cell (Fig. 3.2). Films grown on SiO\textsubscript{2} exhibit a coexistence of the 'thin film phase' \((c^* = 1.54 \text{ nm})\) and the 'bulk phase' \((c^* = 1.44 \text{ nm})\) \cite{133, 135} which can be identified by a different out-of-plane lattice spacing \((c^*\text{-axis})\). Data of both unit cells are shown in Tab. 3.2. It is not clarified yet if the 'bulk-phase' starts to grow from the beginning or if it evolves above a certain temperature dependent thickness \cite{131, 133}. Nevertheless, it is significantly less pronounced for low thicknesses \((d < 20 \text{ nm})\) than for higher thicknesses.

<table>
<thead>
<tr>
<th>Structure</th>
<th>(a) [nm]</th>
<th>(b) [nm]</th>
<th>(c) [nm]</th>
<th>(\alpha) [(^\circ)]</th>
<th>(\beta) [(^\circ)]</th>
<th>(\gamma) [(^\circ)]</th>
<th>(V_{\text{cell}}) [nm(^3)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>thin film</td>
<td>0.5958</td>
<td>0.7596</td>
<td>1.5610</td>
<td>81.25</td>
<td>86.56</td>
<td>89.80</td>
<td>0.697</td>
</tr>
<tr>
<td>bulk</td>
<td>0.6485</td>
<td>0.7407</td>
<td>1.4745</td>
<td>77.25</td>
<td>85.72</td>
<td>80.92</td>
<td>0.680</td>
</tr>
</tbody>
</table>

Table 3.2: Lattice parameters of the 'thin film phase' and the 'bulk phase' for PEN grown on SiO\textsubscript{2}.

PEN used for this thesis were bought from Aldrich (Fluka) with 99.9% element purity and were used without further purification.

### 3.3 Perfluoropentacene (PFP)

Perfluoropentacene (PFP, \(C_{22}F_{14}\)) is the perfluorinated counterpart of PEN, where all hydrogen atoms are replaced by fluorine atoms (Fig. 3.3a). PFP was synthesized recently as a candidate for an organic semiconductor with high electron mobility. The structural similarity of PEN and PFP offers the possibility to prepare high performance bipolar transistors from the two compounds \cite{136–139}. Perfluorination of organic hydrocarbons is an efficient way to turn a p-type semiconductor into a n-type semiconductor and to increase the chemical stability \cite{140–143}. PFP can be regarded as a very promising n-type material, since it was reported to exhibit an high electron mobility of 0.22 cm\(^2\)/Vs in OFETs. One reason for its high mobility is the crystalline growth behavior on SiO\textsubscript{2}, which is generally used as gate dielectric in OFETs \cite{110, 138, 144, 145}.
PFP condense at room temperature in a herringbone structure with monoclinic unit cell and two molecules per unit cell (Fig. 3.3b). For films grown on SiO$_2$ the structure of a slightly distorted ‘thin film’ structure was determined [110].

PFP molecules used for this thesis were synthesized and purified in the group of Prof. T. Suzuki (Institute for Molecular Science, Myodaiji, Okazaki, Japan) and were used without further purification.

### 3.4 Buckminsterfullerene $C_{60}$ ($C_{60}$)

Buckminsterfullerene $C_{60}$ ($C_{60}$, Fig. 3.4a) was first synthesized in 1985 aiming to understand the formation of large carbon molecules in interstellar space [146]. In its condensed state the ball-shaped $C_{60}$ molecules form a close packed crystal with either fcc- or hcp-stacking [147, 148] (see Tab. 3.4 for lattice parameters). At elevated temperatures the van-der-Waals interacting $C_{60}$ molecules are rotating freely around their crystal sites. However, below 249 K the $C_{60}$ molecules are orientationally ordered such that the electron-rich short interpentagon bonds face the electron-poor pentagon centers of adjacent $C_{60}$ units [149, 150].

Table 3.4: Lattice parameters of different $C_{60}$ structures measured at room temperature.
C$_{60}$ molecules used for this thesis were bought from Creaphys with 99.9\% element purity and were used without further purification.

### 3.5 Protonated copperphthalocyanine (H$_{16}$CuPc)

Protonated copper-phthalocyanine (H$_{16}$CuPc, C$_{32}$H$_{16}$CuN$_8$, Fig. 3.5a) is a blue dye, often used in color industry. Since several years it is also used in OFETs [87, 151] and photovoltaic cells as a p-type semiconductor [102, 152, 153]. In addition, it was shown that H$_{16}$CuPc can form large 3D nanostructures dependent on growth conditions [154, 155]. H$_{16}$CuPc crystallizes in at least ten different polymorphs [69]. In thin films mainly the $\alpha$-phase [156, 157] is observed. This structure was earlier determined to be isostructural with other phthalocyanine $\alpha$-phases, which show a herringbone structure with two molecules per unit cell [158]. However a later examination has shown that the H$_{16}$CuPc $\alpha$-phase has a triclinic structure with only one molecule per unit cell [156]. The molecular packing of the $\alpha$-phase is shown in Fig. 3.5b. The H$_{16}$CuPc $\beta$-phase [159] was found in thin films for high temperature growth or after annealing [160, 161]. Lattice parameters of the $\alpha$- and $\beta$-phase are listed in Tab. 3.5.

Figure 3.5: a) Molecular structure of protonated copperphthalocyanine (H$_{16}$CuPc, C$_{32}$H$_{16}$CuN$_8$). b) Structure of the H$_{16}$CuPc $\alpha$-polymorph.
Table 3.5: Lattice parameters of different structures of $H_{16}$CuPc structures measured at room temperature.

<table>
<thead>
<tr>
<th>Structure</th>
<th>a [nm]</th>
<th>b [nm]</th>
<th>c [nm]</th>
<th>α [°]</th>
<th>β [°]</th>
<th>γ [°]</th>
<th>$V_{\text{cell}}$ [nm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$-phase [156]</td>
<td>1.2886</td>
<td>0.3769</td>
<td>1.2061</td>
<td>96.23</td>
<td>90.62</td>
<td>90.33</td>
<td>0.582</td>
</tr>
<tr>
<td>$\beta$-phase [159]</td>
<td>1.9407</td>
<td>0.4790</td>
<td>1.4628</td>
<td>90</td>
<td>120.93</td>
<td>90</td>
<td>1.166</td>
</tr>
</tbody>
</table>

$H_{16}$CuPc molecules used for this thesis were bought from Aldrich (Fluka) with 99.9% element purity and were used without further purification.

### 3.6 Perfluorinated copperphthalocyanine ($F_{16}$CuPc)

Perfluorinated copper-phthalocyanine ($F_{16}$CuPc, $C_{32}F_{16}CuN_8$, Fig. 3.5a) is the perfluorinated counterpart to $H_{16}$CuPc, where all hydrogen atoms are replaced by fluorine atoms.

Figure 3.6: a) Molecular structure of perfluorinated copperphthalocyanine ($F_{16}$CuPc, $C_{32}F_{16}CuN_8$).

Table 3.6: Lattice parameters of different $F_{16}$CuPc structures measured at room temperature. For the $\beta$ and $\beta_{\text{bilayer}}$ structures not the complete unit cell were determined. The unit cell volume were calculated with the out-of-plane lattice spacing $d_\perp$ determined from AFM/XRR ($\beta$-phase: $d_\perp = 1.43$ nm, $\beta_{\text{bilayer}}$-phase: $d_\perp = 1.41$ nm).

<table>
<thead>
<tr>
<th>Structure</th>
<th>a [nm]</th>
<th>b [nm]</th>
<th>c [nm]</th>
<th>α [°]</th>
<th>β [°]</th>
<th>γ [°]</th>
<th>$V_{\text{cell}}$ [nm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>bulk [162]</td>
<td>2.0018</td>
<td>0.5106</td>
<td>1.5326</td>
<td>90</td>
<td>111.83</td>
<td>90</td>
<td>1.454</td>
</tr>
<tr>
<td>$\beta$-phase [163]</td>
<td>2.026</td>
<td>0.487</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>84.1</td>
<td>1.402</td>
</tr>
<tr>
<td>$\beta_{\text{bilayer}}$ [163]</td>
<td>1.461</td>
<td>0.331</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$\sim 90$</td>
<td>0.682</td>
</tr>
</tbody>
</table>

For growth on SiO$_2$ $F_{16}$CuPc has a complex growth behavior. Thin films exhibit a
disordered interfacial layer [164] and two polymorphs coined \( \beta \)-phase (out-of-plane lattice spacing between 14.3 – 14.9 Å [163, 165, 166]) and \( \beta \)-bilayer-phase with an estimated out-of-plane lattice spacing of \( \sim 14.1 \) Å [163]. The two polymorphs exhibit different in-plane stacking behavior, in particular the \( \beta \)-phase has a herringbone arrangement with two molecules per unit cell, whereas the \( \beta \)-bilayer-phase has a single molecule per unit cell and forms stacks parallel to the substrate similar to the H\(_{16}\)CuPc \( \alpha \)-phase. The optical properties of F\(_{16}\)CuPc depend on the structure and vary with increasing thickness [167].

F\(_{16}\)CuPc molecules used for this thesis were bought from Aldrich (Fluka) with 75% element purity and were purified twice by gradient sublimation by Prof. J. Pflaum (Universität Würzburg) before use.
4.1 X-ray scattering from thin films

X-ray scattering techniques were used in this thesis to investigate structural aspects of organic thin films and organic-organic heterostructures. In this section, the theory of x-ray scattering in various experimental geometries is described. For details of the derivations see Refs. [168,169].

4.1.1 X-ray scattering at interfaces

Scattering of X-rays at an interface of two media can be described by introducing an index of refraction, \( n \), and solving Maxwell’s equations for a plane wave. The electric field of an electromagnetic wave can be written as:

\[
E(r) = A_0 e^{i(kr - \omega t)}
\]  

with \( A_0 \) being the maximum amplitude of the electric field and \( k \) the wave vector towards the propagation direction of the wave with a length given by the wavelength \( \lambda \):

\[
k = \frac{2\pi}{\lambda}
\]  

4.1.1.1 Refractive Index

In analogy to light in the visible spectrum, the complex index of refraction, \( n \), is used to describe the propagation of X-rays in matter and therefore effects of reflection and refraction at interfaces. For homogeneous media the refractive index can be divided into a real and an imaginary part:

\[
n = 1 - \delta + i\beta
\]  

with \( \delta \) being the dispersion and \( \beta \) being the absorption. For X-ray energies far from absorption edges, \( \delta \) is related to the electron density \( \rho_e \) of a medium:

\[
\delta = \frac{2\pi}{k^2} \rho_e r_0
\]
The electron density $\rho_e$ in condensed matter is of order $10^3$ electrons/nm$^3$. $r_0$ is the classical electron radius

$$r_0 = \frac{e^2}{4\pi \epsilon_0 m_e c^2} \approx 2.82 \times 10^{-4} \text{ nm}$$  \hspace{1cm} (4.5)$$

$\delta$ is always positive and of the order $10^{-6}$ (with $k \approx 40$ nm$^{-1}$). Therefore, within materials it holds true that $n < 1$ and $n$ is close to unity.

### 4.1.1.2 Absorption

The absorption of electromagnetic waves in the X-ray regime is written as

$$\beta = \frac{1}{2k} \mu$$  \hspace{1cm} (4.6)$$

where $\mu$ is known as the absorption coefficient. After traversing a distance $z$ in the material the intensity of a wave is attenuated by a factor of $e^{-\mu z}$, the amplitude accordingly by a factor of $e^{-\mu z/2}$. The absorption coefficient is a material dependent macroscopic quantity accounting for the microscopic effects of photoelectron generation and Compton scattering. For low-Z materials like organics, $\beta$ is in the order of $1 \times 10^{-9}$.

### 4.1.1.3 Snell's law

For a single interface (vacuum - medium), Snell’s law of refraction relates the incident angle $\alpha$ of the impinging wave to the angle of the transmitted wave in the medium $\alpha'$ (Fig. 4.1):

$$n_0 \cos \alpha = n_1 \cos \alpha'$$  \hspace{1cm} (4.7)$$

Since in a medium the refractive index is below unity $n < 1$, there is an angle of incidence at which $\alpha' = 0$, which is called the critical angle $\alpha_c$. For $\alpha < \alpha_c$ total external reflection is observed, i.e. the intensity of the transmitted wave is very small. Within first-order Taylor series approximation the critical angle can be written as $\alpha_c = \sqrt{2\delta}$.

### 4.1.1.4 Fresnel coefficients

The ratio of amplitudes of reflected and refracted/transmitted waves and the incoming waves can be calculated by the Fresnel equations.

$$r = \frac{\alpha - \alpha'}{\alpha + \alpha'}$$  \hspace{1cm} (4.8)$$

$$t = \frac{2\alpha}{\alpha + \alpha'}$$  \hspace{1cm} (4.9)$$

Here, $r$ is the amplitude reflectivity and $t$ is the amplitude transmittivity. The corresponding intensity reflectivity $R$ (intensity transmittivity $T$), which is the measured parameter in
**4.1 Experimental methods**

![Diagram](image)

Figure 4.1: An incoming wave ($k_{in}$) is partly reflected ($k_{out}$) and partly refracted ($k_T$) at an interface. The total momentum transfer is $q = k_{out} - k_{in}$.

X-ray reflectivity (Sec. 4.1.2) is the absolute square of the amplitude reflectivity $r$ (amplitude transmittivity $t$). The transmitted wave is attenuated with increasing depth into the material. This attenuation is described by the penetration depth $\Lambda$, which is the distance at which the intensity falls off by a factor of $1/e$.

$$\Lambda = \frac{1}{2k \text{Im}(\alpha')}$$

(4.10)

The results for $r$, $t$, and $\Lambda$ depend on several parameters: the incident angle $\alpha$, the electron density and the absorption in the medium, as well as the wavevector. Dependent on the critical angle we can distinguish two limiting cases:

- $\alpha \gg \alpha_c$: In this regime the intensity reflectivity falls off as $R \approx (\alpha_c/2\alpha)^4$, with $R = |r|^2$. There is almost complete transmission and the penetration depth becomes $\Lambda = \alpha\mu^{-1}$.

- $\alpha \ll \alpha_c$: In this case we observe total external reflection and the transmitted wave is very weak. It propagates along the surface with a penetration depth of $\Lambda = 1/2k\alpha_c$. Due to the small penetration depth, it is called an evanescent wave. The effect of evanescent waves is used in particular for the determination of lateral structures in thin films by grazing incidence X-ray diffraction (GIXD). This method is addressed in more detail in Sec. 4.1.4.

### 4.1.2 X-ray reflectivity (XRR)

X-ray reflectivity (XRR) is a powerful tool to probe structure and morphology of organic thin films. Here only the basic concepts of XRR are described. For the details on this method it is referred to Refs. [168, 169]. Fig. 4.2 depicts the simplified scattering geometry.
of XRR. For XRR the angle of incidence $\Theta$ and the detector angle $\Omega$ are kept equal: $\Theta = \Omega$. Then the complete momentum transfer $q$ has only a non-zero component perpendicular to the substrate ($q_z$) and can be written as:

$$q_z = \frac{4\pi}{\lambda} \sin \Theta$$  \hspace{1cm} (4.11)

Using the Fresnel coefficients derived in Sec. 4.1.1.4, the intensity reflectivity $R$ of a multilayer can be modeled within the framework of dynamical scattering theory with a recursive formalism described by Parratt [170].

![Figure 4.2: Scattering geometry for X-ray reflectivity (XRR) on a thin film. $d$ corresponds to the film thickness and $d_\perp$ is the out-of-plane layer spacing. For XRR the momentum transfer $q_z$ is perpendicular to the substrate.](image)

### 4.1.2.1 Information in XRR data

An electron density profile of a sample can be extracted along the surface normal by fitting the experimental. That is, only information about the out-of-plane sample structure is obtained. In Fig. 4.3a a typical XRR dataset from an organic thin film (DIP) is shown. From fitting such a dataset the following physical parameters, which are actually the free parameters of the fit, can be obtained:

**Average electron density** The average electron density $\rho_e$ of a sample is directly connected to the total reflection edge in XRR data (See Sec. 4.1.1).

**Film thickness** From the periodicity of the Kiessig or thickness oscillations the average thickness $d$ of a thin film can be determined.
**Roughness** From the damping of the Kiessig oscillations the roughness $\sigma_{\text{rms}}$ of a thin film can be determined.

**Out-of-plane lattice spacing** In organic thin films molecules are often ordered in a crystal, which results in a periodic variation in the electron density of a thin film, from which the out-of-plane lattice spacing can be determined (Fig. 4.3b). Since the molecules are often oriented with their long axis along the growth direction the periodicity is often on a length scale larger than 1 nm. Constructive interference from waves scattered at the crystal planes gives rise to Bragg reflections at certain angles. The position of Bragg reflections in XRR may be approximated by Bragg’s law:

$$n\lambda = 2d_{\perp}\sin\Theta$$

(4.12)

However, in contrast to scattering from crystal powders, for XRR, the Bragg peak positions may in general be shifted due to multiple scattering and the optical effects described in Sec. 4.1.1.

**Coherently scattering island size** From the periodicity of the side fringes of the Bragg reflection (Laue oscillations) the coherently scattering crystal size can be determined. If the periodicity of the Laue oscillations and Kiessig oscillations is equal, the film is coherently ordered for the complete film thickness.

Modeling XRR data, such as presented in Fig. 4.3a with the Parratt-formalism results in a complete electron density profile of a thin film as shown in Fig. 4.3b, from which the thin film parameters described above can be extracted. For organics, $\beta$ is in the order of $1 \times 10^{-9}$. Thus, for the derivation of the intensity of specularly reflected X-rays from organic thin films $\beta$ is neglected.

![Figure 4.3](image)

Figure 4.3: a) XRR data from a 20 nm DIP film grown on SiO$_2$ fitted with a Parratt-model. The fitted electron density is shown in b).
4.1.2.2 Data treatment

Modeling and fitting of XRR data were done with the freely available MOTOFIT [171] software, where the Parratt formalism is used to calculate XRR and minimal difference between simulation and experimental data is achieved via a genetic minimization algorithm [172]. Prior to fitting, the XRR data were transformed to $q$ coordinates and corrected for diffuse scattering by subtracting an offset-scan [173]. In addition, XRR data were corrected for geometrical factors, i.e. finite sample width, by the method described in Ref. [174].

4.1.3 Rocking scans

Organic thin films often exhibit a preferred orientation of crystal orientations, i.e. orientations of crystalline domains are not distributed equally. Instead, crystalline domains are commonly oriented along the surface normal. If the substrate surface is isotropic, which is the case for ITO, SiO$_2$ and PEDOT:PSS, the crystalline domains exhibit in-plane random orientation. The mosaicity of a highly textured organic film can be obtained by a rocking scan. For a rocking scan the absolute momentum transfer $|q|$ is kept fixed under the Bragg condition for the probed orientation and the sample is rotated. The Bragg intensity is then usually plotted vs. the rocking angle $\omega$ to examine the distribution of crystal orientations [169].

4.1.4 Grazing incidence X-ray diffraction

To gain knowledge about lateral structures, grazing incidence x-ray diffraction (GIXD) is performed on several samples. Here, only the main concepts of GIXD are presented, for details it is referred to Ref. [175].

In GIXD, the angle of incidence $\Theta$ is near the total reflection edge, which leads to a finite penetration depth of the X-ray beam (see Sec. 4.1.1.4) The out-of-plane detector angle is kept equal to the angle of incidence $\Omega = \Theta$. The in-plane crystal structure is probed by varying the in-plane angle $2\Phi$ related to the in-plane momentum transfer $q_{xy} \approx 4\pi/\lambda \sin \Phi$ (Fig. 4.4).

Most samples studied in this thesis correspond to an in-plane powder. In the in-plane direction crystalline domains do not have a preferred orientation, However, perpendicular to the sample surface (i.e. out-of-plane), the lattice planes are all oriented parallel to the sample surface. Therefore probing the in-plane structure by GIXD can be understood in terms of powder diffraction. For acquisition of this powder diffraction pattern it is possible to use a point detector and perform a $2\Phi$ scan. Alternatively, it is possible to use an area detector, thereby acquiring scattering data for a whole range of exit angles in the in-plane direction. With an area detector additional information in the out-of-plane direction $q_z$ is also resolved. The momentum transfer in each direction is calculated from the following equations:

$$q_{xy} = \frac{2\pi}{\lambda} \sqrt{(\sin \Phi \cos \Theta)^2 + (\cos \Omega \cos \Phi - \cos \Theta)^2} \quad (4.13)$$
Figure 4.4: a) In GIXD the X-ray beam has an angle of incidence near the critical angle and the detector angle is varied parallel to the substrate by the angle $2\Phi$. b) X-rays are diffracted by the crystalline in-plane lattice by an angle $2\Phi$, yielding information about the lattice spacing within the plane. Picture taken and modified from Ref. [58].

\[ q_z = \frac{2\pi}{\lambda} (\sin \Theta + \sin \Omega) \]  

(4.14)

4.1.5 Scherrer formula

The peak width of a Bragg reflection depends on the number lattice planes, which are scattering the incoming X-rays coherently. Lower limits of the coherent in-plane island size $l_s$ can be determined by the Scherrer formula [169]:

\[ l_s = \frac{2\pi}{\text{FWHM}} \cdot 0.9394 \cdot K_s \]  

(4.15)

Here $K_s = 1.0747$ is the Scherrer constant for spherical grains and FWHM is the full width half maximum of the peak. In this thesis Equ. 4.15 is mainly used to determine the coherent in-plane island size $l_s$. However the same formula could be used to estimate the coherent out-of-plane island size $l_z$. The instrumental broadening of the diffractometer was not included in the calculations, therefore only lower limits of $l_s$ and $l_z$ are given.

4.1.6 X-ray sources and experimental setup

X-ray measurements were performed either with a laboratory source or at a synchrotron facility. The laboratory source (GE XRD 3003TT diffractometer) applies a copper anode with a multilayer mirror and a germanium monochromator (CuK$_{\alpha 1}$ radiation, $\lambda = 0.151$ nm). Details of the experimental setup are depicted in Fig. 4.5.

Synchrotron measurements were performed mainly at beamline ID10B ($\lambda = 0.092$ nm) and beamline ID03 ($\lambda = 0.062$ nm) of the European Synchrotron Radiation Source in Grenoble, France. For XRR a point detector were used and for GIXD either a point
detector or a MARCCD area detector with a diameter of 130 mm. Additional experiments were done at the X04SA MS Surface Diffraction beamline (\( \lambda = 0.103 \) nm) of the Swiss Light Source in Villigen, Switzerland. Here, for all measurements a PILATUS II area detector with 487 x 195 pixels were used.

![Experimental setup of a XRD 3003 equipped with a NaI scintillation counter and a copper anode utilizing the Cu K\( \alpha_1 \) radiation. For monochromatization and parallelization a NiC multilayer mirror and a Germanium channel cut crystal, asymmetrically cut to work as a 'beam compressor', are used.](image)

**Figure 4.5:** Experimental setup of a XRD 3003 equipped with a NaI scintillation counter and a copper anode utilizing the Cu K\( \alpha_1 \) radiation. For monochromatization and parallelization a NiC multilayer mirror and a Germanium channel cut crystal, asymmetrically cut to work as a 'beam compressor', are used.

### 4.2 Atomic force microscopy AFM

Atomic force microscopy (AFM) is applied to obtain complementary information about the thin film surface. AFM measurements were performed within two weeks after film preparation with a JPK Nanowizard II using the non-contact dynamic mode with the amplitude as feedback lock-in parameter.

AFM data were analyzed with the freely available Gwyddion software. The power spectral density function (PSDF) is extracted from AFM images and gives the distribution of spatial frequencies of the surface. For extracting the PSDF from AFM images only line scans in the fast scan axis were analyzed. For each PSDF we averaged the data from two AFM images from different spots to reduce noise. In the literature several methods have been described for extracting the lateral correlation length \( \xi \) from AFM images \([16,176,177]\). Here, \( \xi \) were determined by converting the characteristic bend in the PSDF directly to a real space length \([176]\). Since absolute values for \( \xi \) can vary strongly with the method used the error bars for the absolute values are large. However, for the analysis in this thesis
more relevant are relative changes in $\xi$ between different stages of growth for which the error is below 5%.

4.3 Sample preparation

4.3.1 Substrate preparation

For film growth three kinds of substrates were used: Silicon wafers with a thin native oxide layer (SiO$_2$), indium tin oxide (ITO) and a conducting polymer (PEDOT:PSS). In order to study the thin film properties the substrate properties were characterized beforehand. The most relevant substrate properties are shown in the following sections.

4.3.1.1 Silicon wafer

Boron doped Si(100) wafers with a thin native oxide layer were bought from Si-Mat. The wafers were cut into small substrates of $\sim 1$ cm$^2$ size. The substrates were cleaned with acetone and isopropanol in an ultrasonic bath for 15 min and then rinsed with ultra pure water before use. Prior to film growth the substrates were heated to $\sim 700$ K in UHV for at least one hour.

![XRR and AFM data](image)

Figure 4.6: a) XRR of a SiO$_2$ substrate. The modeled electron density is shown in the inset. The thickness of the oxide layer of the used wafers is in the range $d = 0.9 \ldots 1.2$ nm. The roughness determined by XRR and from AFM (Fig. 4.6b) is consistent ($\sigma_{\text{rms}} \sim 0.2$ nm).

Fig. 4.6a shows typical XRR data from a silicon substrate. The modeled electron density is shown in the inset. The thickness of the oxide layer of the used wafers is in the range $d = 0.9 \ldots 1.2$ nm. The roughness determined by XRR and from AFM (Fig. 4.6b) is consistent ($\sigma_{\text{rms}} \sim 0.2$ nm).
### 4.3.1.2 Indium tin oxide (ITO)

Indium tin oxide (ITO) is a widely used material for transparent electrodes in general, for instance for liquid crystal displays, and especially for organic photovoltaics [22, 102, 178]. Usually $\text{In}_2\text{O}_3$ ($\sim 90\%$) and $\text{SnO}_2$ ($\sim 10\%$) are sputtered together onto a glass substrate to form a thin layer of ITO, which is then annealed for crystallization [179,180]. Additional doping or surface modifications may be applied to tune the electrical properties of ITO further [179,181].

![Figure 4.7: a) XRR of an ITO substrate. The modeled electron density is shown in the inset. b) XRR data of an ITO substrate at large $q_z$ shows several Bragg reflections of the polycrystalline ITO layer.](image)

For this thesis, ITO covered glass substrates were bought from Merck AG. The large slides were cut into small substrates of $\sim 1\ \text{cm}^2$ size. The substrates were cleaned with acetone and isopropanol in an ultrasonic bath for 15 min and then rinsed with ultra pure water before use. Prior to film growth the substrates were heated to $\sim 700\ \text{K}$ in UHV for at least one hour.

Fig. 4.7a shows typical XRR data from a ITO substrate. The modeled electron density is shown in the inset. The thickness of ITO layers as determined from fitting the XRR data is in the range $d = 139.5\ldots141\ \text{nm}$ for the substrates used. At large $q_z$ Bragg reflections from the polycrystalline $\text{In}_2\text{O}_3$ within the ITO layer are observed (Fig. 4.7b). The large background at $q_z = 1.0\ldots2.7$ in Fig. 4.7b stems from the glass substrate below the ITO layer. The roughness determined by XRR and from AFM (Fig. 4.8b) is consistent ($\sigma_{\text{rms}} \sim 1.0\ \text{nm}$). Although $\sigma_{\text{rms}}$ is relatively low the ITO surface frequently exhibits material accumulation, which can have a height of up to $\sim 10\ \text{nm}$ as shown in the line scan in Fig. 4.8a.
4.3.1.3 ITO/PEDOT:PSS

PEDOT:PSS or poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate) is a mixture of two polymers. PEDOT:PSS is conducting and transparent in the visible range. It is frequently used to modify the work function of ITO layers for organic photovoltaic applications [22, 182, 183].

PEDOT:PSS covered ITO substrates used for this thesis were prepared in the group of Prof. Brütting (Universität Augsburg). The ITO were cleaned with acetone and isopropanol in an ultrasonic bath for 15 min and then dried with N₂. After cleaning, PEDOT:PSS diluted with water (Clevios AI 4083) were spin cast for 30 seconds on the ITO substrate (5000 rotations per minute) and subsequently dried on a heating plate at 125°C for one hour to remove residual water.

Fig. 4.9a shows typical XRR data from a PEDOT:PSS covered ITO substrate. The modeled electron density is shown in the inset. The thickness of the PEDOT:PSS layer is determined from fitting the XRR data \( d = 30 \text{ nm} \) for the substrates used. At large \( q_z \), Bragg reflections and glass background are observed from the ITO covered glass substrate below (Fig. 4.7b). The roughness of the PEDOT:PSS layer is determined from XRR and from AFM (Fig. 4.9b) is consistent \( (\sigma_{\text{rms}} \sim 1.1 \text{ nm}) \).

4.3.2 Organic molecular beam deposition

For the fundamentals of OMBD in general, with emphasis on single-component systems, we refer to Refs. [14, 15, 81, 130, 184–186].

Heterostructures on SiO₂ and ITO substrates were grown either in a portable UHV system (Sec. 4.3.2.1) or in stationary chamber (Sec. 4.3.2.2). All studied heterostructures grown on PEDOT:PSS were prepared in the group of Prof. Brütting (Universität Augsburg).
Experiment al methods

Figure 4.9: a) XRR of an PEDOT:PSS covered ITO substrate. The modeled electron density is shown in the inset. b) AFM data from an ITO substrate (3 µm × 3 µm)

4.3.2.1 Portable UHV system

Figure 4.10: Portable UHV chamber for real-time and in-situ measurements. Picture taken from Ref. [58]

The growth rate of all thin films prepared in the vacuum systems described below were set to $0.1 - 0.5$ nm/min monitored by a water-cooled quartz crystal micro-balance (QCM) and calibrated by x-ray reflectivity. The growth rate of films prepared at the Universität Augsburg was $\sim 3$ nm/min monitored by a water-cooled QCM.

For real-time measurements during growth under UHV conditions a home-built portable vacuum chamber with beryllium-window was used (Fig. refexp:portchamber) [58, 187]. The system can be mounted on a diffractometer at synchrotron X-ray sources or at a laboratory
The pumping system consists of roughing pump, turbo pump and ion pump. The base pressure for OMBD experiments was $\sim 10^{-9}$ mbar.

The substrate temperature of the portable chamber can be controlled between $T = 120$ – 800 K by a combination of liquid nitrogen cooling and resistive heating of the sample holder stabilized by a PID-control. The relative error of temperature measurements of this chamber is $\pm 1^\circ$C, while the absolute error is $\pm 15^\circ$C as the thermal contact between sample and thermocouple is not completely reproducible.

### 4.3.2.2 Stationary UHV system

The stationary chamber used for film growth is shown in Fig. 4.11. The vacuum system consists of two chambers, i.e. a load lock, where the substrates are heated under HV condition, and a UHV chamber, where the films are grown by OMBD at a base pressure of $\sim 10^{-10}$ mbar. A turbo molecular pump, an ion pump and a titanium sublimation pump are used to evacuate the system.

![Stationary OMBD chamber](Ref:[188])

A sample holder is attached to a manipulator which allows for translations in the $x$-, $y$- and $z$-direction as well as for azimuthal and polar rotations, making a precise alignment of the sample possible. The substrate temperature can be controlled between $T = 160$ – 700 K by a combination of liquid nitrogen cooling and resistive heating of the sample holder stabilized by a PID-control. The relative error of temperature measurements of this chamber is $\pm 1^\circ$C, while the absolute error is $\pm 15^\circ$C as the thermal contact between sample and thermocouple is not completely reproducible.
In this chapter the experimental results are presented and discussed. The work focuses mainly on structural properties of organic heterostructures. The first part is concerned with planar heterostructures (A/B), i.e. the two materials are deposited one after another and have therefore a defined interface region where interaction of both compounds is possible. The second part is concerned with bulk heterojunctions (A:B), which are binary organic mixtures produced via co-evaporation of both materials. In this part, one key question is the mixing behavior of the two compounds, i.e. do the materials phase separate or mix on a molecular level? An overview over the tested material combinations is given in Fig. 5.1. There, the materials are grouped into electron donor materials and electron acceptor materials. However, these are not intrinsic properties of the materials. Instead, whether a material is a donor or acceptor depends on the energy levels of the second material. In general, the listed materials can be used both as an electron donor or electron acceptor.

5.1 Planar organic heterostructures

In the following sections different growth effects, which can occur for planar organic heterostructure growth, are discussed on the basis of the studied material combinations in Fig. 5.1. The observed growth effects can be divided into the following categories: templating (PFP/DIP), graded interface (F_{16}CuPc/H_{16}CuPc), enhanced crystallization (C_{60}/DIP), smoothing (PFP/DIP and PEN/PFP).

5.1.1 Orientational and island size templating in growth of PFP on DIP

The results presented in this section are published in Ref. [28]. As outlined in Sec. 2.3 the growth of organic heterostructures can be very complex. Depending on the organic bottom layer (here called templating layer), overlayer molecules can exhibit a change in molecular orientation [74,76,78,85,86,189] or different film morphology (e.g. domain size or
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Figure 5.1: Overview of the material combinations studied, organized into electron acceptor materials and donor materials. For each material combination both planar heterostructures (A/B) as well as bulk heterostructures (A:B) were studied.

roughness) [78, 84, 95, 96, 98]. In this section, the effect of templating is studied on a series of heterostructures where the properties of the bottom layer were systematically varied via growth temperature, while the growth conditions of the top layer were identical.

For the bottom layers, the organic donor material DIP (Sec. 3.1) is used. DIP was shown to have excellent performance as a hole conductor for photovoltaic applications [22]. For the top layer the organic acceptor material PFP was chosen (Sec. 3.3), which is a promising candidate for organic solar cells due to its high ionization potential [190] and high electron mobility [136, 139, 142]. The combination of PFP and DIP in a heterostructure allows light absorption in a broad range of the visible spectrum [145, 191] and may therefore be considered as a promising combination for organic photovoltaics. As a substrate, indium tin oxide (ITO) coated glass slides were used, since this kind of substrate is widely used as transparent electrode for electronic devices including organic photovoltaic cells.

5.1.1.1 Temperature dependence of DIP film growth

First, the structure of the different DIP layers grown at different temperatures $T$ are discussed, since this information is vital for the evaluation of templating effects described
Table 5.1: Roughness $\sigma_{\text{rms}}$ and lower limits of the in-plane coherent crystal sizes $l_s$ of DIP $\lambda$- and $\sigma$-domains for 20 nm films grown at different $T$. In addition $\sigma_{\text{rms}}$ and $l_s$ of $\sigma$-domains of 20 nm PFP films grown on three different DIP films are summarized.

<table>
<thead>
<tr>
<th></th>
<th>400 K-DIP</th>
<th>300 K-DIP</th>
<th>200 K-DIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_s$ DIP $\sigma$-domains [nm]</td>
<td>27</td>
<td>13</td>
<td>3.0</td>
</tr>
<tr>
<td>$l_s$ DIP $\lambda$-domains [nm]</td>
<td>27</td>
<td>8.0</td>
<td>5.0</td>
</tr>
<tr>
<td>$l_s$ PFP $\sigma$-domains [nm]</td>
<td>34</td>
<td>28</td>
<td>18</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$ [nm] of DIP</td>
<td>3.2 ($\pm$0.4)</td>
<td>2.6 ($\pm$0.3)</td>
<td>0.45 ($\pm$0.1)</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$ [nm] of PFP</td>
<td>4.6 ($\pm$0.4)</td>
<td>3.9 ($\pm$0.4)</td>
<td>3.7 ($\pm$0.4)</td>
</tr>
</tbody>
</table>

in the next section. Figure 5.2a shows the GIXD data of the DIP layers grown at $T = 200$ K, 300 K and 400 K, which are compared with powder spectra of the DIP high temperature phase (HT-phase, P21/a polymorph) and the DIP low temperature-phase (LT-phase, P-1 polymorph, 298 K), respectively (See Ref. [123] and Sec. 3.1). First, the assignment of the observed features in Fig. 5.2a is discussed. According to Ref. [123], the features marked with $\sigma$ or $\lambda$ are assigned to the HT-phase. The $\sigma$ features are attributed to domains with the $ab$-unit cell plane parallel to the substrate surface (standing orientation), and the $\lambda$ features are domains with the $ab$-unit cell plane not parallel to the substrate surface (index $l \neq 0$, lying or tilted orientation). The inset in Fig. 5.2b illustrates the the orientation of the $\sigma$- and $\lambda$-domains. The broad $\lambda(001)$ reflection in the 200 K film is probably superposed with the (001)-reflection from the LT-phase at $q_{xy} = 0.43$ Å$^{-1}$ (marked by LT). Two small features denoted by LT*, might stem either from the DIP LT-phase, or possibly a yet unknown DIP polymorph.

The domain composition of the DIP films extracted from the relative GIXD peak intensities depends strongly on $T$. For $T = 400$ K, the DIP films consist almost exclusively of $\sigma$-domains. For $T = 300$ K the $\sigma$ features are weaker and broader, however, the $\lambda$ features become more intense (e.g. $\lambda(001)$), which indicates preferred nucleation of the $\lambda$-domains at $T = 300$ K. Detecting only the two $\lambda$-reflections with the highest structure factors of the HT-phase ($(001)$ and $(111)$), it is assumed that $\lambda$-domains with other orientations are also existing, but the measured intensity is below the background. For $T = 200$ K the film consists of $\lambda$-domains with a high degree of disorder derived from the peak width, while the growth of $\sigma$-domains is nearly completely suppressed.

From the peak width of the in-plane Bragg reflections the in-plane coherent crystal size $l_s$ of the $\sigma$- and $\lambda$-domains of the three films is estimated (Tab. 5.1). For $T = 400$ K, $l_s$ of the $\lambda$- and $\sigma$-domains is similar, but decreases significantly when lowering $T$. This result indicates that $T$ is critical for the growth of both the $\lambda$- and $\sigma$-domains on ITO. Similar growth behaviors of DIP were also found for other substrates [18,67,125,127,128].
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Figure 5.2: a) GIXD and b) XRR data of DIP films grown on ITO at different substrate temperatures. The thickness of all films is \( \sim 20 \) nm. The powder data of the DIP HT- and LT-phase at the bottom of panel a) were calculated from the crystal structures reported in Ref. [123]. The inset in b) illustrate the layer stacking and the orientation of the \( \sigma \)- and \( \lambda \)-domains.

is observed. These observations confirm the \( T \) dependence in \( \sigma \)-domain nucleation for the DIP films, in good agreement with the results from GIXD (Fig. 5.2a).

Rocking scans on the \( \sigma \)(001) reflections were used to determined the mosaicity of the \( \sigma \)-domains (not shown). The mosaicity was found to be essentially equal \((0.03 \pm 0.01^\circ)\) for the 300 K and 400 K-DIP films. From this result it is concluded that the decreasing intensity of the \( \sigma \)(001) reflections at lower \( T \) is attributed to a smaller coherent scattering volume of the \( \sigma \)-domains in these films, i.e. the crystallinity is reduced due to disorder.
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and/or differently oriented crystallites replace the $\sigma$-domains with lowering of $T$.

The low crystallinity of films grown at low $T$ results in a relatively low root-mean-squared roughness $\sigma_{\text{rms}}$ of the surface as summarized in Tab. 5.1. $\sigma_{\text{rms}}$ values are determined from AFM data shown in Fig. 5.5a-f. Where possible, the obtained $\sigma_{\text{rms}}$ values were double-checked by fitting the X-ray reflectivity curves (Fig. 5.2b) in the region $q_z = 0.07$ to $0.2 \, \text{Å}^{-1}$ where the thickness interference oscillations occur. With this method $\sigma_{\text{rms}}$ of the 200 K-DIP and 300 K-DIP were determined independently. The $\sigma_{\text{rms}}$ values obtained from both techniques are consistent. Fig. 5.3 shows the reflectivity fits for extracting thickness and roughness ($\sigma_{\text{rms}}$) of the two DIP films. Electron density ($\rho$) profiles are shown in the inset. The superimposed small oscillations in Fig. 5.3 stem from the 140 nm ITO layer underneath the DIP.

![Figure 5.3: XRR data and fits for extracting thickness and $\sigma_{\text{rms}}$ of DIP films grown on ITO at 200 K and 300 K. The inset shows electron density ($\rho$) profiles of both models. The superimposed small oscillations stem from the 140 nm ITO layer underneath the DIP.](image)

For DIP growth, it is found that lowering $T$ induces disorder and a smooth surface. Such a behavior at low temperatures is commonly observed for organic thin film growth due to reduction of surface diffusion of the adsorbates [192]. In the next section, we elucidate how the different film structures of DIP template layers affect the PFP film growth.

5.1.1.2 Characterization of DIP/PFP heterostructures

Fig. 5.4a shows GIXD data of PFP/DIP heterostructures. The PFP films (thickness: $\sim 20$ nm) were grown at 300 K on each DIP film to study the templating effect of the DIP layers. All three heterostructures exhibit several in-plane Bragg reflections corresponding to the PFP thin film phase, marked with $\sigma$ and $\lambda$ in Fig. 5.4a [110]. For PFP, a single crystal phase ($V = 797 \, \text{Å}^3$ at 173 K) and a slightly distorted thin film phase ($V =$...
816 Å³ at room temperature) were reported. It is assumed that both structures have similar structure factors, since the unit cells of both are nearly identical. Considering that high anisotropic thermal expansion coefficients are not unusual for similar organic crystals [193], the difference in both structures may be a pure temperature effect.

All PFP σ-reflections stem from domains with nearly standing PFP molecules, which corresponds to an alignment of the bc-plane of the unit cell parallel to the substrate plane, while the PFP λ-reflections stem from crystallites which adopt a tilted or lying orientation. The observed PFP λ-reflections (λ(112), λ(113)) have the largest structure factor of all PFP Bragg reflections (Fig. 5.4a). In analogy to the DIP growth described above, we assume that PFP λ-domains with other orientations may be present. Other PFP Bragg reflections corresponding to λ-domains are not observed, since due to the lower structure factor of these reflections the intensity is below the background in our measurement.

Two additional Bragg reflections at \( q_{xy} = 0.37 \text{ Å}^{-1} \) and \( q_{xy} = 0.77 \text{ Å}^{-1} \) are tentatively assigned as PFP(11) and PFP(12), and correspond to an in-plane lattice spacing of 1.7 nm. This spacing is roughly consistent with the length of a PFP-molecule, but not with that of the PFP thin film phase (1.58 nm). Therefore, one may speculate that the PFP(11,12) reflections stem from domains with molecules in lying orientation. It is noted that the PFP(11) reflection is superimposed with the DIP \( \lambda(001) \) reflection. However, due to the small penetration depth of the evanescent wave in GIXD experiments, only 20% of the intensity of the reflection marked as PFP(11) are contributed by the DIP \( \lambda(001) \) reflection.

The domain composition of the PFP films depends strongly on the DIP films. On the 400 K-DIP film, PFP σ-domains are dominantly observed. On the low T DIP films PFP σ-domains are increasingly replaced by λ-domains and lying PFP(l1,l2), as illustrated at the bottom in Fig. 5.5.

Since DIP and PFP in-plane reflections from lying PFP(l1,l2) and PFP λ-domains are mostly superimposed, \( l_s \) were determined only for the PFP σ-domains (Tab. 5.1). For PFP, \( l_s \) differs by a factor of \( \sim 2 \) for the 400 K-DIP and the 200 K-DIP templating layer. Since the growth parameters for PFP evaporation are identical, the difference in \( l_s \) is induced by the different surface conditions of the DIP films underneath.

For two heterostructures (400 K and 300 K-DIP) the XRR data (Fig. 5.4b) exhibit two superimposed first order Bragg reflections around \( q_z \approx 0.38 \text{ Å}^{-1} \), which originate from DIP (σ(001), HT-phase; \( d_\perp = 1.66 \text{ nm} \)) and from PFP (σ(100), thin film phase; \( d_\perp = 1.57 \text{ nm} \)) [110]. These out-of-plane lattice spacings (\( d_\perp \)) were determined from the second order Bragg reflections around \( q_z \approx 0.78 \text{ Å}^{-1} \), because there both reflections are easier to separate. The PFP layer grown on the 200 K-DIP film shows no clear Bragg reflection in the out-of-plane direction, similar to the 200 K-DIP film underneath (Fig. 5.4b). The intensity of the PFP Bragg reflections is smaller for PFP growth on the low T DIP layers. This is again easy to observe at the second order Bragg reflections. These observations are consistent with the GIXD data and demonstrate that the growth of PFP σ-domains is suppressed for the low T DIP templates.

Fig. 5.5a-f show AFM images of the the DIP bottom layers (a-c) and the three heterostructures (d-f). The DIP templates exhibit nearly circular grains for all temperatures. The grain size \( d \) varies strongly with \( T \) from \( d_s \sim 350 \text{ nm} \) at 400 K to \( d_s \sim 30 \text{ nm} \) at
Figure 5.4: a) GIXD and b) XRR data of PFP films grown on different DIP films as discussed in the former section. The thickness of each PFP layer is 20 nm. The red dotted lines indicate reflections from the DIP bottom layer (see Fig. 5.2). The PFP powder data at the bottom of a) were calculated from the crystal structure reported in Ref. [136].

200 K. The heterostructures exhibit needle-shaped PFP grains, which were observed also for PFP growth on other substrates [144, 145]. However, it is seen that the domain size is reduced significantly for the low $T$ DIP layers. The needle width is $d_{s-w} \sim 120$ nm for all PFP layers, while the average length of the needle-like domains $d_{s-l}$ varies significantly between $d_{s-l} \sim 200$ nm for PFP on the 200 K-DIP layer and $d_{s-l} \sim 1000$ nm for PFP on the 400 K-DIP layer.

Here, the difference of the morphological grain size $d_s$ extracted from AFM images and
The in-plane coherent crystal size $l_s$, which is the lower limit of the coherently ordered crystal size obtained from GIXD data, is stressed. For organic thin films, $l_s$ is frequently smaller than $d_s$, since single large grains visible in AFM images consist of several subdomains divided by dislocations [194–196].

From the AFM images the roughness $\sigma_{\text{rms}}$ of all heterostructures was determined. The results are summarized in Tab. 5.1. Compared to the DIP layers, the $\sigma_{\text{rms}}$ values of the heterostructures are significantly increased owing to the pronounced needle formation. Remarkably, the roughness increase is strongest for PFP/200 K-DIP heterostructure, although the 200 K-DIP film has the smoothest surface of all DIP films. This effect can be attributed to pronounced 3d growth of the PFP $\lambda$-domains present in this film, whereas $\sigma$-domains seem to grow with slower roughening [186].
5.1.1.3 Discussion of DIP/PFP heterostructures

In the following the observed changes in growth of PFP induced by templating are summarized. For an overview, a sketch of the complete heterostructures is depicted at the bottom of Fig. 5.5.

First, orientational templating is found. PFP evaporated on the 400 K-DIP film, which consists nearly completely of DIP σ-domains, nucleates nearly exclusively as σ-domains. In contrast, the PFP films grown on 300 K-DIP and 200 K-DIP exhibit less standing molecules. With the appearance of DIP crystallites with other orientations in the templating layer (λ-domains), λ-domains in the PFP layer correspondingly increase. In addition, PFP-domains oriented with the long molecular axis parallel to the substrate are found (11,12-reflections). These lying PFP crystallites appear only for the 200 K-DIP and 300 K-DIP templating layers, which exhibit a significant amount of disorder and DIP in λ-orientation. One may speculate that the strong arene:perfluoroarene interaction is responsible for the orientational templating, which generally favors displaced π−π stacking of arenes and perfluoroarenes (see Sec. 2.1.4.2). In thermal equilibrium, PFP molecules on top of lying DIP molecules therefore would be expected to also lie down to form the energetically most favorable configuration. Thus, a lying PFP ‘seed’-layer is formed which leads to further nucleation of PFP in a lying orientation. If the templating layer consists of mostly standing DIP, impinging PFP molecules have a large diffusion length on the locally flat DIP terraces and nucleate preferably between the DIP ridges (see Sec. 5.1.5). There, the PFP molecules nucleate most likely with a standing orientation at step edges exposing standing DIP molecules. Therefore, it is concluded that growth of oriented PFP fibers is enhanced by an highly orientated DIP layer and is disturbed by differently oriented DIP crystallites.

Second, we observe a correlation between the crystalline quality of the DIP bottom layer and the PFP top layer. The in-plane coherent island size $l_s$ of the PFP σ-domains varies with that of the DIP σ-domains. Due to this effect the PFP in-plane coherent island size can be changed by factor of $\sim 2$. Observing this effect and the orientational templating described above we conclude that the interaction between PFP and DIP molecules at the interface is relatively strong. However, since the PFP domains (both $l_s$ obtained from GIXD and $d_s$ obtained from AFM) are significantly larger than the DIP domains of the bottom layer (Tab. 5.1), the growing PFP domains can to some extent overcome the domain boundaries of DIP at later growth stages. One may speculate that this effect increases towards larger PFP thicknesses and leads to a structural decoupling of both layers. For growth of F$_{16}$CoPc on DIP, it was shown that this structural decoupling of the first and second material is faster when the terraces of the bottom material are larger than the intrinsic diffusion length of the second material [94]. However, for PFP growth on DIP, which is presented here, the diffusion length of PFP seems to be larger than the terrace sizes of DIP. Therefore, a pronounced dependence of the crystal quality of the top layer from the crystal quality of the bottom layer is found.

Third, it was tested whether the surface roughness of the different DIP layers has an impact on the crystalline quality of the PFP. The surface of the disordered 200 K-DIP layer
is significantly smoother than the 300 K and 400 K-DIP layer (Tab. 5.1). The crystallinity and orientation of PFP grown on such a surface, however, is worse than for growth on rougher DIP films with better crystallinity. This means that the averaged $\sigma_{\text{rms}}$ roughness is probably not a suitable parameter for predicting the growth behavior of the top layer. Instead, the sublayer or substrate island size appears to play a more important role for achieving highly crystalline oriented films, probably because large crystalline islands, as seen in Fig. 5.5c, provide locally smooth nucleation sites. Note that the above findings are probably not independent. The fundamental effect may be orientational templating induced by strong attraction of the PFP and DIP molecules via interaction of the conjugated $\pi$-systems. This fundamental effect then leads to secondary effects like correlation between island sizes and modified roughening.

These findings have potentially a significant impact on device applications: The higher density of grain boundaries and vacancy sites in the PFP film grown on DIP layers with low crystallinity has a negative effect on the charge carrier mobility and the exciton diffusion length of these films [195, 196]. In addition, the orientational change of crystal grains is important, since both the light absorption coefficient [145] and the energy level-alignment [111] are strongly related to the molecular orientation.

In summary, the crystalline quality and molecular orientation of DIP films grown on ITO can be tuned by the substrate temperature during growth. PFP grown on differently prepared DIP layers exhibit two kinds of templating. First, orientational templating, i.e. the PFP molecules adopt at least partly the orientation of DIP molecules. Second, both the domain size as well as the crystalline quality of PFP scales with the domain size and crystalline quality of DIP films underneath.

5.1.2 Graded interface in $\text{H}_{16}\text{CuPc}/\text{F}_{16}\text{CuPc}$ heterostructures

In this section the growth of $\text{H}_{16}\text{CuPc}/\text{F}_{16}\text{CuPc}$ heterostructures is discussed. The results are partly published in Ref. [19]. All samples studied in this section were prepared by the group of Prof. Britting (Augsburg). In Ref. [19] the structural characteristics of $\text{H}_{16}\text{CuPc}/\text{F}_{16}\text{CuPc}$ obtained here are compared with photovoltaic measurements performed in Augsburg.

Fig. 5.6a shows XRR data from two pure films of $\text{H}_{16}\text{CuPc}$ and $\text{F}_{16}\text{CuPc}$ and from two heterostructures. Identified by the Bragg reflection at $q_z = 0.48 \text{ Å}^{-1}$, pure thin films of $\text{H}_{16}\text{CuPc}$ on ITO/PEDOT:PSS crystallize in the $\alpha$-phase, which is common for $\text{H}_{16}\text{CuPc}$ thin film growth [156, 157] (See Sec. 3.5). According to this structural data the peak at $q_z = 0.48 \text{ Å}^{-1}$ corresponds to the (100) reflection, which means that the $\text{H}_{16}\text{CuPc}$ molecules are standing nearly upright and stack in the direction parallel to the substrate. For $\text{F}_{16}\text{CuPc}$ grown on $\text{SiO}_2$ two polymorphs were reported coined $\beta$-phase and $\beta$-bilayer-phase with two different out-of-plane lattice spacing of $d_\perp = 1.43 \text{ nm}$ and $d_\perp = 1.41 \text{ nm}$ [163, 165, 166] (See also Sec. 3.6). The two polymorphs exhibit also different in-plane stacking behavior, in particular the $\beta$-phase has a herringbone arrangement, whereas the $\beta$-bilayer-phase has a single molecule per unit cell and forms stacks parallel to the substrate similar to the $\text{H}_{16}\text{CuPc}$ $\alpha$-phase. Since the out-of-plane lattice spacing of $\text{F}_{16}\text{CuPc}$ on ITO is slightly
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Figure 5.6: a) XRR data of pure H\textsubscript{16}CuPc and F\textsubscript{16}CuPc film (\(d = 40\) nm) and heterostructures of H\textsubscript{16}CuPc and F\textsubscript{16}CuPc (each layer with \(d = 20\) nm). All films were grown on ITO/PEDOT:PSS at room temperature. b) Sketch of a H\textsubscript{16}CuPc/F\textsubscript{16}CuPc heterostructure with graded interface.

larger \(d_\perp = 1.46\) nm, it is not clear whether a distorted \(\beta\)-phase or distorted \(\beta_{\text{bilayer}}\)-phase is present. Therefore, it cannot be determined by the data of Fig. 5.6 whether a herringbone arrangement is present in the pure film or not.

Fig. 5.6a shows also XRR data from two heterostructures: H\textsubscript{16}CuPc/F\textsubscript{16}CuPc together with the reversed order structure F\textsubscript{16}CuPc/H\textsubscript{16}CuPc. Both bilayer systems exhibit Bragg reflections of both materials close to the pure film Bragg position. However, peak positions of the H\textsubscript{16}CuPc reflection is slightly shifted to lower values, where the F\textsubscript{16}CuPc peak position is shifted to higher values. This effect is attributed to intermixing at the interface, i.e. both molecular compounds form a continuously mixed crystal at the interface, as it is sketched in Fig. 5.6b. This mixing behavior is only achieved if both compounds are mobile at room temperature. For elevated temperatures (\(T \sim 120^\circ\text{C}\)) reconstructions of H\textsubscript{16}CuPc, F\textsubscript{16}CuPc, F\textsubscript{16}CoPc films upon evaporation of another compound were already observed [95, 96, 98]. Obviously the peak shifts in Fig. 5.6a and therefore the intermixing is stronger for the heterostructure where H\textsubscript{16}CuPc is the bottom layer (peak shift is marked with black broken lines in Fig. 5.6b). This effect of grading was also observed for high \(T\) growth of H\textsubscript{16}CuPc/F\textsubscript{16}CuPc and F\textsubscript{16}CuPc/H\textsubscript{16}CuPc heterostructures [96], where the asymmetry in intermixing behavior was attributed to higher roughness of H\textsubscript{16}CuPc films compared to the F\textsubscript{16}CuPc films, which results in larger interface.

In this section it was shown that F\textsubscript{16}CuPc/H\textsubscript{16}CuPc heterostructures exhibit a graded interface at room temperature, which already demonstrates that both compounds tend to intermixing. The mixing behavior of F\textsubscript{16}CuPc:H\textsubscript{16}CuPc bulk heterostructures is discussed in detail in section 5.2.5.
In this section, the growth of $C_{60}$/DIP heterostructures is discussed. Data and analysis in Sec. 5.1.3.2 where published in Ref. [22] and compared with photovoltaic measurements.

5.1.3.1 Structure of $C_{60}$ evaporated on SiO$_2$ and DIP

Fig. 5.7a shows GIXD data from a 30 nm $C_{60}$ film grown on SiO$_2$ together with GIXD data from a 30 nm $C_{60}$ film grown on DIP. GIXD data from the pure DIP film ($d = 4$ nm) is also shown. Both $C_{60}$ films exhibit several Bragg reflections from $C_{60}$ indicating crystalline domains. Indexing is done corresponding to the $C_{60}$ fcc structure (see Sec. 3.4). The relative intensities of Bragg reflections from the two $C_{60}$ films vary significantly. For instance, the (220) Bragg reflection has relatively high intensity in the $C_{60}$/DIP heterostructure, while it is weak for $C_{60}$ grown on SiO$_2$. Complementary XRR data from the same films is shown in Fig. 5.7b. Here, the $C_{60}$ film on DIP shows two intense Bragg reflections, however no reflection is observed for $C_{60}$ grown on SiO$_2$, which shows that this film is only weakly ordered in the $q_z$ direction.

Figure 5.7: GIXD data from a 30 nm $C_{60}$ film grown on SiO$_2$ and on a 4 nm DIP layer. For comparison also GIXD data from the 4 nm DIP layer on SiO$_2$ is shown. b) Corresponding XRR data from the same films.

To elucidate the different order in the out-of-plane direction we compare a reciprocal space map of a $C_{60}$ film grown on SiO$_2$ (Fig. 5.8a) with 2d in-plane data from a $C_{60}$ film grown on DIP (Fig. 5.8b). $C_{60}$ grown on SiO$_2$ exhibits broad diffraction rings indicating that crystalline domains of the fcc-structure are oriented randomly. Similar data is also shown in Ref. [197]. One small reflection, indexed as $C_{60}$#, does not stem from the $C_{60}$ fcc-structure. The $q$-value ($q = 0.725 \text{ Å}^{-1}$) coincides however with the (100) reflection from the $C_{60}$ hcp structure (see Sec. 3.4), leading to the conclusion that for thicker $C_{60}$ films domains nucleate partly in the fcc-structure. This observation is in agreement with single crystal growth, where a small fraction of crystals adopt hcp packing [148]. Note that in
Figure 5.8: a) Reciprocal space map from a 80 nm C$_{60}$ film recorded with a MARCCD area detector. At the bottom additional GIXD data measured with a point detector at $q_z = 0.02$ Å$^{-1}$ is shown. b) 2d GIXD data from a 30 nm C$_{60}$ film grown on 4 nm DIP indexed according to the C$_{60}$ fcc-structure. The data consist of four detector scans at a fixed angle of incidence at 0.1° performed with a PILATUS II area detector. Images from each data point were transformed into $q$ coordinates and then assembled into one image. One scan was performed parallel to the substrate plane, for which at the bottom the integrated GIXD data is shown. Three scans were performed along the C$_{60}$ crystal truncation rods.

In the indexing of GIXD data at the bottom of Fig. 5.8a only one index for each reflection is given, since other reflections with the same $|q|$ cannot be distinguished due to the crystal symmetry. For example, reflections (311), (31-1) and (3-1-1) have the same absolute $|q|$, i.e. the reflection indexed with (311) consists of a superposition of these reflections.

Fig. 5.8b displays 2d in-plane data from a C$_{60}$/DIP heterostructure. At the bottom the integrated GIXD intensity is shown. Indexing is done according to the C$_{60}$ fcc-structure (see Sec. 3.4). Compared to C$_{60}$ grown on SiO$_2$ (Fig. 5.8a) the diffraction pattern of C$_{60}$ grown on DIP shows significant differences. The C$_{60}$ domains do not exhibit a random orientation as on SiO$_2$, instead several Bragg reflections from oriented domains are detected. The distribution of Bragg reflections reveal the alignment of the fcc-(111) crystal plane parallel to the substrate. A small fraction of crystallites still nucleates with a random orientation as indicated by the C$_{60}$ (111)* index. Note, that the Bragg reflection at $q_{xy} = 0.725$ Å$^{-1}$ stems not from the hcp-structure as in Fig. 5.8a, instead this peak is the projection of the fcc-(11-1) Bragg reflection onto the $q_{xy}$ plane. The width of the fcc Bragg reflections in $q_z$ (out-of-plane) is relatively large because of the small crystal size in $q_z$ direction limited by the film thickness of 30 nm. For the in-plane direction an estimation of the in-plane
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cohesent crystal size $l_s$ via the Scherrer formula was done. For $C_{60}$ growth on $SiO_2$ the
cohesent in-plane island size of $l_s = 7\,\text{nm}$ is significantly smaller compared to $C_{60}$ growth
on DIP ($l_s = 29\,\text{nm}$).

An increase of structural order is also observed for growth of $C_{60}$ on sexiphenyl [198, 199] or PEN [93, 106]. Especially for PEN templated $C_{60}$ growth the situation seems
to be analogous to DIP templated growth. Here, Itaka et al. found that $C_{60}$ domains
become highly oriented and the in-plane crystal size is increased. However, on PEN the
$C_{60}$ $hcp$-structure seems to dominantly nucleate [93] instead of the $fcc$-structure found for
DIP templated growth. The enhancement of the structural order in $C_{60}$ due to a PEN
templating layer leads to an increase of charge carrier mobility in field effect transistors by
a factor of $\sim 5$ [93]. A similar increase of mobility is expected for $C_{60}$ growth on DIP and
indeed may partly be responsible for the excellent characteristics (high filling factor, low
series resistance) of the $C_{60}$ /DIP planar heterojunction photovoltaic cell [22].

5.1.3.2 $C_{60}$/DIP heterostructures grown at different temperatures

In this section the structure of the $C_{60}$ top layer dependent on the structural order of the
DIP bottom layer is studied. For this, a similar analysis as in Sec. 5.1.1 was performed,
where the templating effect of PFP/DIP heterostructures was studied. Two DIP bottom
layers with different structural order were grown on PEDOT:PSS/ITO substrates at different
growth temperatures $T$. On top of these films $C_{60}$ were evaporated under equal growth
conditions at $T = 300\,\text{K}$ to study the impact of the DIP structure on the $C_{60}$ layer. All
layers grown have a thickness of $d = 20\,\text{nm}$.

Fig. 5.9a shows GIXD data of two $C_{60}$/DIP heterostructures. Both heterostructures
exhibit in-plane reflections from the DIP HT-phase with $\sigma$-orientation. In agreement with
the analysis presented in Sec. 5.1.1 the DIP Bragg reflections from the film grown at
$T = 370\,\text{K}$ are more pronounced compared to the reflections from the DIP film grown at
$T = 300\,\text{K}$ indicating higher structural order in the high $T$ DIP. In addition, several $C_{60}$
Bragg reflections confirm the presence of a crystalline $C_{60}$ layer on DIP. The peak width of
$C_{60}$ Bragg reflections from both heterostructures vary significantly. An evaluation of the
peak width with the Scherrer formula (Sec. 4.1.5) leads to a coherent in-plane island size of
$l_s = 11\,\text{nm}$ for $C_{60}$ on the 300 K-DIP and $l_s = 27\,\text{nm}$ for $C_{60}$ on the 370 K-DIP. The
difference in structural order in $C_{60}$ on the different DIP layers is also seen from XRR data
of both heterostructures (Fig. 5.9b). Here, the $C_{60}$ $\langle 111 \rangle$ Bragg reflection at $q_z = 0.78\,\text{Å}^{-1}$,
seen as shoulder of the DIP $\langle 002 \rangle$ reflection, is significantly more pronounced for the high
$T$ DIP template.

The electrical characterization of similar $C_{60}$/DIP heterostructures showed a significant
improvement of electrical performance for DIP deposition at high $T$ in comparison to
deposition at low $T$ [22]. For this improvement the enhanced crystal quality of DIP as well
as of $C_{60}$ may be partially responsible.
5.1.3.3 Summary of C\textsubscript{60}/DIP heterostructures

In this section it was demonstrated that the structural order of C\textsubscript{60} is significantly improved by inserting a thin DIP templating layer between the SiO\textsubscript{2} substrate and C\textsubscript{60}. In contrast to growth on an amorphous substrate like SiO\textsubscript{2}, C\textsubscript{60} grown on DIP exhibits efficient alignment of fcc-domains with the (111) plane parallel to the substrate and a significant increase of the coherent in-plane island size \( l_s \) by a factor of \( \sim 4 \). The C\textsubscript{60} stacking behavior can be chosen to be fcc or hcp by inserting different templating layers (PEN for hcp stacking, DIP for fcc stacking). In addition, it was shown that an increase in structural order of the DIP bottom layer leads to an increase of structural order in the C\textsubscript{60} top layer.

5.1.4 C\textsubscript{60}/H\textsubscript{16}CuPc planar heterostructures

In this section the growth of C\textsubscript{60}/H\textsubscript{16}CuPc heterostructures is discussed. Results presented here are published in parts in Ref. [20]. All samples studied in this section were prepared by the group of Prof. Britting (Augsburg). In Ref. [20] the structural characteristics of the C\textsubscript{60}/H\textsubscript{16}CuPc heterostructures discussed here are compared with photovoltaic measurements performed in Augsburg.

Fig. 5.10 shows XRR data from pure films of C\textsubscript{60} and H\textsubscript{16}CuPc as well as from a heterostructure (C\textsubscript{60} on top of H\textsubscript{16}CuPc). All films were grown on ITO/PEDOT:PSS at room temperature and all layers have a thickness of 25 nm. The pure H\textsubscript{16}CuPc film as well as the heterostructure exhibit the (100) Bragg reflection of the H\textsubscript{16}CuPc \( \alpha \)-phase (Fig. 5.10b). According to this observation the H\textsubscript{16}CuPc molecules stand nearly upright on PEDOT:PSS. For a detailed description of the H\textsubscript{16}CuPc \( \alpha \)-phase, see Sec. 3.5. In
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Figure 5.10: a) C$_{60}$ (111) Bragg reflection from a pure C$_{60}$ film ($d = 25$ nm) and a C$_{60}$/H$_{16}$CuPc heterostructure (each layer with $d = 25$ nm) measured by XRR. Broken red lines are guides to the eye. b) H$_{16}$CuPc (100) Bragg reflection ($\alpha$-phase) from a pure H$_{16}$CuPc film ($d = 25$ nm) and a C$_{60}$/H$_{16}$CuPc heterostructure (each layer with $d = 25$ nm). All films were grown on ITO/PEDOT:PSS at room temperature.

Fig. 5.10b the (111) Bragg reflection of the C$_{60}$ fcc-structure from a pure film and from the heterostructure is shown (see also Sec. 3.4). For the C$_{60}$ film grown on PEDOT:PSS, the weak C$_{60}$ Bragg reflection indicates weak structural order similar to C$_{60}$ grown on SiO$_2$ (Sec. 5.1.3). For the C$_{60}$ film grown on H$_{16}$CuPc the intensity of the (111) Bragg reflection is lower than for growth on PEDOT:PSS. This observation indicates that the structural order of C$_{60}$ is not enhanced by a templating effect of H$_{16}$CuPc, as is the case for a bottom layer of DIP (See Sec. 5.1.3). Instead, the structural order of C$_{60}$ is very weak, probably due to an unfavorable surface potential of H$_{16}$CuPc film for the nucleation of large C$_{60}$ domains. A strongly graded interface, as observed for heterostructures of H$_{16}$CuPc/F$_{16}$CuPc (Sec. 5.1.2), is also not found, since the H$_{16}$CuPc unit cell parameters are not changed by deposition of C$_{60}$ compared to a H$_{16}$CuPc film without C$_{60}$ layer (Fig. 5.10a).

5.1.5 Smoothing in planar organic heterostructure growth

In this section in situ real-time x-ray reflectivity and complementary atomic force microscopy is used to monitor crystallinity and roughness evolution during growth of organic heterostructures, i.e. perfluoropentacene (PFP) on diindenoperylene (DIP) and pentacene (PEN) on PFP. For both systems, surface smoothing during thermal evaporation of the second material on top of the first is observed. The smoothing can be rationalized by a, compared to homoepitaxy, lowered step edge barrier for one species diffusing on the other. In addition, we find an exceptionally well-ordered interface for PEN-on-PFP growth. PEN grows with anomalously low roughening on PFP and the complete heterostructure scatters x-rays coherently over the entire thickness. The data and analysis presented here are
5.1.5.1 Surface roughness of organic heterostructures

The surface morphology and roughness of thin films and crystals depend on competing mechanisms, which either roughen or smooth the film surface during growth. Important roughening mechanisms, which tend to be dominating in most cases, are kinetic roughening based on shot noise and roughening due to mound growth, which is facilitated by reduced interlayer transport, often associated with a step-edge, or Ehrlich-Schwoebel barrier. While these issues have been relatively well studied for growth of simple atomic species [12, 13, 54], comparatively little is known about organic systems. These are expected to exhibit a fundamentally different growth behavior, due to their different dominating interactions (van-der-Waals) and thus different response to strain and also due to their internal degrees of freedom (see Sec. 2.2).

In crystalline organic thin film growth, usually high diffusion lengths in the range of several micrometers [65] are possible, but also high step-edge barriers of \( \approx 0.7 \text{ eV} \) have been reported [64, 200]. Recently, several interesting and new features for organic growth have been reported including anomalous rapid roughening [16–18], deep grain boundaries [201] and thickness dependent step edge barriers [63, 64, 68]. Theoretical models show that by neglecting the step-edge barrier roughening would be strongly reduced [202]. These findings suggest that mound growth, induced by high step-edge barriers, often dominates the roughness evolution for crystalline organic thin films. The situation is more complex for growth of organic-organic heterostructures, which are important for many device applications like organic photovoltaic cells or organic light emitting diodes. In the following section the roughness evolution of heterostructures is studied on the basis of PFP/DIP and PEN/PFP heterostructures.

5.1.5.2 Smoothing for PFP and DIP

Before discussing the time evolution of the surface roughness, we consider post-growth x-ray data of a PFP-on-DIP heterostructure (2.4 nm PFP corresponding to 1.5 monolayers on 18.8 nm DIP) and compare it with data from the underlying DIP layer (Fig. 5.11a). The out-of-plane lattice spacings of DIP and PFP determined to be 1.65 nm and 1.57 nm (electron density profile \( \rho_e \), inset Fig. 5.11a), respectively correspond to their thin film phases [110, 127, 144, 145]. This assignment was confirmed by grazing incidence x-ray diffraction (GIXD). Strain induced deviation of the GIXD features of PFP and DIP in the heterostructure from the single layer phase was determined to be less than 0.5%. An important result of Fig. 5.11a is that the root mean squared roughness \( \sigma \) of the PFP-on-DIP heterostructure (\( \sigma_{PFP} = 2.0 \pm 0.1 \text{ nm} \)), as determined from the Kiessig oscillations, is significantly lower than that of the underlying DIP film (\( \sigma_{DIP} = 2.9 \pm 0.1 \text{ nm} \)).

The resulting surface morphology of the PFP-on-DIP heterostructure was characterized by AFM (Fig. 5.11b). By AFM the roughness was determined to be \( \sigma_{PFP} = 1.9 \pm 0.2 \text{ nm} \) which agrees well with \( \sigma_{PFP} \) obtained from x-ray reflectivity and confirms the smoothing
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Figure 5.11: a) X-ray reflectivity data from a PFP-on-DIP heterostructure ($d_{PFP} = 2.4 \text{ nm}$ and $d_{DIP} = 18.4 \text{ nm}$) and from the underlying DIP layer. For clarity the DIP curve was shifted by two orders of magnitude. The inset shows electron density profiles $\rho_e$ of the two films, the black lines denote the average for extracting roughness and thickness parameters. b) AFM image from PFP-on-DIP ($3 \times 3 \mu\text{m}$).

of the heterostructure. The surface of the film exhibits round grains of DIP and needle-like grains of PFP. Obviously, complete wetting of the DIP film does not occur and the diffusion length of PFP has to be high, since after evaporation of 1.5 monolayers of PFP large PFP crystals are observed. In addition, the PFP grains have their centers mostly in the gaps between the DIP grains.

To follow the roughness evolution of a PFP-on-DIP heterostructure in more detail, x-ray reflectivity was measured in real-time during growth (Fig. 5.12). After depositing 16 nm DIP (denoted by the white arrow), PFP was grown on top of this layer.

Shortly after starting PFP evaporation pronounced Kiessig oscillations are observed (dark arrows), which are damped out again for higher PFP thicknesses. From these features the roughness for each thickness can be extracted (Fig. 5.13b). While the roughness $\sigma$ of the pristine DIP film is $2.7 \pm 0.1 \text{ nm}$, after deposition of 3.2 nm PFP the heterostructure shows a minimal surface roughness of only $1.9 \pm 0.1 \text{ nm}$. A prerequisite for this roughness reduction is a low step-edge barrier, that allows interlayer diffusion of the molecules and facilitates an efficient molecular 'downhill-current'.

For growth of atomic systems on rough substrates (e.g. InAs buffer layers) it was found using continuum growth theory and kinetic Monte Carlo simulations that under certain conditions the competing mechanisms of smoothing and roughening can lead to a minimum in the roughness evolution even though both materials exhibit step edge barrier dominated growth [203-205]. In this case, a minimum can occur because of the dependence of the roughening and smoothing rates on the spatial frequency $f$ of the surface modulation. Specifically, during mound formation low frequency modes within an interval $0 < f < f_c$ grow in amplitude while those with $f > f_c$ are damped by surface diffusion [54]; here,
$f_0$ is a characteristic frequency related to the length scale of the incipient mounds. Since the surface roughness is given by an integral over the Power Spectral Density Function (PSDF) of the surface, in the early stages of overlayer growth, the smoothing at high $f$ can overcompensate the roughening at low $f$ such that $\sigma$ transiently decreases.

By analyzing the PSDF extracted from AFM images at different growth stages (Fig. 5.14) we find for our system around the roughness minimum (Fig. 5.13a III) smoothing at all frequencies, but in particular at low $f$. This qualitatively new observation is in contrast to reports for InAs growth that low spatial frequencies are unstable from the beginning. After this initial smoothing, roughening at all frequencies sets in (Fig. 5.13a IV). It is concluded that the mechanism proposed in Ref. [203–205], which relies on frequency-dependent smoothing and roughening rates, is not applicable in our system.

A simplified heterostructure growth scenario consistent with the findings above is summarized in Fig. 5.13a I-IV. Stage I shows the rough DIP surface directly before PFP evaporation. The lateral correlation length associated with the grain-grain distance of such a DIP film is $\xi \approx 230$ nm, as extracted from AFM data. At stage II PFP molecules hit the DIP surface and start diffusing. To enable a 'downhill current' the step edge barrier has to be overcome by the thermal energy of the PFP molecules, i.e. the step edge barriers have to be lower for PFP molecules diffusing on a crystalline DIP surface compared to PFP diffusing on a PFP surface. The PFP molecules then accumulate and crystallize in
the gaps of the DIP film. The intermediate growth stage III depicts the minimum of the roughness evolution. There PFP grains between the DIP grains have formed and filled up the space between the DIP grains (Fig. 5.11b). At this stage the surface exhibits grains of two different species, and the lateral correlation length is reduced to $\xi \approx 170$ nm. This filling of gaps between DIP grains works on long length scales and therefore leads to the decreasing contribution of low spatial frequencies to the total roughness. During later growth stages (Fig. 5.13a IV) the heterostructure roughens fast and PFP forms large needles ($\xi \approx 370$ nm) which is also typical for PFP growth on substrates like SiO$_2$. Note, that an increase of the lateral length scale from the first to the second layer, which forms the heterostructure, is a prerequisite for observing a non-monotonic roughness evolution also within the theoretical framework of Refs. [204, 205].

5.1.5.3 Smoothing for PEN-on-PFP

Probably still more interesting than DIP/PFP is the combination of two materials with a maximum structural compatibility, but different electronic properties, namely PEN/PFP, since it offers the possibility for growth of an interface that is still better ordered. Indeed, the structural compatibility of PEN/PFP was recently demonstrated by co-evaporation of both molecules into one molecular mixed crystal (See Ref. [110] and Sec. 5.2.1).

Figure 5.15a shows a schematic and the electron density profile $\rho_e$ of the analyzed
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Figure 5.14: a)-c) AFM images at different growth stages from PFP-on-DIP growth: a) stage I b) stage III c) stage IV; d) Power spectral density function extracted from the corresponding AFM images. Black lines are guides to the eye.

heterostructure, Fig. 5.15c two x-ray reflectivity scans of the underlying PFP film with a thickness of $d_{PFP} = 18$ nm and the PEN-on-PFP heterostructure with $d_{PFP} = 18$ nm and $d_{PEN} = 58$ nm. The inset shows the modeled $\rho_e$ for both datasets, from which the PFP (PEN) out-of-plane lattice spacing was found to be 1.57 nm (1.55 nm). The PFP out-of-plane lattice spacing corresponds to the thin film structure determined on native $\text{SiO}_2$, for PEN, however, the out-of-plane lattice spacing is slightly larger than on native $\text{SiO}_2$ (1.54 nm) [131]. A fit of the Kiessig oscillations (Fig. 5.15c) yields $\sigma_{PFP} = 4.4 \pm 0.1$ nm and $\sigma_{PEN} = 2.9 \pm 0.1$ nm, respectively, i.e. we again find a smoothing effect. Real-time x-ray reflectivity of the side fringes of the first Bragg reflection around $q_z = 0.41 \text{Å}^{-1}$, so-called Laue oscillations (Fig. 5.16), indicates the roughness evolution (Fig. 5.15b). The Laue oscillations in the region $q_z = 0.31 \ldots 0.37 \text{Å}^{-1}$ are damped out nearly completely for the PFP thin film (thickness $d_{PEN} = 0$ nm in Fig. 5.16). After $\sim 3$ nm of PEN evaporation the Laue oscillations are more pronounced, which marks the minimum of the roughness evolution ($\sigma_{PEN} = 2.7 \pm 0.2$ nm).

Compared to PFP-on-DIP, PEN-on-PFP behaves similar for growth stages I-III sketched in Fig. 5.13a. This observation of smoothing of an organic-organic heterostruc-
Figure 5.15: a) Heterostructure with thicknesses of the organic layers $d_{PFP}$ and $d_{PEN}$ and roughness of the intermediate interface $\sigma_{PFP}$ and the top-roughness $\sigma_{PEN}$. b) Roughness evolution during film growth. c) Reflectivity data and fits from a 18 nm thick PFP film, and from a PEN-on-PFP heterostructure with $d_{PFP} = 18$ nm and $d_{PEN} = 58$ nm. The inset shows $\rho_e$ for both fits.

...ture for a second material combination suggests that this phenomenon is not specific to one system, but can be observed for a broader range of materials. Note, however, that e.g. the reverse order of deposition (PFP-on-PEN and DIP-on-PFP), does not lead to smoothing. This is not surprising when considering the different interactions between, for example, a diffusing DIP molecule with a PFP crystal versus a PFP molecule with a DIP crystal. Importantly, after completion of the smoothing regime in stage III, the two material systems behave qualitatively different in stage IV. For PFP-on-DIP, PFP exhibits typical fast roughening (Fig. 5.13b). In contrast, for PEN-on-PFP growth the PEN roughness increases only very slowly after the smoothing is completed (Fig. 5.15b). Compared to PEN growth on SiO$_2$, where the roughening at this growth temperature is fast (broken line in Fig. 5.15b) [131], the roughening of PEN is nearly completely suppressed for growth on a PFP film. For crystalline organic thin film growth usually fast roughening sets in after few layers of growth [16, 17]. Therefore, slow or suppressed roughening of PEN is very unusual, particularly considering the high crystallinity of the film.

In this context an important observation is that the qualitative difference in roughening behavior for the PEN-on-PFP system compared to the PFP-on-DIP structure or PEN on SiO$_2$ is accompanied by the formation of an exceptionally well-ordered interface. The spacing of the Laue oscillations around the first Bragg reflection at $q_z = 4.1$ nm$^{-1}$ of the heterostructure agrees with that of the Kiessig oscillations, implying that the PEN-on-PFP film scatters x-rays coherently over the entire thickness without significant phase change at the interface. This interface formation is possible because the out-of-plane lattice...
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Figure 5.16: Real-time XRR data of the side fringes (Laue oscillations) of the first Bragg reflection of PEN. At the right side sketches of different growth stages are shown.

spacings of PEN (1.55 nm) and PFP (1.57 nm) are relatively similar. From the coherent scattering over the entire heterostructure it is concluded that no disordered molecular layer (for example lying molecules) is formed at the interface. Instead, the partly filled layers at the PFP surface are successively filled by standing PEN molecules.

Since the PEN out-of-plane lattice spacing is slightly larger than for growth on SiO₂, slightly smaller lateral unit cell parameters can be expected. Indeed, the GIXD peak positions from PEN-on-PFP deviate up to 1% from GIXD data of PEN on SiO₂ (Fig. 5.17). In organic thin film growth even small changes of the unit cell dimensions and in particular the molecular tilt angle can have a large impact on the step-edge barrier and therefore on the roughening behavior [64, 68]. Since the structural order at the interface is very high, the PFP film appears to serve as a template for a slightly relaxed thin film PEN structure. One might speculate that this facilitates the observed higher interlayer transport compared to PEN growth on SiO₂.

In summary in this section, the existence of surface smoothing for organic heterostructures was demonstrated. A low step-edge barrier for certain molecules (PFP, PEN) diffusing on a molecular crystalline surface of a different species (DIP, PFP) can explain the smoothing effect. In this case, crystals of the second material nucleate preferably in the gaps of the first material, where molecules accumulate and form crystalline grains. This leads to a filling of voids and to a reduced surface roughness of the heterostructure surface. In particular, smoothing develops at low spatial frequencies, i.e. long wavelengths which is in contrast to growth models of atomic systems. Within our parameter range ($d = 10 \ldots 20$ nm; $T = 10 \ldots 50$ °C) the presented smoothing effect is qualitatively reproducible for different thicknesses $d$ and growth temperatures. In addition, an exceptionally
well-ordered interface for PEN-on-PFP heterostructures was found, which yields a relaxed PEN structure, for which roughening, compared to growth on SiO$_2$, is strongly suppressed even after after deposition of 50 nm of PEN. This observation demonstrates that roughening for organic thin film growth can be influenced effectively by templating layers that leave the crystalline structure nearly unchanged.

5.2 Mixed organic heterostructures

In the following sections growth effects occurring for bulk organic heterostructure growth are discussed on the basis of the studied material combinations in Fig. 5.1. For co-deposited heterostructures one key question is if the two compounds mix on a molecular level or phase separate from each other. The sections are organized according to the material combinations.

5.2.1 PEN:PFP mixed films

In this section the structural properties of co-evaporated thin films of PEN and PFP on SiO$_2$ are studied using x-ray reflectivity and grazing incidence x-ray diffraction. Data and analysis presented here are published in Ref. [30]. Sample preparation and measurements of XRR were performed by C. Frank in the framework of Ref. [206].

It was already shown that, under certain conditions, PFP can form a molecular mixed crystal with its hydrogenated counterpart PEN [110, 112, 194]. Two specific questions on the mixing behavior of PEN:PFP co-evaporations are tried to be answered: First, does the crystal structure of PEN:PFP blends change continuously with different mixing ratios or...
are there only specific mixed structures? Second, how does the mixing behavior change with growth temperature?

5.2.1.1 Impact of mixing ratio on the structure of PEN:PFP co-evaporated films

To test if the mixing ratio of PEN and PFP has an impact on the film structure, we compare GIXD data of blends with different molecular ratios (Fig. 5.18a). Positions of Bragg reflections in $q_{xy}$ based on the data in Fig. 5.18 are summarized in Tab. 5.2.

![GIXD data obtained from PEN:PFP co-evaporations with different mixing ratios and from pristine PEN and PFP films. All films were grown at a substrate temperature of 300 K and have a thickness of 10 – 15 nm.](image)

![XRR of films with different mixing ratio grown at 300 K.](image)
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<table>
<thead>
<tr>
<th>Reflection</th>
<th>q_{xy} positions [Å^{-1}]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PFP fraction</td>
</tr>
<tr>
<td></td>
<td>0 %</td>
</tr>
<tr>
<td>PFP (h02)</td>
<td></td>
</tr>
<tr>
<td>PFP (h11)</td>
<td></td>
</tr>
<tr>
<td>PFP (h12)</td>
<td></td>
</tr>
<tr>
<td>PEN (11l)</td>
<td>1.345</td>
</tr>
<tr>
<td>PEN (02l)</td>
<td>1.657</td>
</tr>
<tr>
<td>PEN (12l)</td>
<td>1.965</td>
</tr>
<tr>
<td>PEN (20l)</td>
<td>2.117</td>
</tr>
<tr>
<td>A</td>
<td>0.846</td>
</tr>
<tr>
<td>B</td>
<td>0.968</td>
</tr>
<tr>
<td>C</td>
<td>1.313</td>
</tr>
<tr>
<td>D</td>
<td>1.690</td>
</tr>
<tr>
<td>E</td>
<td>1.920</td>
</tr>
</tbody>
</table>

Table 5.2: Positions of GIXD Bragg reflections in q_{xy} from Fig. 5.18 for films with different PFP fraction. The error in the mixing ratio was estimated to be less than 8%.

For the 1:1 blend five in-plane Bragg reflections, which cannot be assigned to known structures of PEN and PFP, are observed (labeled 'A' to 'E'). The q_{xy}-values of these reflections are consistent with those reported in Ref. [110], indicating that the 1:1 film has no segregations and is completely mixed at the molecular level. Films with mixing ratios different from 1:1, however, exhibit in-plane reflections of the pure PEN or PFP thin film structure, respectively, depending on the volume fraction. For example, in a PFP::PEN blend the (h02), (h11) and (h12) reflections of the PFP thin film structure are at the same q_{xy} as in the pristine PFP film. PFP reflections are present neither in the PFP::PEN nor in the PFP::PEN blend. Likewise, the PEN (11l), (02l) and (12l) reflections appear only in PFP::PEN and pure PEN films. Apart from small strain-induced shifts (∼1%), PEN and PFP domains in the blends have unit cell parameters equal to their pristine film structures [134,144]. Additionally, in all blends with a mixing ratio differing from 1:1 we find reflections of the mixed phases at the same q_{xy}-position as in a 1:1 blend, indicating that the unit cell of the mixed film does not depend strongly on the mixing ratio. This coexistence of both pristine film structures and the 1:1 mixed film structures is a clear indication that the structure of PEN:PFP blends does not change continuously with the mixing ratio. Excess molecules of either species are phase separating in their own pure film structure similar to the sketch in Fig. 5.19.

Fig. 5.20 shows in-plane reciprocal space maps (RSM) of a) PEN:PFP and b) PEN:PFP films grown at T = 330 K. Additional GIXD data measured with a scintillation counter are shown at the bottom of Fig. 5.20a-b. Here, crystal truncation rods of either the PFP or PEN thin film phase (marked by '×' and '×') are visible. Figure 5.20 also shows the complex structure of the mixed films: The in-plane diffraction features consist
partly of textured rings and partly of diffuse crystal truncation rods. Features 'B' and 'D' at $q_{xy} = 0.96$ Å$^{-1}$ and $q_{xy} = 1.92$ Å$^{-1}$ consists of both a textured ring and a crystal truncation rod. The presence of diffraction features with a significant difference of mosaicity is a hint for structurally separated domains of different phases in the mixed film. Although an unambiguous assignment is difficult, one may try to distinguish between mixed film features with a large broadening in $|q|$ (marked by '□') and features with a broadening in $q_z$ direction (marked by '+'). When comparing Fig. 5.20a and 5.20b it is clear that features marked by '□' are less intense. This observation may be attributed to preferred nucleation of this phase for PFP excess and a lower nucleation probability for an excess of PEN in the mixture. The reflections marked by '□' in Fig. 5.20a-b are tentatively assigned to the λ-phase and the diffuse crystal truncation rods marked by '+' to the σ-phase.

From the GIXD peak width the lower limit of coherent in-plane island sizes $l_s$ for several co-evaporated films (Tab. 5.3) were determined. Coherent island sizes of the mixed structures are by a factor of ~2 smaller than $l_s$ from the pure domains. This observation suggests that the in-plane long range order of the mixed structure is disturbed by many dislocations and crystal defects compared to the structure of the pure films, which show well defined crystal truncation rods in Fig. 5.20a and 5.20b. In addition, $l_s$ of the mixed structure does not critically depend on the mixing ratio. $l_s$ from PEN and PFP domains in mixtures and in pure films are nearly identical leading to the conclusion that the crystal growth of the pure film domains is not further disturbed by the presence of mixed domains nearby.

5.2.1.2 Temperature dependence of 1:1 blends

X-ray reflectivity data (Fig. 5.21a) show that PEN$_1$:PFP$_1$ films consist of at least two mixed phases. The first two Bragg reflections, tentatively assigned as (001)$_\sigma$ and (002)$_\sigma$, are the first and second order reflections of a phase which consists of molecules with a
Figure 5.20: Reciprocal space maps of two coevaporations (a) PEN$_2$:PFP$_1$ and b) PEN$_1$:PFP$_2$) measured with a 2D detector. Additional data at the bottom of each picture are separate GIXD scans performed with a point detector at constant $q_z = 0.02 \, \text{Å}^{-1}$. Both films have a thickness of $\sim 15 \, \text{nm}$ and were grown at $T = 330 \, \text{K}$. Labeling: ‘$\times$’: PFP; ‘$\times$’: PEN; ‘$+$’ and ‘□’ mixed phases.

standing orientation ($\sigma$-phase), since the lattice spacing is very similar to the PEN and PFP thin film structures, in which the molecules are also aligned with their long axis nearly perpendicular to the substrate. The lattice spacing of the $\sigma$-phase is $d_\perp = 1.578 \pm 0.005 \, \text{nm}$ and was obtained by fitting the reflectivity data (Fig. 5.21a) with the Parratt formalism. In Ref. [110] a slightly different value of the $\sigma$-phase lattice spacing is reported ($d_\perp = 1.595 \pm 0.005 \, \text{nm}$), which was obtained by fitting the peak maximum with a pseudo-Voigt profile and converting the result to a length $l$ in real space via $q_z = 2\pi/l$. Our result is expected to be more precise, since due to superposition of the reflectivity signal with the Bragg reflection a certain shift of the apparent peak maximum in $q_z$ occurs, which can only be deconvoluted by a fit of the entire scan as performed here.

An additional Bragg reflection at $q_z = 0.951 \, \text{Å}^{-1}$, tentatively assigned as (001)$_\lambda$, corresponds to a lattice spacing of $d_\perp = 0.66 \pm 0.01 \, \text{nm}$ and probably stems from molecules with a more lying orientation relative to the substrate ($\lambda$-phase). The observation of mixed domains with two different structures is consistent with Ref. [110].

In Fig. 5.18b XRR data from different mixing ratios are shown for comparison. In general, all mixtures exhibit a 1st and 2nd order diffraction peak corresponding to a structure with standing molecules. Apart from the PEN$_3$:PFP$_1$ film all mixtures exhibit a Bragg reflection for the $\lambda$-phase. This observation, together with the weak $\lambda$-phase features shown in Fig. 5.20a, indicates that the $\lambda$-phase nucleation is weaker for films with large amounts
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**Material** | **In-plane island size $l_s$ [nm]**
--- | ---
 | PFP fraction
--- | ---
--- | ---
--- | ---
--- | ---

<table>
<thead>
<tr>
<th>Material</th>
<th>0 %</th>
<th>33 %</th>
<th>50 %</th>
<th>67 %</th>
<th>100 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>PFP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixture ($\sigma$-phase)</td>
<td></td>
<td>11</td>
<td>11</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>PEN</td>
<td>20</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Average coherent in-plane island sizes $l_s$ of PEN, PFP and the mixed structure ($\sigma$-phase). The error in the mixing ratio was estimated to be less than 8%.

**Figure 5.21:** a) XRR of three PEN$_1$:PFP$_1$ blends grown at different $T$. Peaks marked with the diffraction order and the phase as index. The inset shows the modeled electron density for each film. b) Rocking scans on the (002)$_\sigma$ and (001)$_\lambda$ Bragg reflections of the PEN$_1$:PFP$_1$ (300 K) film. c) Fit of rocking scans with Lorentzian functions.

of PEN, compared to mixtures with large PFP amounts. In addition, the peak maxima of the 1st and 2nd order Bragg reflections of non-equimolar mixtures are at lower $q_z$ compared to the maxima of the equimolar mixture and the pure films. A direct conversion to real-space lengths would therefore indicate that the lattice spacing of the non-equimolar mixtures is larger in comparison to equimolar mixtures. However, for thin films exhibiting phase separation between several similar crystal structures on a scale smaller than the coherence length of the X-ray beam, interference between those structures is expected. The resulting intensity at a position in $q_z$ is then strongly dependent on the exact spatial relation between the two crystal structures. Under these circumstances a direct conversion of $q_z$-coordinates from the peak-maximum into a real-space length can be misleading (see
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App. 7 for examples where the conversion will fail to give reasonable results). Therefore, the change in Bragg peak position for non-equimolar mixtures is attributed to interference effects between different phases and not to a change in lattice spacing.

Rocking scans on the \((002)_\sigma\) and \((001)_\lambda\) Bragg reflections for a 1:1 mixture grown at 300 K (Fig. 5.21b) show the mosaicity of both phases. Fig. 5.21c shows fitting curves of the rocking scans by Lorentzian functions. Two Lorentzian functions were used for each rocking scan. The rocking scan on the \((002)_\sigma\) reflection consists of a sharp peak (FWHM \(= 0.05 \pm 0.01^\circ\)) due to scattering under the Bragg condition and the broader diffuse background (FWHM \(\sim 2.5^\circ\)). In the rocking scan on the \((001)_\lambda\) reflection the intensity of both the diffuse scattering and the Bragg scattering are superimposed with a similar FWHM \(\sim 2.6^\circ\). The large mosaicity of the \(\lambda\)-phase is consistent with the assignment of the reflections with large mosaicity in Fig. 5.20a-b (marked by ’□’) and the assignment of diffuse crystal truncation rods (marked by ’+’) to the \(\sigma\)-phase.

The relative intensity of the \((001)_\lambda\) reflection (Fig. 5.21a) shows a strong \(T\) dependence, implying that the fraction of \(\lambda\)-phase in a film depends crucially on \(T\). The relative intensity of the \((001)_\lambda\) reflection is large at low temperatures \((T = 250 \text{ K})\) and nearly vanishes at \(T = 330 \text{ K}\). This observation leads to the conclusion that the \(\sigma\)-phase (standing molecules) is thermally stable, whereas the \(\lambda\)-phase (lying molecules) is metastable and its nucleation is induced by low growth temperatures. Fig. 5.22 shows a RSM of a 1:1 blend grown at \(T = 250 \text{ K}\). Only features from mixed phases (\(\lambda\)-phase and \(\sigma\)-phase) are visible, consistent with complete mixing of PEN and PFP on the molecular level. The relative intensities of features assigned to the \(\lambda\)-phase (’□’) are increased compared to features assigned to the \(\sigma\)-phase (’+’), confirming the dominance of the lying phase at low \(T\). In the GIXD data at the bottom of Fig. 5.22 a feature marked by ’F’ is the dominant reflection, which is weak in the high \(T\) films in Fig. 5.20.

5.2.1.3 Mixed film unit cell

From the peak positions in Tab. 5.2 one may try to elaborate the in-plane lattice vectors of the \(\sigma\)-phase. Feature ’A’ is assigned to the \((10l)\) reflection and ’B’ to the \((01l)\) reflection. With an in-plane unit cell angle of \(\gamma = 90^\circ\), ’C’ would be the \((11l)\) reflection, ’D’: \((20l)\) and ’E’: \((02l)\). Together with the out-of-plane lattice spacing of 1.575 nm the unit cell volume is \(V = 760 \text{ Å}^3\), which is intermediate the unit cell volumes of the pure materials crystal structures: \(V_{\text{PEN}} = 697 \text{ Å}^3, V_{\text{PFP}} = 816 \text{ Å}^3\) [110, 134]. A comparison of the proposed lattice parameters for the PEN:PFP structure with the pure compounds is given in Tab. 5.4.

5.2.1.4 Roughness and morphology of PEN:PFP blends

To complement the x-ray diffraction data, AFM images of PEN:PFP blends grown at different \(T\) are presented in Fig. 5.23a-c. They show that the surface of PEN:PFP blends exhibit two different morphologies: First, large terraces associated with the \(\sigma\)-phase, since the step height corresponds roughly to the spacing of one monolayer of the \(\sigma\)-phase; second, a network of needles associated with the \(\lambda\)-phase. [110] Films grown at \(T = 300 \text{ K}\)
Figure 5.22: Reciprocal space map of a 1:1 co-evaporation grown at $T = 250$ K with a thickness of $\sim 15$ nm measured with a 2d detector (MARCCD). A separate GIXD scan performed with a point detector at constant $q_z = 0.02 \text{ Å}^{-1}$ is shown at the bottom. Labeling: ‘+’: features assigned to the $\sigma$-phase; ‘□’: features assigned to the $\lambda$-phase.

<table>
<thead>
<tr>
<th></th>
<th>$a$ [nm]</th>
<th>$b$ [nm]</th>
<th>$\gamma$ [$^\circ$]</th>
<th>$d_{\perp}$ [nm]</th>
<th>$V_{cell}$ [nm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PFP</td>
<td>0.451</td>
<td>1.148</td>
<td>90</td>
<td>1.57</td>
<td>0.816</td>
</tr>
<tr>
<td>1:1 mixture</td>
<td>0.652</td>
<td>0.740</td>
<td>90</td>
<td>1.575</td>
<td>0.760</td>
</tr>
<tr>
<td>PEN</td>
<td>0.596</td>
<td>0.760</td>
<td>89.8</td>
<td>1.54</td>
<td>0.661</td>
</tr>
</tbody>
</table>

Table 5.4: Lattice parameters of pure PEN and PFP together with the proposed parameters for the PEN:PFP $\sigma$-phase. Note that nomenclature of the PFP axes and angle were changed compared to Ref. [110] to allow an easier comparison.

(Fig. 5.23a) exhibit a significantly higher amount of the needle-shaped grains than films grown at $T = 330$ K (Fig. 5.23b). This observation is consistent with x-ray reflectivity data, where an increase of the $\lambda$-phase for low temperatures is observed.

From AFM-images (Fig. 5.23) and from the electron densities shown in the inset of Fig. 5.21a it is evident that also the root-mean-squared roughness $\sigma_{rms}$ of the mixed films varies with $T$. Table 5.5 shows roughness parameters extracted from the reflectivity data for different co-evaporations (film thickness $d \sim 15$ nm). All co-evaporations, regardless of
the mixing ratio, exhibit a strong increase of $\sigma_{\text{rms}}$ towards low $T$.

In addition, real-time x-ray reflectivity data measured during growth, allow the determination of $\sigma_{\text{rms}}$ for each film thickness $d$. Figure 5.23e shows a plot of $\sigma_{\text{rms}}$ versus film thickness of PEN$_1$:PFP$_1$ blends grown at different $T$. The roughening of the low temperature film (300 K) is faster than the roughening of the high temperature film (330 K).
Both roughness evolutions are fitted with an exponential function \( R \propto d^\beta \) to extract the growth exponent \( \beta \). \cite{53} The growth exponent of both films is nearly \( 1.0 \pm 0.05 \), which is well above the growth exponent for random deposition \( (\beta = 0.5) \). This type of fast roughening \( (\beta > 0.5) \) was also observed for thermal deposition of other organic molecules like DIP.

\[
\begin{array}{|c|c|c|}
\hline
\text{Temp.} & \sigma_{\text{rms}} & \text{PFP fraction} \\
\hline
\text{330 K} & 1.4 \text{ nm} & 25 \% \quad 2.2 \text{ nm} \quad 50 \% \quad 2.7 \text{ nm} \quad 75 \% \\
\text{300 K} & 1.9 \text{ nm} & - \quad 3.0 \text{ nm} \quad - \quad 3.4 \text{ nm} \quad - \\
\text{250 K} & - & - \quad 3.6 \text{ nm} \quad - \quad - \\
\hline
\end{array}
\]

Table 5.5: Roughness values \( \sigma_{\text{rms}} \) of PEN:PFP blends (~15 nm thickness) depending on growth temperature and mixing ratio. The error in the mixing ratio was estimated to be less than 8 %.

These findings reveal that the increased nucleation of the \( \lambda \)-phase coincides with faster roughening of PEN:PFP co-evaporations at low \( T \). A possible simplified rationalization of the fast roughening of the \( \lambda \)-phase compared to the \( \sigma \)-phase could go as follows: If the interaction energy between the conjugated \( \pi \)-systems of PEN and PFP is high, then stacking of molecules is most efficient in the direction, where the overlap of \( \pi \)-orbitals of PEN and PFP is large. This implies also fast grain growth in this direction. The stacking behavior of the \( \sigma \)-phase leads to flat terraces and 'slow roughening' (Fig. 5.23d). For the \( \lambda \)-phase, on the other hand, the molecular stacking is energetically favored in the direction perpendicular to the substrate, leading to 'fast roughening'. In Fig. 5.23a and 5.23c it is apparent that needles are mostly nucleating at the peaks of \( \sigma \)-phase terraces, as sketched in Fig. 5.23d. In the roughness evolution of the PEN:PFP blends (Fig. 5.23e) no abrupt change is found leading to the conclusion that both growth modes are active in parallel in the observed regime.

### 5.2.1.5 X-ray photoelectron spectroscopy on PEN:PFP mixtures

In order to verify the purity and stoichiometry of our PEN:PFP mixed films also X-ray photoelectron spectroscopy (XPS) were employed. The samples with the different mixing ratios were taken to a dedicated spectrometer system, in which detailed scans of the C1s and F1s region were acquired (Fig. 5.24). The spectra of the PEN and PFP films concur with XPS data published earlier \cite{111}. In particular, the binding energies and chemical shifts of the carbon peaks agree with the expected values. To estimate stoichiometry of the deposited films the C1s and F1s data were normalized with the particular photoemission cross-section and the intensity ratio of the fluorine and carbon signal (integrated intensities after background subtraction) were determined. The resulting number, which represents the PFP content in the probed volume of the film, was found to agree within 8 % with the mixing ratio determined with a quartz crystal microbalance (QCM).
5.2.1.6 Discussion and summary of PFP:PEN mixtures

The finding of phase separation between pure molecular domains and 1:1 mixed domains raises the question whether other film properties in the blends, which are related to the film structure (optical and electrical), should change continuously with the mixing ratio or should reflect the behavior of a two or three component film with separated domains.

The electronic states of a blend depend on the domain size \( a \) of each phase and on the coupling length \( L \), which is a characteristic length on which the molecular states are influenced by surrounding material. Note, that the domain size \( a \) is not to be confused with the coherently ordered domain size \( l_s \), which is always smaller than \( a \). Then, there are two limiting cases for intermolecular coupling between adjacent patches of molecules. First, \( a \gg L \): In this case, e.g., optical and ionization energy measurements would yield a superposition of domain specific physical characteristics (large scale phase separation). Second, \( a \ll L \): For this condition molecular domains are small enough to allow a variation of molecular states due to intermolecular coupling (small scale phase separation). In the latter case, optical or ionization energy measurements would not yield a superposition of single component characteristics but would exhibit qualitatively new characteristics.

Salzmann et al. [111] reported that the ionization energy of PEN:PFP blends grown at room temperature changes continuously with the mixing ratio. The interpretation was partly based on the assumption that also the structure of PEN:PFP mixtures would continuously change with mixing ratio. Further, it was claimed that \( L \) is generally in the range of the substrate-molecule distance, that is \( (L \sim 1\ nm) \). However, here it was shown that the structure of PEN:PFP mixtures does not change continuously and that domain sizes \( a \) of such a blend are at least 10 nm, which corresponds to several unit cells (derived from the
coherently ordered domain sizes, which are in the range of $l_s = 10 - 20$ nm for all phases). This would imply that domain sizes of $a \geq 10$ nm could be considered as small scale phase separation for PEN:PFP blends ($L > 10$ nm). This inconsistency could be solved either by assuming that the coupling length in PEN-PFP blends is much higher than expected ($L \gg 10$ nm) or by re-interpretation of the experimental data in Ref. [111].

The most important finding of this study is that PEN and PFP form a mixed crystal structure only for a 1:1 mixing ratio, probably due to strong interaction between PEN and PFP molecules. For other mixing ratios phase separation between the pure PFP or PEN structure and the two mixed 1:1 structures was found. Depending on the mixing ratio and growth temperature, each film consists of domains of four crystalline phases (PEN thin film, PFP thin film, 1:1 mixed $\lambda$-phase and 1:1 mixed $\sigma$-phase). Therefore, a continuous change of lattice parameters of the mixed structure cannot be confirmed. Since a mixed crystal forms only for equimolar mixtures, it is expected that the unit cells of the $\sigma$- and $\lambda$-phase contain an equal amount of PEN and PFP molecules. Finally, the morphology and roughening of PEN:PFP blends were analyzed. Nucleation of the mixed $\lambda$-phase is induced by low $T$ and growth of this phase leads to much faster roughening as compared to growth of pure $\sigma$-phase.

### 5.2.2 DIP:PFP mixed films

In this section the structural properties of co-evaporated thin films of DIP and PFP on SiO$_2$ are studied using x-ray reflectivity and grazing incidence x-ray diffraction. Sample preparation and measurements of XRR were performed by J. Reinhardt in the framework of Ref. [207].

#### 5.2.2.1 Structural characterization

In Sec. 5.2.1 the complex formation in PEN:PFP mixed films due to strong arene/perfluoroarene interaction is described. The formation of a molecular complex of PEN and PFP is facilitated not only by the relatively strong interaction but also by the sterical compatibility of both compounds. The compounds PFP and DIP are sterically less compatible, since a DIP molecule has a different shape and is significantly larger than a PFP molecule. Here, the question arises if the arene:perfluoroarene interaction is strong enough to enable the formation of a molecular complex also for this material system.

Fig. 5.25a shows GIXD data of DIP:PFP mixtures with three different mixing ratios (DIP$_1$:PFP$_1$, DIP$_3$:PFP$_1$, DIP$_1$:PFP$_3$) compared to GIXD data from the pure films. The structures of the pure materials are described in Sec. 3.1 and Sec. 3.3. The DIP$_1$:PFP$_1$ mixed film exhibits at least seven in-plane reflections marked with $\epsilon_1 \ldots \epsilon_7$. These in-plane reflections do not match the peak positions of the pure materials, except for $\epsilon_5$, which might stem from a small fraction of PFP crystallites in the mixture. The DIP$_3$:PFP$_1$ and DIP$_1$:PFP$_3$ mixtures exhibit in-plane reflections from the pure DIP or PFP thin film structures, respectively, depending on the volume fractions of each compound. Additionally, in these blends we find reflections of the mixed structure at the same $q_{xy}$-positions.
as in the 1:1 blend, indicating that the unit cell of the mixed structure does not depend strongly on the mixing ratio. This coexistence of both the pristine film structures and the 1:1 mixed film structure is an indication that the structure of DIP:PFP blends does not change continuously with the mixing ratio. We conclude that DIP and PFP form an equimolar molecular complex upon co-evaporation similar to the PEN:PFP mixtures studied in Sec. 5.2.1. Excess molecules of either species are phase separating in their own pure film structure.

Figure 5.25: a) GIXD data from three DIP:PFP mixtures with different mixing ratios and from pure DIP and PFP films. The mixtures have a thickness of 20 nm and were grown at $T = 330$ K on SiO$_2$. b) XRR data from several DIP$_1$:PFP$_1$ mixtures with different thicknesses grown at $T = 330$ K on SiO$_2$. For comparison XRR data from pure DIP and PFP films are also shown ($d \sim 20$ nm).
In Fig. 5.25b XRR data from DIP₁:PFP₁ mixtures with different thicknesses are shown and compared to XRR data from pure DIP and PFP films. Similar to PEN:PFP films at least two different structures are present in the DIP₁:PFP₁ mixtures. All mixtures exhibit at least a 1st and 2nd order diffraction peak corresponding to a structure with nearly standing molecules (σ-structure). The out-of-plane layer spacing of the σ-structure is \( d_\perp = 1.62 \text{ nm} \) as determined from the 40 nm mixture and lies between the layer spacings of DIP (\( d_\perp = 1.66 \text{ nm} \)) and PFP (\( d_\perp = 1.57 \text{ nm} \)). The mixture with \( d = 40 \text{ nm} \) exhibits in addition a Bragg reflection at \( q_z = 0.836 \text{ Å}^{-1} \) corresponding to a layer spacing of \( d_\perp = 0.75 \text{ nm} \) and probably stems from lying molecules (λ-structure). Since the λ-structure is observed only for thick films, the nucleation of this structure may be thickness dependent.

Rocking scans from the 1st order Bragg reflection of the σ-structure and from the λ-structure Bragg reflection are compared in Fig. 5.26a to show the mosaicity of both structures. Both rocking scans were fitted by two Lorentzian functions. The rocking scan on the reflection of the σ-structure consists of a sharp peak (FWHM = 0.05 ± 0.01°) due to scattering under the Bragg condition and the broader diffuse background. In the rocking scan on the λ-structure Bragg reflection the intensity of both the diffuse scattering and the Bragg scattering are superimposed with a similar FWHM ∼ 1.5 ± 0.2°. It is concluded, that the mosaicity of the λ-structure is significantly higher than the mosaicity of the σ-structure.

**Figure 5.26:** a) Rocking scans from the 40 nm DIP₁:PFP₁ mixture on Bragg reflections belonging to the σ-structure (left graph) and the λ-structure (right graph) b) Sketch of an ordered molecular complex, which is probably present in DIP:PFP mixed thin films.

### 5.2.2.2 Possible lattice parameters for DIP:PFP mixtures

From the GIXD data in Fig. 5.25a one may try to determine the in-plane unit cell of the PFP:DIP molecular complex. However, since a reciprocal space map of a DIP:PFP mixture is not available, it cannot be unambiguously decided which in-plane Bragg reflection belongs to the λ-structure and which to the σ-structure. In addition, both PFP and DIP have an in-plane unit cell angle of \( \gamma = 90^\circ \), which would imply that a mixture of both compounds also
have an in-plane angle close to 90°. However in 1:1 arene:perfluoroarene complexes with compounds that are structurally different, the unit cell may exhibit only low symmetry [49], i.e. the in-plane unit cell probably deviates significantly from 90°. Nevertheless, under the assumption that the Bragg reflection $\epsilon_5$ stems from a small amount of PFP in the mixture, the unit cell parameters in Tab. 5.6 with two molecules per unit cell are proposed. For these parameters the unit cell volume of the mixture lies between the pure crystals unit cells and reflections $\epsilon_1 \ldots \epsilon_7$ would be indexed as follows: $\epsilon_1: (100)$, $\epsilon_2: (010)$, $\epsilon_3: (2-10)$, $\epsilon_4: (200)$, $\epsilon_5: \text{PFP}$, $\epsilon_6: (220)$, $\epsilon_7: (2-40)$.

<table>
<thead>
<tr>
<th></th>
<th>$a$ [nm]</th>
<th>$b$ [nm]</th>
<th>$\gamma$ [°]</th>
<th>$d_\perp$ [nm]</th>
<th>$V_{\text{cell}}$ [nm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PFP</td>
<td>0.451</td>
<td>1.148</td>
<td>90</td>
<td>1.57</td>
<td>0.816</td>
</tr>
<tr>
<td>1:1 mixture</td>
<td>0.697</td>
<td>0.851</td>
<td>104.3</td>
<td>1.62</td>
<td>0.931</td>
</tr>
<tr>
<td>DIP</td>
<td>0.709</td>
<td>0.867</td>
<td>90</td>
<td>1.66</td>
<td>1.020</td>
</tr>
</tbody>
</table>

Table 5.6: Lattice parameters of pure DIP and PFP together with the proposed parameters for the DIP:PFP $\sigma$-structure. Note that the nomenclature of the PFP axes and the in-plane angle were changed in comparison to Ref. [110].

5.2.2.3 Conclusion and summary of DIP:PFP mixtures

In summary, it is shown that the structure formation of DIP$_1$:PFP$_1$ mixed films is similar to that of PEN:PFP mixed films (Sec. 5.2.1). Both material systems form a molecular complex with equimolar content like it is sketched in Fig. 5.26b. In addition, both combinations exhibit a $\sigma$-structure with nearly upright standing molecules and low mosaicity and a $\lambda$-structure with the long molecular axis nearly parallel to the substrate and large mosaicity. Since DIP is larger than PEN, the unit cell of the DIP:PFP complex is probably larger than the unit cell of PEN:PFP. This is agreement with the observation that the out-of-plane lattice spacings of both DIP:PFP structures are slightly larger compared to the PEN:PFP structures.

5.2.3 DIP:C$_{60}$ mixed films

This section summarizes results on DIP:C$_{60}$ mixed films, in parts already published in Ref. [22]. DIP:C$_{60}$ mixtures grown on ITO/PEDOT:PSS were prepared in the group of Prof. Brütting (Universität Augsburg).

GIXD data from two DIP:C$_{60}$ mixtures with 1:1 mixing ratio grown at two different temperatures ($T = 300$ K and $T = 370$ K) are shown in Fig. 5.27a. Note that the 300 K mixture was grown on SiO$_2$ and the 370 K mixture was grown on ITO/PEDOT:PSS. From the latter substrate several Bragg reflections from the poly-crystalline ITO layer are observable in the GIXD data. The 370 K mixture exhibits several Bragg reflections from the DIP HT-phase (see Sec. 3.1) and the C$_{60}$ fcc-phase (see Sec. 3.4) indicated with broken lines in Fig. 5.27a. All DIP Bragg reflections stem from domains with nearly upright
oriented molecules, which is typical also for growth of pure DIP films [17, 18]. This finding of the pure materials structures of C\textsubscript{60} and DIP without hints for an additional structure is a clear evidence for pronounced phase separation in the 370 K film, as sketched in the inset of (Fig. 5.27b). In agreement with GIXD, XRR data (Fig. 5.27b) show that the 370 K film exhibit also DIP Bragg reflections in the out-of-plane direction corresponding to oriented growth of the DIP HT-phase. However no C\textsubscript{60} Bragg reflection in the XRR data is found, showing that the C\textsubscript{60} domains exhibit low out-of-plane order.

Figure 5.27: a) GIXD data from DIP:C\textsubscript{60} 1:1 mixtures grown at different \( T \). One film was grown at \( T = 370 \) K on ITO/PEDOT:PSS and one at \( T = 300 \) K on SiO\textsubscript{2}. b) Corresponding XRR data from the films shown in a). The broken lines indicate theoretical peak position from the C\textsubscript{60} (\textit{fcc}) and DIP HT-phase structures described in Chap. 3. The DIP HT-phase Bragg reflections are divided into reflections corresponding to \( \sigma \)-orientation and to \( \lambda \)-orientation. The inset in a) shows a sketch of a phase separated DIP:C\textsubscript{60} mixture.

The 300 K mixture exhibits only the (111) Bragg reflection from the C\textsubscript{60} \textit{fcc}-phase in the GIXD data (Fig. 5.27a). From DIP we find the \( \lambda(001) \) Bragg reflection (DIP HT-phase) stemming from domains with nearly lying molecules [66], which is the typical growth mode of DIP films at lower \( T \) (see also Sec. 5.1.1.1). In addition, DIP Bragg reflections stemming from domains with nearly upright oriented molecules are found, namely \( \sigma(110), \sigma(020) \) and \( \sigma(120) \). However the \( \sigma(110) \) and \( \sigma(120) \) reflections are found at slightly higher \( q_{xy} \) values compared to the bulk DIP HT-structure. This deviation corresponds to a shortening of the unit cell \( a \)-axis, which lies parallel to the substrate. The complementary XRR data of the 300 K mixture (Fig. 5.27b) show that the \( \sigma(001) \) and \( \sigma(002) \) Bragg reflections are at lower \( q_z \) values compared to the theoretical peak position of the DIP HT-phase (indicated with broken lines in Fig. 5.27b). This deviation corresponds to an increased expansion of the DIP unit cell perpendicular to the substrate surface (\( d_\perp \)-spacing). The shortening of the unit cell \( a \)-axis together with the increase of \( d_\perp \)-spacing leads probably to more upright standing DIP molecules within the unit cell.

From the peak width of the in-plane Bragg reflections (Fig. 5.27a) the in-plane coherent island size \( l_s \) of the different domains can be estimated with the Scherrer-formula. The
results are summarized in Tab. 5.7. For C$_{60}$ an increase of a factor of $\sim 2$ in $l_s$ for the mixture grown at 370 K compared to the 300 K film was found. For DIP $l_s$ is found to be even a factor of $\sim 5$ larger in the 370 K film. The low structural order of both DIP and C$_{60}$ in the 300 K film is also demonstrated from the three detector scans in $q_z$ direction shown in Fig. 5.28a together with the integrated GIXD data at the bottom of the graph. Here, only diffuse features are observable showing the low structural order and large mosaicity of the 300 K mixture. Since the C$_{60}$ Bragg reflections have a large smearing in $|q|$, in DIP:C$_{60}$ mixtures the C$_{60}$ domains are not oriented and have not an improved crystallinity, as in C$_{60}$/DIP heterostructures (Sec. 5.1.3). The significant difference in $l_s$ and structural order found for the 300 K and 370 K mixtures are evidence that for an increase in $T$ the separation of both compounds is enhanced. It is concluded that in equilibrium complete phase separation between both compounds is favored. However in thin film growth only small scale or 'nano'-phase separation is achieved due to kinetic limitations. The degree of 'nano'-phase separation can be efficiently controlled by $T$, i.e. higher $T$ increases the size of phase separated crystalline domains.

The distorted DIP structure found for the 300 K mixture exhibits similar unit cell parameters as a transient DIP structure found in thin film growth [18, 68]. This transient DIP structure is present only for very thin films in the monolayer regime. As soon as the DIP domains reach a critical size the transient structure reconstructs completely to the DIP HT-phase. Considering the small in-plane coherent crystal size of DIP for the 300 K mixture (Tab. 5.7), one may speculate that the DIP domains start growing in the transient DIP structure and cannot reach the critical island size necessary for switching to the more stable HT-phase. In the 370 K mixture the diffusion length of DIP is larger due to the increased temperature and therefore larger DIP domains are found, which could reach the critical island size. One additional possible reason for preventing the switching between both structures in the 300 K film could be the stabilization of the transient DIP structure due to the surrounding C$_{60}$ domains. Fig. 5.28b shows real-time grazing incidence data of the 300 K mixture measured during film growth similar to the data shown in Ref. [18]. All peak positions stemming from the transient DIP structure do not shift during growth. This observation shows that the switching between the transient DIP structure and DIP HT-phase is suppressed for the complete film thickness of the 300 K DIP:C$_{60}$ mixture.

In this section DIP:C$_{60}$ mixtures were shown to exhibit phase separation in agreement with the sterical incompatibility of both compounds. The scale of phase separation can be controlled efficiently by growth temperature. For low $T$ growth the coherent island size of DIP is small enough to exhibit a metastable structure, otherwise only found in the

<table>
<thead>
<tr>
<th></th>
<th>$l_s$ C$_{60}$ [nm]</th>
<th>$l_s$ DIP [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIP:C$_{60}$ 300 K</td>
<td>4.6</td>
<td>5.8</td>
</tr>
<tr>
<td>DIP:C$_{60}$ 370 K</td>
<td>9.3</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 5.7: In-plane coherent island sizes $l_s$ of DIP and C$_{60}$ domains in DIP:C$_{60}$ mixtures (mixing ratio 1:1) at two different $T$.  
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Figure 5.28: a) GIXD data and three detector scans along \( q_z \) from a DIP:C\(_{60} \) 1:1 mixture grown at \( T = 300 \) K on SiO\(_2\) measured with a PILATUS II area detector. White lines indicate the smearing of each Bragg reflection. The relative high intensity at high \( q_z \) for each detector scan is attributed to background scattering from the experimental setup and not a feature of the film. At the bottom the integrated intensity in the \( q_{xy} \) direction is shown (the three detector scans in \( q_z \) direction were not included in the integration). b) Corresponding real-time GIXD data measured during growth from the same film shown in a). Black contours indicate levels with equal intensity. At the bottom GIXD data from the final thickness is plotted for comparison. The blue lines are indicating peak maxima.

monolayer regime of DIP thin films.

5.2.4 \( \text{H}_{16}\text{CuPc:C}_{60} \) mixed films

This section summarizes results on \( \text{H}_{16}\text{CuPc:C}_{60} \) mixed films, which are published in Refs. [6, 20]. All samples studied in this section were prepared by the group of Prof. Brütting (Universität Augsburg). In Refs. [6, 20] the structural characteristics of \( \text{H}_{16}\text{CuPc:C}_{60} \) mixed films obtained here are compared with electrical measurements performed in Augsburg.

Mixtures of \( \text{H}_{16}\text{CuPc:C}_{60} \) were prepared with different mixing ratios on ITO/PEDOT:PSS at room temperature. XRR data from different mixtures, shown in Fig. 5.29a, exhibit the (100) Bragg reflection from the \( \text{H}_{16}\text{CuPc} \) \( \alpha \)-phase and the (111) Bragg reflection from the \( \text{C}_{60} \) fcc-phase. For a description of crystal structures of both compounds see Sec. 3.5 and Sec. 3.4. Fitting of the peak position and peak width in Fig. 5.29a were performed with a Gaussian function added with either an exponential background function (for the \( \text{H}_{16}\text{CuPc} \) Bragg reflection) or a polynomial background function (for the
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C$_{60}$ Bragg reflection). The polynomial background describes both the decreasing reflectivity at $q_z$ lower than the C$_{60}$ (111) reflection as well as the increase of diffuse scattering from the glass substrate at higher $q_z$.

The observation of Bragg reflections from the pure compounds proof that both materials are nucleating in their own crystal structure. The conversion of Bragg peak positions to an out-of-plane lattice spacing (Fig. 5.29b) shows that the crystal structures in $q_z$ direction are nearly independent of the mixing ratio. Since no other Bragg reflections were detected in the range $q_z = 0.0 \ldots 2.4$ Å$^{-1}$ we assume that pronounced phase separation in mixtures of H$_{16}$CuPc:C$_{60}$ is present and solubility of H$_{16}$CuPc in C$_{60}$ and vice versa is very low. This observation is in agreement with the sterical incompatibility of both molecules discussed in general in Sec. 2.1.5.2.1. The inset in Fig. 5.29b shows a sketch of the molecular arrangement in the mixtures.

![Figure 5.29](image)

Figure 5.29: a) XRR data from H$_{16}$CuPc:C$_{60}$ films with different mixing ratios. The left side shows the H$_{16}$CuPc(100) Bragg reflection; the right side shows the C$_{60}$ (111) reflection. All films have a thickness of 25 nm and were grown on PEDOT:PSS/ITO at room temperature. The different ranges of the momentum transfer for the H$_{16}$CuPc:C$_{60}$ material combination were recorded with different integration time. b) Positions of the H$_{16}$CuPc(100) reflection and C$_{60}$ (111) reflection vs. mixing ratio. The inset in b shows a sketch of the molecular arrangement in the mixtures.

From the H$_{16}$CuPc out-of-plane coherent crystal size $l_z$, estimated with the Scherrer formula from the $\alpha$(100) reflection, a lower limit for the degree of phase separation can be determined. Compared to $l_z \sim 21 \pm 3$ nm in the pure H$_{16}$CuPc film, in mixtures the coherent crystal size is reduced to $l_z \sim 14 \pm 2.5$ nm. In general, this reduction of $l_z$ can be attributed either to a decrease in crystalline quality (density of crystal defects) in H$_{16}$CuPc by C$_{60}$, or $l_z$ gives the average diameter of H$_{16}$CuPc phase separated domains surrounded by C$_{60}$ domains. The latter explanation would imply a dependence of $l_z$ from the H$_{16}$CuPc:C$_{60}$ mixing ratio. Since this dependence is not observed, one may speculate that the small $l_z$ of H$_{16}$CuPc can be attributed to a lower crystalline quality of H$_{16}$CuPc domains in the mixtures compared to H$_{16}$CuPc domains in the pure film. Since the C$_{60}$ (111) reflection is very weak compared to the background, an estimation of the C$_{60}$ coherent crystal size is
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omitted.

In this section H\textsubscript{16}CuPc:C\textsubscript{60} mixtures were shown to exhibit pronounced phase separation in agreement with the steric incompatibility of both compounds. The out-of-plane coherent crystal size $l_z$ of H\textsubscript{16}CuPc domains is significantly decreased in comparison to $l_z$ from pure H\textsubscript{16}CuPc films, which is hint for low crystalline order, which might limit the electronic transport properties of the mixed layers.

### 5.2.5 H\textsubscript{16}CuPc:F\textsubscript{16}CuPc mixed films

This section summarizes results on H\textsubscript{16}CuPc:F\textsubscript{16}CuPc mixed films already published in Refs. [19, 20]. All samples studied in this section were prepared by the group of Prof. Brütting (Universität Augsburg). In Refs. [19, 20] the structural characteristics of H\textsubscript{16}CuPc:F\textsubscript{16}CuPc mixed films obtained here are compared with photovoltaic measurements performed in Augsburg.

Mixtures of H\textsubscript{16}CuPc:F\textsubscript{16}CuPc were prepared with different mixing ratios on ITO/PEDOT:PSS at room temperature. XRR data of the two pure films in Fig. 5.30a exhibit the (100) Bragg reflection from the H\textsubscript{16}CuPc $\alpha$-phase ($q_z = 0.48$ Å) and the (001) Bragg reflection from the F\textsubscript{16}CuPc $\beta$- and/or $\beta$-bilayer-phase ($q_z = 0.46$ Å). For a description of crystal structures of both compounds see Sec. 3.5 and Sec. 3.6. Importantly, the mixed H\textsubscript{16}CuPc:F\textsubscript{16}CuPc films show only one diffraction peak located between the diffraction peaks of the pure materials (Fig. 5.30a). The peak width is similar to that of the pure films and the lattice spacing $d_\perp$ lies between those of the pure materials. Since no other Bragg reflections were detected in the range $q_z = 0.0\ldots2.4$ Å$^{-1}$ (especially not from the pure compounds) we assume that mixtures of H\textsubscript{16}CuPc:F\textsubscript{16}CuPc mix on the molecular level. This observation is in agreement with the steric compatibility of both molecules (see Sec. 2.1.5.2.1) and the expected arene:perfluoroarene interaction between both compounds. A similar mixing behavior of a truly mixed crystalline film was also observed for mixtures of different hydrogen terminated planar phthalocyanines [103].

The conversion of Bragg peak positions to out-of-plane lattice spacings ($d_\perp$) (Fig. 5.30b) shows a linear relationship between mixing ratio and $d_\perp$. This behavior is in agreement with the formation of a solid solution with continuous solubility of one compound in the crystal of the other compound. This linear change in crystal structure is related to the gradual change of the content of the two planar molecular species with slightly different size in the blends.

In App. 7 it is shown that the direct conversion of Bragg reflections to out-of-plane lattice spacings can be misleading. These effects of coherent scattering from different phases, which may shift the measured positions of Bragg reflections in XRR, have a strong impact when both materials exhibit only small differences in $d_\perp$, which is the case for PEN and PFP with $d_\perp = 1.54$ (PEN) and $d_\perp = 1.57$ (PFP). Here, the effects described in App. 7 are expected to have not a significant impact on the detected $q_z$ values, since the difference in $d_\perp$ between the pure materials is significantly larger: $d_\perp = 1.30$ for H\textsubscript{16}CuPc and $d_\perp = 1.46$ for H\textsubscript{16}CuPc.

Fig. 5.31 shows a comparison of GIXD data from a 1:1 mixture of H\textsubscript{16}CuPc:F\textsubscript{16}CuPc
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Figure 5.30: a) XRR data of H16CuPc:F16CuPc films with different mixing ratios. All films have a thickness of 40 nm and were grown on ITO/PEDOT:PSS at room temperature. Peak positions were determined by fitting each reflection with Gaussian function and a linear background. b) Lattice spacing vs. mixing ratio derived from the combined H16CuPc:F16CuPc Bragg reflection. The dashed line is a linear fit to the data.

on ITO/PEDOT:PSS compared to data of the pure films on SiO2. The pure H16CuPc film exhibit only Bragg reflections from the H16CuPc α-phase [156]. In agreement with the literature the F16CuPc film exhibit reflections from two different structures: the β-phase and the so-called β-bilayer-phase. Indexing is done according to Refs. [156, 163] The GIXD data from the 1:1 mixture have similar Bragg reflections as the pure H16CuPc, but slightly shifted in qx, which is a hint for a distorted in-plane structure.

Figure 5.31: a) GIXD data from pure H16CuPc and F16CuPc films grown on SiO2 and from a H16CuPc:F16CuPc 1:1 mixture. All films were grown at room temperature. b) Sketch of a molecular solid solution, as is proposed for H16CuPc:F16CuPc mixed films.

Assuming the same indexing for the H16CuPc α-phase and the 1:1 mixture, in-plane lat-
## Results and discussion

<table>
<thead>
<tr>
<th></th>
<th>$b$ [nm]</th>
<th>$c$ [nm]</th>
<th>$\alpha$ [$^\circ$]</th>
<th>$d_\perp$ [nm]</th>
<th>$V_{cell}$ [nm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{16}CuPc$ $\alpha$-phase</td>
<td>1.2061</td>
<td>0.3769</td>
<td>96.23</td>
<td>1.30</td>
<td>0.587</td>
</tr>
<tr>
<td>1:1</td>
<td>1.335</td>
<td>0.361</td>
<td>96.26</td>
<td>1.38</td>
<td>0.661</td>
</tr>
<tr>
<td>$F_{16}CuPc$ $\beta$-bilayer</td>
<td>1.461</td>
<td>0.331</td>
<td>$\sim$90</td>
<td>$\sim$1.46</td>
<td>$\sim$0.700</td>
</tr>
</tbody>
</table>

Table 5.8: Unit cell parameters from pure $H_{16}CuPc$ and $F_{16}CuPc$ and the proposed parameters for a 1:1 mixture. The $b$ and $c$ vector are supposed to be parallel to the substrate with an in-plane angle of $\alpha$. Note that the nomenclature of vectors of the $\beta$-bilayer-phase is changed for better comparability and that for the $F_{16}CuPc$ $\beta$-bilayer-phase $d_\perp = 1.46$ nm is listed, as extracted from Fig. 5.31b.

Unit cell parameters of the distorted mixed structure can be determined (Tab. 5.8). Compared to the $H_{16}CuPc$ $\alpha$-phase in the mixed film, the $b$-axis is slightly elongated and the $c$-axis is shortened, the in-plane angle is not changed. Together with an enlarged $d_\perp = 1.38$ nm the unit cell volume is 0.661 nm$^3$, which is between the unit cell sizes of the $F_{16}CuPc$ $\beta$-bilayer-phase and the $H_{16}CuPc$ $\alpha$-phase. It is noted here that the unit cell derived for the mixture has only one molecule per unit cell, although in the mixture are two different compounds present. This observation is a hint for the formation of a solid solution, since random replacement of $H_{16}CuPc$ molecules by $F_{16}CuPc$ does not lead to the formation of a long range ordered larger unit cell.

In this section the mixing behavior of $H_{16}CuPc$:$F_{16}CuPc$ thin films was studied. It was shown that the two compounds mix on the molecular level. The continuous shift of Bragg reflections over a large range in $q$ (both in-plane and out-of-plane) is a strong hint for the formation of a solid solution with continuous solubility of one compound in the structure of the second compound.
Chapter 6

Summary and Conclusions

The aim of this work was to study the growth and structure of different organic heterostructures by X-ray scattering and atomic force microscopy. Both fundamental knowledge on heterostructure growth as well as several issues closely related to photovoltaic applications were addressed. The results are summarized in the following sections separately for planar heterostructures and mixed heterostructures, respectively. Implications of the results for the performance of OPV devices and possible future projects are discussed afterwards.

6.1 Results on planar heterostructures

The most important results on planar heterostructures show the dependence of the growth and structure of the top layer from the properties of the bottom material. As a simplified overview the following growth effects were demonstrated:

- The deposition of an organic compound onto the surface of a thin film of another compound may lead to smoothing at the interface. The observed smoothing for crystalline organic heterostructures follows a fundamentally different mechanism than the smoothing observed in anorganic growth. For PEN-on-PFP growth in addition, an exceptionally well-ordered interface between both materials was found along with anomalously low roughening for at least 50 nm of PEN growth [29].

- The molecular orientation and crystal quality in terms of the in-plane coherent island size of PFP grown on DIP vary significantly with the molecular orientation and crystal quality of the DIP layer [28].

- In comparison with C$_{60}$ grown on SiO$_2$ or other molecular compounds, e.g. H$_{16}$CuPc, the deposition of C$_{60}$ on top of DIP leads to an exceptional improvement of crystallinity and to oriented crystallites of C$_{60}$. In addition, the degree of structural order in C$_{60}$ depends on the structural order of the DIP layer underneath.

- H$_{16}$CuPc and F$_{16}$CuPc intermix upon subsequent deposition and form an interface with an intermixing zone.
These results demonstrate that for a controlled growth of organic heterostructures detailed knowledge of the structural properties of the underlayer is inevitably, since these have a large impact on the properties of the top layer.

### 6.2 Results on mixed heterostructures

The key question for growth of organic bulk heterostructures is if both compounds intermix on a molecular level or phase separate. An simplified overview over the observed mixing behaviors for all tested material combinations is given in Fig. 6.1. In detail, the following conclusions on mixed heterostructure growth may be drawn.

![Figure 6.1](image)

**Figure 6.1:** Studied material combinations sorted into acceptor materials and donor materials. For each material combination the mixing scenario is depicted as a sketch. Note that the material combination PEN:C₆₀ was not studied in this thesis, but the result was reported in Ref. [106] and is given for completeness.

- The strong interaction between hydrocarbons and similar perfluorinated compounds leads to the formation of equimolar molecular mixed complexes both for structurally nearly equivalent compounds (PEN:PFP) [30] as well as for structurally different compounds (DIP:PFP). In addition, both material combinations exhibit a similar growth behavior. They nucleate in a mixed structure with nearly standing molecules.
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(\(\sigma\)-orientation) and a structure with nearly lying molecules (\(\lambda\)-orientation). In films with a mixing ratio deviating from 1:1, phase separation between the equimolar mixtures and the pure structures is observed.

- Mixtures of \(\text{H}_{16}\text{CuPc}:\text{F}_{16}\text{CuPc}\) form a solid solution with continuous solubility of one compound in a crystal of the other compound.

- Mixtures of \(\text{C}_{60}\) with planar compounds (DIP, \(\text{H}_{16}\text{CuPc}\)) exhibit phase separation independent of mixing ratio. Moreover, for DIP:\(\text{C}_{60}\) mixtures the coherently ordered in-plane island size \(l_s\) changes significantly with growth temperature. Upon growth at low \(T\), the phase separation between DIP and \(\text{C}_{60}\) is less pronounced compared to growth at high \(T\). In such mixtures, not only \(l_s\) differs between different growth temperatures significantly, the DIP crystal structure also exhibits a change of unit cell parameters.

6.3 Implications and relevance for organic photovoltaic devices

The combination of the structural properties of organic heterostructures described in this thesis and electrical measurements performed by collaborators within the 'Schwerpunktsprogramm SPP 1355: Elementarprozesse der organischen Photo voltaik' allows several conclusions on the relationship between structure and device properties of the following material combinations \([6, 19, 20, 22]\). The results of these electrical measurements performed by collaborators are summarized in the following paragraphs.

6.3.1 \(\text{H}_{16}\text{CuPc} - \text{C}_{60}\)

Mixtures of \(\text{C}_{60}\) with \(\text{H}_{16}\text{CuPc}\) exhibit phase separation with a domain size of a few ten nanometers, which is similar to the expected exciton diffusion length in these materials. The transport of charge carriers is limited by the hopping distance between crystalline grains separated by crystal defects. Therefore, the mobilities in this material combination decrease exponentially, upon mixing the respective transport material with the other compound \([6, 20]\). In the mixtures the electron transport relies on the \(\text{C}_{60}\) clusters. Related to the poor crystalline order of \(\text{C}_{60}\) both in BHJs (Sec. 5.2.4) as well as PHJs (Sec. 5.1.4) of this material combination, limitations in the transport properties are observed (both for exciton diffusion as well as for charge carrier transport) leading to poor solar cell characteristics, in particular, in PHJ devices \([6, 20]\).

6.3.2 \(\text{H}_{16}\text{CuPc} - \text{F}_{16}\text{CuPc}\)

The combination of \(\text{H}_{16}\text{CuPc}\) with its perfluorinated counterpart \(\text{F}_{16}\text{CuPc}\) leads to the formation of a mixed solid solution. Such an intimate mixing is not favorable for charge
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Separation in BHJs, because the charge transfer (CT) states formed upon exciton dissociation are bound by Coulomb forces [19, 20]. A CT exciton, which is located on a pair of H$_{16}$CuPc and F$_{16}$CuPc, could explain the unusual low charge carrier mobility in the mixtures, which is found to be significantly lower than the ambipolar mobility in the pure materials and the electron and hole mobilities in unipolar devices [19, 20]. The reduced mobility is also the origin of the poor performance of photovoltaic cells containing H$_{16}$CuPc:F$_{16}$CuPc mixtures. The charge collection efficiency is drastically reduced by the suggested formation of bound CT excitons. In contrast, a H$_{16}$CuPc/F$_{16}$CuPc bilayered heterostructure works as a charge generation layer which could be of interest in photovoltaic tandem cells [19, 20].

6.3.3 DIP - C$_{60}$

For the combination of DIP - C$_{60}$ high performance photovoltaic cells were produced, for example PHJ devices with fill factors of up to 74% and a power conversion efficiency of nearly 4%, which may partially be attributed to the induced ordering of a C$_{60}$ film by an underlying DIP layer (Sec. 5.1.3) [22]. For this material combination also the impact of structural differences in thin films with solar cell performance was studied. In heated bulk heterojunctions (BHJ) more pronounced phase separation is achieved compared to BHJs grown at room temperature. In PHJs growth at elevated temperatures leads to an increase in crystallinity in DIP. For both architectures the improved order and morphology leads to improved charge transport and exciton diffusion. In addition, the energy level alignment of C$_{60}$ and DIP is an advantage of this material combination, leading to open circuit voltages of up to 0.93 V under 100 mW cm$^2$ simulated AM 1.5G illumination [22].

6.3.4 Conclusions

As mentioned earlier the overall charge generation process in a excitonic photovoltaic cell is quantified by the internal quantum efficiency $\eta_{\text{int}}$, which is the product of the absorption efficiency $\eta_{\text{Abs}}$, the exciton diffusion efficiency $\eta_{\text{ED}}$, the charge-transfer efficiency $\eta_{\text{CT}}$ and the charge-collection efficiency $\eta_{\text{CC}}$

$$\eta_{\text{int}} = \eta_{\text{Abs}} \cdot \eta_{\text{ED}} \cdot \eta_{\text{CT}} \cdot \eta_{\text{CC}}$$

(6.1)

In contrast to PHJ solar cells, which are limited by the exciton diffusion efficiency $\eta_{\text{ED}}$ due to the low active volume, for BHJ cells this restriction is absent. However, in the latter, charge transport is limited by the grain size which are forming percolation pathways in phase separated mixtures. For an increase in efficiency of H$_{16}$CuPc:C$_{60}$ BHJ solar cells, the interface between both compounds needs to be optimized to allow for both a high exciton diffusion efficiency $\eta_{\text{ED}}$ and a high charge collection efficiency $\eta_{\text{CC}}$ via charge transport of both charge carriers [6,19,20]. In contrast, in BHJ devices consisting of H$_{16}$CuPc:F$_{16}$CuPc, the major obstacle is seen in a very low exciton dissociation efficiency $\eta_{\text{CT}}$ which has its origin in the formation of charge transfer excitons on neighboring molecules. Thus the
material combination of hydrogenated and fluorinated phthalocyanines is not suitable for the application in photovoltaic cells [6,19,20]. We conclude that for bulk heterojunctions finding the optimum degree of phase separation is crucial for the performance of organic solar cells. The steric incompatibility of C$_{60}$ with planar molecules leads to phase separation in such material combinations, which is one advantage of C$_{60}$ used in bulk heterojunctions. Phase separation on a too small length scale were found in DIP:C$_{60}$ mixtures grown at low $T$ leading to inferior solar cell performance due to the lack of percolation pathways to an electrode and low crystal quality [22]. The degree of phase separation can be tuned by the substrate temperature during growth leading to improved solar cell characteristics for DIP:C$_{60}$ mixtures grown at higher $T$. In this context, solid solutions and molecular complexes can be considered as very small scale phase separation. In case of such structures a percolation path for charge carriers is not present and mobility is very low. Therefore, solid solutions and molecular complexes are less attractive for BHJs, as seen for the H$_{16}$CuPc:F$_{16}$CuPc combination. Strong molecular interaction, for example arene:perfluoroarene interaction and steric compatibility of the donor and acceptor compounds, which lead to efficient mixing of both materials should therefore be avoided for BHJs. Phase separation on a very large scale was found in PEN:C$_{60}$ mixtures [106] leading to poor solar cell performance, since large crystallites lead to undesired leakage pathways for charge carriers and the exciton diffusion length in such mixtures is too small compared with the phase separated domain sizes. Phase separation near to the optimum length scale seem to be present in DIP:C$_{60}$ mixtures grown at high temperatures, yielding excellent solar cell characteristics [22].

6.4 Outlook

The results reported in this thesis give rise to the following future projects:

- For a more thorough understanding of the smoothing effect described in Sec. 5.1.5 molecular dynamics simulations could be performed to develop an adequate growth model for this phenomenon. This analysis is also required to elucidate the differences of smoothing in PFP/DIP and PEN/PFP heterostructures.

- In order to improve solar cell performance based on DIP films the absorption properties of this compound should be enhanced. Since the light absorption coefficient of DIP is anisotropic, one promising strategy might be the growth of a DIP film with highly ordered domains with $\lambda$ orientation, which would improve the absorption significantly [191].

- While for PFP:PEN and DIP:PFP mixtures the formation of molecular complexes were demonstrated, the complete crystal structures with the atomic positions within the unit cell were not solved. These could be analyzed either by performing diffraction experiments on single mixed crystals or by measuring a complete reciprocal space map of a mixed thin film with analysis of the peak intensities as demonstrated for single compound films of PEN [134].
Appendix

7.1 X-ray reflectivity of binary thin films with phase separation

In this appendix simulations of X-ray reflectivity data are discussed. This discussion is also published in Ref. [30].

In a phase separating mixture of two crystal structures Bragg peak positions in XRR can be shifted due to interference between these structures. The exact characteristics of a reflectivity curve depend on the spatial relation of crystal grains in the film. Here, we discuss simulations of reflectivity curves for two examples of different phase separations to illustrate this issue: phase separation in the out-of-plane direction (inset Fig. 7.1a) and phase separation in the in-plane direction (inset Fig. 7.2b). All simulations shown here were calculated with MOTOFIT [171].

7.2 XRR simulations with out-of-plane phase separation

Relevant for XRR is the electron density in $q_z$ direction. For the simulation we choose a model with the following layers: Silicon substrate – four layers of the first material with a layer spacing of $d_\perp = 15.8$ Å and an electron density of $\rho_1 = 0.53$ Å$^{-3}$ – four layers of a second material with $d_\perp = 15.8$ Å and $\rho_2 = 0.425$ Å$^{-3}$. An important parameter is the distance $\Delta d$ between the first and the second material. In Fig. 7.1a electron density profiles are shown with different $\Delta d = \{-1; 0; 1\}$ Å, where for $\Delta d = 0$ the distance between the first and the second material is equal to the distance between two layers of a single material.

The Bragg peak positions in the corresponding reflectivity curves (Fig. 7.1b) are clearly shifted in respect to each other. The inset shows the dependence of the apparent lattice spacing from the parameter $\Delta d$. This simulation shows that the Bragg peak positions in this case depend approximately linearly on $\Delta d$. The shift has a magnitude similar to the
Figure 7.1: a) Simulated electron density profiles of a thin film with two different crystal structures. The inset shows a sketch of the sample structure. b) Simulated XRR data from the electron densities shown in a). The inset shows the dependence of the lattice spacing $d_{\perp}$ on the parameter $\Delta d$.

shift we observed for the non-equimolar PEN:PFP mixtures presented in Sec. 5.2.1.

Figure 7.2: a) Simulated electron density profiles of two films with a different lattice spacing $d_{\perp}$ and the electron density if these structures are mixed. For clarity the electron density of the mixture is shifted. b) Simulated XRR data from the electron densities shown in a). The inset shows a sketch of the mixed film with two lattice spacings.

7.3 XRR simulations with in-plane phase separation

In the case of perpendicular phase separation, we assume that two crystal structures are growing on the substrate next to each other (inset in Fig. 7.2b). For the simulation we
assume that the two structures have the same electron density $\rho = 0.35 \text{ Å}^{-3}$, but different lattice spacings with $d_{\perp 1} = 16 \text{ Å}$ and $d_{\perp 2} = 15.4 \text{ Å}$. The resulting electron density for a film with eight layers of the two structures and the mixture are shown in Fig. 7.2a. The resulting XRR curves (Fig. 7.2b) show that the Bragg peak maximum of the mixture would correspond to different lattice spacings dependent on diffraction order. For the second and third diffraction order, the Bragg peak maximum is at a lower $q_z$ compared to both single crystal structures.

These two simulations illustrate that without exact knowledge of the microscopic spatial arrangement of the crystal structures in a phase separated thin film Bragg peak positions in XRR cannot unambiguously be converted into a lattice plane spacing.
# List of Abbreviations

**Materials:**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIP</td>
<td>Diindenoperylene</td>
</tr>
<tr>
<td>PEN</td>
<td>Pentacene</td>
</tr>
<tr>
<td>PFP</td>
<td>Perfluoropentacene</td>
</tr>
<tr>
<td>C$_{60}$</td>
<td>Buckminsterfullerene</td>
</tr>
<tr>
<td>H$_{16}$CuPc</td>
<td>Protonated copperphthalocyanine</td>
</tr>
<tr>
<td>F$_{16}$CuPc</td>
<td>Perfluorinated copperphthalocyanine</td>
</tr>
<tr>
<td>ITO</td>
<td>Indium tin oxide</td>
</tr>
<tr>
<td>PEDOT:PSS</td>
<td>poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate)</td>
</tr>
</tbody>
</table>

**Film Properties:**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>Substrate temperature</td>
</tr>
<tr>
<td>$d_{\perp}$</td>
<td>Out-of-plane lattice spacing</td>
</tr>
<tr>
<td>$d$</td>
<td>Layer thickness</td>
</tr>
<tr>
<td>$l_s$</td>
<td>In-plane coherent island size</td>
</tr>
<tr>
<td>$l_z$</td>
<td>Out-of-plane coherent island size</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>Root mean squared roughness</td>
</tr>
<tr>
<td>$\xi$</td>
<td>In-plane correlation length</td>
</tr>
<tr>
<td>$\rho_e$</td>
<td>Electron density</td>
</tr>
<tr>
<td>PSDF</td>
<td>Power spectral density function</td>
</tr>
</tbody>
</table>

**Experimental Techniques:**

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OMBD</td>
<td>Organic molecular beam deposition</td>
</tr>
<tr>
<td>XRR</td>
<td>X-ray reflectivity</td>
</tr>
<tr>
<td>GIXD</td>
<td>Grazing incidence X-ray diffraction</td>
</tr>
<tr>
<td>AFM</td>
<td>Atomic force microscopy</td>
</tr>
<tr>
<td>$q_z$</td>
<td>Momentum transfer perpendicular to the sample plane</td>
</tr>
<tr>
<td>$q_{xy}$</td>
<td>Momentum transfer parallel to the sample plane</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Rocking angle</td>
</tr>
</tbody>
</table>

**Miscellaneous:**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>BHJ</td>
<td>Bulk heterojunction</td>
</tr>
<tr>
<td>PHJ</td>
<td>Planar heterojunction</td>
</tr>
<tr>
<td>OPV</td>
<td>Organic photovoltaic</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full width half maximum</td>
</tr>
<tr>
<td>HOMO</td>
<td>Highest occupied molecular orbital</td>
</tr>
<tr>
<td>LUMO</td>
<td>Lowest unoccupied molecular orbital</td>
</tr>
</tbody>
</table>
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