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Abstract

The observation of most astrophysical X-ray sources isattarized by the fact that these
usually rather weak cosmic sources have to be detected présence of a very strong back-
ground. This background, which has its origin in the intéoacs of high-energy cosmic par-
ticles with the materials that constitute the camera anadl ialshe characteristic properties of
the respective detector, has a strong impact on the ultiynathievable sensitivity of the in-
strument. Sources that have a ux below the limiting minimdetectable ux of a certain
instrument will therefore not be detected or cannot be olesewithin a given experiment. To
gain a higher sensitivity, which always converts to new rstie results, an intense effort to
minimize the internal detector background is undertaken.

This thesis has been devoted to simulation studies of theuimental background of X-ray
detectors in astronomy. In this context, it is rst shown be basis of the pn-CCD camera on
board the XMM-Newton satellite, that Monte-Carlo simulasoof the physics processes and
interactions caused by the radiation environment in theaes/e orbit can reproduce the mea-
surements of the actual detector background. With the thlidated simulation environment,
the detector geometry of the future X-ray mission Simbola$ bheen optimized in collabora-
tion with the designers. Special attention has been paitetteisk of background minimization
and experiment deadtime. Furthermore, the compositionspedtral shape of the remaining
background is predicted. For another future X-ray telesorgdled eROSITA, estimations of
the detector background, depending on different orbitrmations and thus different radiation
environments, are presented.

Part of the work has also been concerned with hardware dawelot. In a collaboration with
the electronics lab at the Institute for Astronomy and Asitrigsics in Tbingen (IAAT), a fast
digital detector-event preprocessor based on experiegaiaed with XMM-Newton has been
developed. The processor, which has been designed faatitiih on board, lters the detector
output with different criteria and therefore noticeablguees the detector background as well
as the necessary telemetry rate.






Erweiterte deutsche Zusammenfassung

Die Beobachtung einer Vielzahl astrophysikalischer Quale Rontgenbereich ist dadurch
charakterisiert, dass die Detektion der Quellphotonerggegawart eines hohen Detektorhinter-
grundes statt ndet. Dieser Hintergrund entsteht durchWlexhselwirkung von hochenergeti-
schen Teilchen mit den Detektormaterialien und die dadoectorgerufene Sekuadstrahlung.
Neben den jeweiligen Charakteristika des verwendeten Dmtgks, hat er entscheidenden
Ein uss auf die letztendlich erreichbare Emp ndlichkeiéslInstrumentes. Quellen, die Photo-
nen usse unterhalb eines aus dieser wichtigevl38rableitbareniif das Experiment limitieren-
den, minimalen noch detektierbaren Flusses aufweisemeén nicht entdeckt bzw. beobachtet
werden. Um die Sensitiat weiter zu steigern, werden bei der Konzeptionimfikger In-
strumente grof3e Anstrengungen unternommen, den Detekengrund ndglichst gering zu
halten.

In diesem Zusammenhang zeigt die vorliegende Arbeit andangn-CCD Kamera an Bord
des Satelliten XMM-Newton, dass Monte-Carlo Simulationen physikalischen Wechsel-
wirkungen zwischen der Strahlungsumgebung im entsprelgme@rbit und Materialien der
Detektoren den ta&ehlich gemessenen Detektorhintergrund reproduzigyendn. Aufbauend
auf diesen Ergebnissen konnte die Geometrie der Fokaleenmomentanifr den Rontgen-
satelliten Simbol-X entwickelt wird, in Zusammenarbeitt mie€n Ingenieuren hinsichtlich des
Hintergrundes und der Totzeit des Detektors optimiert werdie Zusammensetzung und die
spektrale Verteilung des noch verbleibenden Hintergramd&den errechnet. Anhand weiterer
Simulationen wurde der zu erwartende Kamerahintergrusdgaglanten Bntgenteleskopes
eROSITA abgesdcitzt.

In Zusammenarbeit mit der Elektronikabteilung aiibinger Institut éir Astronomie und As-
trophysik (IAAT) wurde eine schnelle digitale Elektronilrzersten Verarbeitung von Detektor-
ereignissen an Bord entworfen, die auf den ebenfalls bei XNid+ton erworbenen Erfahrun-
gen aufbaut. Diese verringert den Detektorhintergrundesdie notwendige Telemetrierate zur
Daterubertragung nochmals deutlich.
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CHAPTER1

Observational Astronomy in the X-ray Range

The domain of Astronomy today encompasses numerous areps@élization that are char-
acterized on the basis of their subject of research. In tlleoéObservational Astronompow-
ever, a classi cation based on the energy or wavelengtheobtiserved photons has been estab-
lished, with common methods and instruments applied witiése major sections of the elec-
tromagnetic spectrum. As of today, we distinguish the acdaadio- and infrared-astronomy
at energies below the eld of classical optical astronomg &lV/-, X-ray and -astronomy at
higher energies, which extend up tol3@V. As the Earth's atmosphere is in some of these
ranges mainly opaque to radiation, observations becanyereoéntly possible with the tech-
nological advancements of the space age and the abilityatsport the detectors to higher
altitudes, outside the bulk of the atmosphere, with bakpoockets and satellitesde Fig. 1.1

1.1 The Beginning of X-ray Astronomy

The fact that X-ray photons from celestial sources cannagbected on ground due to the high
level of atmospheric absorption has been most decisivéhéodévelopment of experiments in
X-ray astronomy (0.1 keV - 100 keV, or 10 nm - 10 pm). The rsteafgion of X-ray emis-
sion from the solar corona in 1949 with a detector carried bycket (Friedman et al., 1951)
was so weak, that it was assumed that no further sources Wweudétectable due to their large
distance. In 1962 another rocket experiment by Giacconl. 1862, 1964) detected the rst
source outside the solar system, Sco X-1, which contratyg&un was found to be much more
powerful in X-rays than in the optical. This discovery opérsenew window to the universe
and revolutionized our understanding of stellar evolutoid physics as well as the processes
responsible for the generation of radiation.

With the availability of satellites as a platform to carrgttietectors, much longer observa-
tions on timescales of 10 ks to 1 Ms became possible and meaygrgss was achieved in the
collection of scienti ¢ data with respect to previous expeents. The rst satellite dedicated
entirely to X-ray astronomy, UHURU, was launched in 197@¢tta et al., 1972) and for the
rst time mapped the entire X-ray sky in the energy band 2 - 80.k

The Einstein observatory, launched in November 1978, fedta Wolter Type-I grazing in-
cidence telescope (0.1 keV - 4 keV) and was the rst focusingpX telescope put into space
(Giacconi, 1980). With its two arcseconds angular resofyta eld of view (FOV) of 25 arc-
minutes and a sensitivity several hundred times greaterdhg mission beforesge Fig. 1.5
it was capable of detecting faint sources and of imagingrelad objects as well as diffuse
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Figure 1.1:Attenuation of electromagnetic radiation at differentyigs in the Earth's atmosphere;
reproduction of a gure from Giacconi et al. (1968). The geega marks the region where less than
1% of the original ux can be measured, the solid line abovenitles the height in which 50%
are still detectable.

emission. Now thousands of sources were discovered (Harek, 1993) and high resolution
spectroscopy was available for the rsttime. This compiethanged the view of the X-ray sky.

For the European Space Agency's X-ray Observatory Sa&elHXOSAT ee Taylor et al.,
1981), a highly elliptical orbit of 90 hours was selected, so tbahtinuous observations of
X-ray sources, lasting several days without disturbingHeaccultations, were possible. This
allowed to study the timing behaviour of many X-ray sour¢gggering the discovery of their
bursting activity and in some sources also that of QuaspHeriOscillations. Eventually, the
German X-ray satellite ROSAT (ROentgen SATellisge Truemper, 1982vas launched on
June 1, 1990 and operated for almost 9 years. The surveynedtaly ROSAT was the rst
X-ray all-sky survey (0.1 - 2.5 keV) using an imaging telgseavith an X-ray sensitivity about
a thousand times better than that of UHURU and the resultatgjags holds more than 150.000
objects (Voges et al., 1999, 2000). In the pointing phadevahg the survey, ROSAT made
deep observations of selected objects and discovered avaiabty in their nature - from ordi-
nary stars, white dwarfs, neutron stars, black holes, sigparremnants, active galactic nuclei
to hot gas in interstellar and intergalactic medium.

These now historic experimentsge also Fig. 1.5 and Table Y Have contributed much to
our view of the universe, as they discovered it to be full afrhenergy phenomena that are
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sometimes underlying rapid and/or periodic variationseifiscoveries and achievements are
the motivation behind today's effort to build even more éént telescopes, covering wider
energy ranges with a higher resolution than before, as tlteoeX-ray astronomy is still full

of surprises and many phenomena are still waiting to be tktec

1.2 Observational Techniques in X-ray Astronomy

The following sections give a short introduction to selddteaging techniques and detectors
used in present X-ray andray instruments. The list is far from being complete andyonl
introduces those concepts that are referred to in subsegouapters.

1.2.1 Non-Focusing Imaging Techniques

The eld of view (FOV) of X-ray detectors can be constrainedite desired angle by a colli-
mating tube constructed of heavy X-ray absorbing maternahe most basic case, sucleaili-
matorallows to map the sky even with a non-imaging detector, cingj e.g. of a scintillating
material and a photomultiplier. The FOV is then given by thgla at which the collimator
reduces the incoming ux to 50%. The length of the tube, whiadduld necessarily increase
when higher resolutions (of the order of)land thus smaller FOVs are desired, can be reduced
to a more compact geometry by a honeycomb structure of snalies 6ee Fig. 1.2, lejfit but

not without loss of sensitive detector area due to the caliors structure.

Although the FOV is reduced to small angles by a collimatbetand the X-ray background
from other directions is effectively rejected, it is not pitde to distinguish different sources
within the eld of view. This can be achieved, also with a niomaging detector, for instance,
by modulating the incoming ux with two grids of tungsten wg at different distances in front
of the detectorfig. 1.2, middlg. Such arotation modulation collimatowas rst proposed by
Mertz (1967). Sources at various positions within the efd/@w are attenuated periodically
in a unique way, corresponding to their angle to the line ghsi When the two grids are
rotated against each other - seen from the restframe of thmator - the sources appear to
cross the bars with different frequency and phase on thgiraraund the line of sight. Finally,
the detector count rate is a superposition of the thus masthileghtcurves of all the sources
within the FOV. The distance of a source from the line of sicdm later be reconstructed from
its signal’s period and the azimuth can be found by analytiegohase shift.

An imaging technique which is commonly used today in the Rardy band is that of the
coded-mask camera. It was proposed independently by AbB&8] and Dicke (1968). A
coded-mask telescope basically consists of the mask, ptawith areas that are transparent
or opaque to the observed photons and which are distribated ioptimized, non-redundant
pattern - and a position-sensitive detector at a certabamtie below Fig. 1.2, righy. Photons
from the FOV then project the mask onto the detector and tioiggtion has the same coding
as the mask pattern, but is shifted relative to the centrsitipa corresponding to the direction
of the incoming photons.
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Figure 1.2:Different imaging techniques used in high energy astroply#eft to right): honeycomb
collimator, rotation modulation collimator, principle obded aperture imaging.

The intensity of the projections encodes the intensity efgburces at their respective posi-
tions. After a given exposure time, the accumulated imageeftietector is decoded to a sky
image by inverting the coding equation 1.1, for which diffier methods exist (Skinner, 1995).

D(x;y) = M(x;y) S(x;y) (1.1)

In other words, the distributioD on the detector results from folding the sky im&§&vith
the aperture modulation (i.e. the mask) whereas x and y are the coordinates in the respec-
tive planes. To reconstruct the original sky image, theastalistribution is usually 'unfolded’
using a computer.

The imaging quality of the camera is determined by the typaadk pattern, the quality and
resolution of the detector, the design of the camera (distdetween mask and detector, mask
and detector sizes) and the photon statistics. The regukyimage is subject to uncertainties
that arise because of the presence of background from theittkiy the FOV and because of
the detector background that is due to incident chargedcfestand secondaries generated lo-
cally in the camera. With a tungsten coded-aperture maskied at 3.2 m above the detection
plane, the IBIS instrument on board the INTEGRAL satellitechess angular resolutions of 12'
FWHM and typical source location accuraciesofl’ (Winkler et al., 2003).

1.2.2 Focusing Techniques

The use of X-ray focusing mirrors in combination with pasitisensitive focal plane detectors
signi cantly increases the instrument sensitivity by centrating the ux from a large areato a
tiny region. This leads to small detector sizes and theedfow background and a high signal-
to-noise ratio §ee also Equation 1.7

An effective solution for focusing X-rays with mirrors wasoposed by Wolter (1952) in
the context of microscopes. He showed that in order to aehaekigh imaging quality over
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an extended eld of view, the X-rays have to undergo two saste re ections from either a
paraboloid/hyperboloidsee Fig. 1.8or paraboloid/ellipsoid combination of mirrors which are
mounted in a coaxial and confocal arrangement (Aschenld&®88§). In 1961 the rst astro-
nomical X-ray collector was launched, using a combinatiba polished glass paraboloid and
hyperboloid with an effective area of 1 értGiacconi et al., 1981).

Re ection on the mirrors occurs only for incidence anglesolethe critical angle for total
re ection ., whose relation to the index of refraction between the vatwand the mirror
material can be derived from Snell's law:

sin 1.c _ Np

= — = i o = 1.2
sin90  no n) sin ge=n (1.2)

With :=90- 1 follows cos ¢ =n. From this it can be deduced that total re ection is only
possible with n< 1. The refraction index between vacuum and material for &pemirror
with no absorption is given by:

Z re 2
A 2

WhereNp is Avogadro's numbergris the classical electron radius, Z the atomic number, A the
atomic weight, the mass density andthe wavelength.

n=1 Na =1 (1.3)

The critical angle for X-ray re ection is therefoms . =1 - . Asinthis case << 1, we
can approximateos . 1- 2/2 and nally get in the case of heavy elements, where Z/A is
about 0.5:

c= pz_ 5:6° ) [g=cm3] [nm] (1.4)

The critical angle ¢ is thus directly proportional to the square root of the dgnsiof the
re ecting material and inversely proportional to the inaogphoton energy. This means that
for X-rays with a wavelength around 1 ke\4 is about one degree. For energies above, this
angle becomes even smaller. Small re ection angles resuéirge focal lengths as the slope
angle of the rst mirror element should approximate theicaitangle for rays that are parallel
to the optical axis and the ratio of aperture S2zeto focal lengthf is determined by this slope
angle (Friedrich, 2008).

r=f =sin4 (1.5)

For small slope angles, the projected geometrical area aframshell is only a thin annulus,
much smaller than the polished surface. The technique ¢ihgeseveral mirror shells with the
same focal length and the same optical axis is thereforaeapfu enlarge the collecting area
while keeping the mirror module as compact as possible.
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As shown, for example, in Malaguti et al. (2005), the effectarea for a Wolter-I multi-shell
telescope system that totally lls the open volume inside dlatermost shell is then

Ae | 2 2 R? (1.6)

Thus the effective area for a given focal length can be ogtchimostly by increasing the
mirror re ectivity or the critical angle by choosing the ajppriate materials. Very dense and
re ective material coatings like gold (XMM-Newton) or indm (Chandra) are usually applied
to increase . and enlarge the effective area. With four iridium mirrorlspeairs and an aperture
diameter of 1.2 m, the Chandra observatory reaches an gffertta of 1100 chand an on-axis
resolution of 0.5” §ee Table 1)1 However, an immense advantage can be attained when the
focal length is enlarged. This allowgeometricalaccess to re ection at small angles, resulting
in a much larger effective area.

Paraboloid Hyperboloid
Surfaces Surfaces

—_—

X-rays

Detector

X-rays

Figure 1.3:Re ection of X-rays on a Wolter Type-I telescope

1.2.3 Current Detector Types

In X-ray astronomy, detectors are designed to measurethdilphotons with the aim to recon-
struct their incoming direction (images), energy (spgdaral the time of arrival of the photon.
Some experiments are also able to measure the polarizatga af the incoming photons.

The illustration on the left in Fig. 1.4 explains the opevatprinciple and the advantages of
pn-CCD detectors, which have been the most successful faua phstruments in recent years.
PN-CCDs are backside-illuminated; their unstructured tamhaentrance window enables an
unobstructed high quantum ef ciency from the near IR to thea} band. Incoming radiation
generates electrons and holes on interaction with the fidpleted silicon substrate. The aver-
age energy required to form an electron-hole pair is 3.7 e9@C (Stiider et al., 2001), which
makes high resolution spectroscopy of the orderE/ 50 possible. Electric elds applied
to the detector separate the charges, so the electronsadifife potential minimum under the
transfer registers, while the positively charged holesadnsorbed on the backside. The elec-
trons captured in the potential wells below the registerslater (after a certain exposure time)
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be transferred by shifting the potentials towards the edgkeoCCD. The readout electronics
terminates each CCD line with a readout ampli er.

In contrast to MOS-CCDs, the transfer registers of a pn-CCD aradd by pn-junctions.
This allows for a higher radiation hardness, faster tramsfedes and more storage capacitance.
In order to perform imaging X-ray spectroscopy, the CCD musiferated in such a way that
only one photon hits a detector pixel per exposure and reayoie. If that is not the case due
to a high local photon ux from a bright source, the assodataergy of an event corresponds
to the sum of the occurred interactions and cannot be disgleté. This situation is commonly
referred to agpile-up and fast readout cycles are required in order to avoid it arzktable to
resolve phenomena happening on timescales even below 1 ms.

Photons that hit the CCD during the transfer process are noisgliaa their position and thus
degrade the scienti c performance. A newly develogetine-store CCLCirom the Semicon-
ductor Laboratory (HLL) of the Max-Planck-Institute for Eaterrestrial Physics in Garching
(MPE) largely reduces these so-callewt-of-time eventsvith an additional shielded pixelized
area, under which the generated charges are quickly traedfeefore they are read out at the
usual speed.
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Figure 1.4:lllustration of the detection principle for a pn-CCD (le&hd a crossed-strip detector.
In both techniques, the incoming photons generate electaond holes, which are then driven to
opposite sides (top and bottom) by a strong electric elda l@CD, only the electrons are gathered
under a pixelized structure on the top and then transfeoedreadout electronics on the side of
the chip. In a crossed-strip detector, the signals of thetrgles and holes are directly measured as
uctuations in the anode and cathode voltage of the respestrips (illustrations by T. Schanz).

Another way to obtain information about the location of naigtion of X-rays in monolithic
semiconductors is to use orthogonal anode and cathods sinighe top and bottom of the
crystals to separate the chargéggy( 1.4, righ). The signals of the electrons and holes can then
be measured with high timing precision as uctuations in #mede or cathode voltage of the
strips close to the interaction. Thus, with 5 wide electrodes and a 100n gap in between,
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the intrinsic spatial resolution of e.g. CdZnTe or Ge senumbor crystals can be covered
suf ciently. CdZnTe is often used in suatross-strip detectorbecause it features a very good
energy resolution while maintaining good detection efraig over a large energy range (usually
5 - 200 keV). The combination of these properties with theedpackaging and handling and
the lack of severe cryogenics requirements yields advastager the scintillators, gas, and Ge
detectors previously used in the hard X-ray range.

1.3 An Overview of Modern X-ray Observatories

The American Advanced X-ray Astrophysics Facility, nowmlediChandra, was launched on
July 23, 1999 (Weisskopf et al., 2002). With a mirror modtlattconsists of four nested Wolter
shell pairs with a focal length of 10 m, it reaches an unprenestl spatial resolution of 0.5 arc-
seconds (about ve times better than ROSAT). Both detecersi¢ro channel detector similar
to the HRI on board ROSAT and an X-ray CCD camera) can be used mectan with trans-
mission gratings for higher resolution spectroscopy.

Chandra’'s European counterpart is the European Space AgetiegM-Newton (see also
Chapter $, which was launched on December 10 of the same year and igpsgLwith three
Wolter mirror systems, each consisting of 58 nested mirnetls with a focal length of 7.5 m
(Jansen et al., 2001). With its large collecting area of A &® per mirror module, the Euro-
pean Photon Imaging Cameras (EPIC) and a spectrometer (RG#¢daa the focal plane, it
is dedicated to highly-resolved X-ray spectroscopy ane trariability studies. An overview of
the instrumental parameters of XMM-Newton and the obserigg described in the following
are also given in Table 1.1.

ASTRO-E2 (Suzaku'; Kelley, 2004; Mitsuda et al., 2004) is the fth in a seriesJaipanese
X-ray astronomy satellites and was developed by an intermat cooperation between the
United States and Japan. It is equipped with three instrtsrterperform broad band obser-
vations and high resolution spectroscopy over a wide enamgye from soft X-rays to gamma-
rays (0.4 - 600 keV). There are four X-ray Imaging SpectrarseXIS) on board, each with a
1024 x 1024 pixel CCD. The Hard X-ray Detector (HXD) is a non-ging instrument that uses
scintillator crystals to detect radiation. The third insirent is a new type of X-ray spectrometer
(XRS), which has an energy resolution that is an order of ntagaibetter than those of previ-
ous instruments. This device detects individual X-ray phetthermally by a phase transition
in the detector material and is thus able to measure thergiEsewith extraordinary precision
and sensitivity. Unfortunately, a malfunction in the esgdrvacuum system in August 2005
(shortly after launch) caused the loss of the entire liqukiim required for cooling the instru-
ment.

TheINTEGRAL (INTErnational Gamma-Ray Astrophysics Laboratory) saéllaunched
in 2002, is a gamma-ray mission under the supervision of BS#Kler et al., 2003). Its sci-
ence payload consists of the spectrometer SPI and the inBi§ersupplemented by the X-ray
monitor JEM-X. INTEGRAL'sS main instruments make use of theled mask technique to at-
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tain the position information of sources in the sky. Due ®tdchnological improvements since
the launch of the Compton Gamma-Ray Observat@@RO), the measurements combine an
angular resolution and sensitivity never reached befotkargamma-ray band.

The Rossi X-ray Timing ExplorelRXTE) satellite provides us with the unique opportunity
to monitor the timing behaviour and variability of astronoal X-ray sources with unprece-
dented time resolution on scales from months to microsexohdvas launched in December
1995 and carries two pointed instruments - the ProportiGoainter Array (PCA) and the High-
Energy X-ray Timing Experiment (HEXTE) - that cover an engergnge from 2 - 250 keV and
an All Sky Monitor (ASM) that scans about 80% of the sky, alilogvuninterrupted monitoring
at time scales of 90 minutes or longer (Bradt et al., 1993).
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Figure 1.5:Comparison in sensitivity of the historic and present X- gachma-ray observatories
mentioned in this chapter. The remarkable leap in sertsitimithe 1-10 keV band achieved with
XMM-Newton and Chandra and the lack of a comparable instrunmettte 10-100 keV range are
clearly visible.

As the results of the observations performed by the abovsioms constantly change and
improve our knowledge of the universe, the perspective foay)astronomy is exciting indeed.
A series of future space-based observatories is currentiigrudevelopment. These will be
launched soon, in order to bridge the gaps between existisgions and to increase sensitivity
and resolution capabilities to even fainter sources.
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The Gamma-ray Large Area Space Telesc@pleAST) is an international observatory that
was recently launched on June 11th and will study astrophlsources with its two instru-
ments, the GLAST Burst Monitor (GBM) and the Large Area Telggc@AT). The GBM
consists of 14 scintillation detectors, which will detegtlden rises in photon ux in an energy
range from 8 keV to 30 MeV. The LAT is an imaging gamma-ray detein the range from 30
MeV to 300 GeV (Ritz et al., 2007).

The extended ROentgen Survey with an Imaging Telescopey AeROSITA) X-ray tele-
scope is currently developed under the leadership of the [Pe&dehl et al., 2006). It will be
launched on board of the Spectrum-RG satelktee(also Chapte)) & the next years. Consist-
ing of seven individual mirror modules and seven frames@@® cameras, it will perform the
rst imaging all-sky survey in the low energy X-ray range upl2 keV with an unprecedented
spectral and angular resolution.

Simbol-X is a French-Italian mission with German participation thdt use for the rst
time focusing mirrors for an energy range from 0.5 to 80 kel Tiecessary long focal length
is obtained by having the mirrors and the detectors y in fation on two separate spacecraft
at a distance of 20 m. After its launch in 2014, Simbol-X willis be able to extend the imaging
quality and sensitivity already obtained with XMM-Newtop to the hard X-ray range. The
prediction of the performance of Simbol-X with respect te ttetector background is part of
this thesis and the mission details are introduced in tHeviaig (see Chapters 4 and.5A
mission with a similar objective, the New X-ray TelescopkeXT), is developed in Japan for
a launch in 2010. With only one satellite, which has an extd@®ptical bench, a nal focal
length of 12 m will be achieved. The instrument also makesofiiee stacked detector concept
with a Soft- and a Hard X-ray Imager (Kunieda et al., 2006).

True focusing of X-rays in the energy range of 10 - 100 keV Wiither help us to explore
extreme processes in the universe in a spectral region wloarhermal emission from cosmic
X-ray sources dominates. However, common to all projectsésneed for a low intrinsic de-
tector background, so that the few counts received from eceare not lost in the background
noise and a high sensitivity can be maintained preferabdy twe whole energy range of the
instruments.

1.4 On the Importance of a Low Detector Background

In the typical radiation environment that is present in abitosround the Earth, the usually
rather weak cosmic X-ray sources have to be detected in #sepce of a very strong back-
ground. Despite the increase of sensitivity in astronohabaervations in the soft X-ray band,
which has been achieved by the use of imaging telescope®attiground generated in the
detectors is still a major issue nowadays and a lot of worledi@hted to its minimizationtffe
different origins and the composition of this backgroungl iatroduced in subsequent chapters
for the respective missiohs With today's more sophisticated instruments that feaidow
background and short deadtimes, a typical observatiodyehigher signal-to-noise ratio and



Table 1.1:An overview of instrument parameters of historic and modémay observatories.

. Energy Band Spectral Angular Field
Satellite ‘ Launch ‘ Instrument (keV) Resolution ‘ Resolution of View
UHURU (SAS-1) 12.12.1970 | proportional counters 2-20 30' 0.52
Einstein (HEAO-2) | 12.11.1978 | IPC (Imaging Proportional Counter) 04-4 1 75";

HRI (High Resolution Imager) 0.15-3 2" 25';
SSS (Solid State Spectrometer) 0.5-4.5 E/ E:3-25 6'
FPCS (Focal Plane Crystal Spectrometer) 0.42-2.6 E/ E:50-1000
MPC (Monitor Proportional Counter) 1.5-20 15
OGS (Objective Grating Spectrometer) 0.15-3 E/ E:50
EXOSAT 26.05.1983 | CMA (Channel Multiplier Array) 0.05-2.0 18" 2
PSI (Position Sensitive Detector) 2
TGS (Transmission Gratings) 2
ME (Medium Energy Proportional Counter) 1-50 45'
GSPC (Gas Scintillation Proportional Counter) 2-20
ROSAT 01.06.1990 | PSPC (Position Sensitive Proportional Counter) 0.1-25 E/ E:1-4 2
HRI (High Resolution Imager) 0.1-25 2.5 38
WFC (Wide Field Camera) 0.062 - 0.206 5 ;
CGRO 05.04.1991 | BATSE (Burst And Transition Source Experiment) 20 - 1000 <1 full sky
OSSE (Oriented Scintillation SpEctrometer experiment) 50 keV - 10 MeV
COMPTEL (Compton Telescope) 800 keV - 30 MeV
EGRET (Energetic Gamma-Ray Experiment Telescope) 30 MeV - 10 GeV 30 ;
RoOsSIXTE 30.12.1995 | PCA (Proportional Counter Array) 2-60 18% at 6 keV 1 1
HEXTE (High Energy X-ray Timing Experiment) 15 - 250 15% at 60 keV 1
ASM (All Sky Monitor) 2-10
Beppo-SAX 30.04.1996 | LECS (Low Energy Concentrator Spectrometer) 0.1-10 1.5 37,
MECS (Medium Energy Concentrator Spectrometer) 1.3-10 75" 56";
HPGSPC (High Pressure Gas Scintillator Prop. Counter) 4-120
PDS (Phoswich Detector System) 15 - 300 13
WFC (Wide Field Camera) 2-30 5' 20
Chandra (AXAF) 23.07.1999 | ACIS (AXAF charge Coupled Imaging Spectrometer) 0.2-10 E/ E:20-50 16';
HRC (High Resolution Camera) 0.1-10 0.5" 30';
HETG (High Energy Transmission Grating) 0.5-10 E/ E:60 - 1000
LETG (Low Energy Transmission Grating) 0.08 - 6 E/ E:30-2000
XMM-Newton 10.12.1999 | EPIC-MOS 1+2 (European Photon Imaging Camera) 0.1-15 E/ E:20-50 6” 33';
EPIC-pn 0.1-15 E/ E:20-50 6" 27.5';
RGS (Re ection Grating Spectrometer) 0.35-25 E/ E: 200 -800 5'
INTEGRAL 17.10.2002 | IBIS (Imager on Board the INTEGRAL Satellite) 15 keV - 10 MeV 12 9
SPI (SPectrometer for INTEGRAL) 20 - 8000 E/ E:500 2 16
JEM-X (Joint European X-ray Monitor) 3-35 3 4.8
Suzaku (Astro-E2) | 10.07.2005 | XRS (X-ray Spectrometer) 0.3-12 6.5eV at 6 keV 2.9'
XIS (X-ray Imaging Spectrometer) 0.2-12 130 eV at 6 keV 18'
GLAST 11.06.2008 | LAT (Large Area Telescope) 20 MeV - 30 GeV E/ E> 10 0.1 2.4sr
GBM (GLAST Burst Monitor) 8 keV - 25 MeV 8.6 sr
NeXT sched. 2010| SXT (Soft X-ray Telescope) 0.1-80 6 eV at 6 keV
HXT (Hard X-ray Telescope) 0.1-80
WXI (Wide band X-ray Imager) 0.1-80
Spectrum-RG sched. 2011| eROSITA (extended ROentgen Survey with an Imaging Telescope Arfay) 0.2-12 130 eV at 6 keV < 15" 0.467 ded
ART-X (Astronomical Roentgen Telescope) 3-30 1.2 keV at 60 keV 10
LOBSTER (all sky monitor) 0.1-40 E/ E 5 22.5
GRB (Gamma-Ray Burst detector)
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thus more signi cant science output. Furthermore, morectsj(or larger regions, respectively)
can be covered in a survey, as shorter observation duraiensecessary to detect the sources.

The minimum detectable ux of a weak source for an instruntéat consists of a detec-
tor with a quantum ef ciency of (E) counts per photon and an effective areaqf (E) for
collecting source photons, can be expressed in photons 2 s 1 keV 1, and is usually
calculated according to the following formula, adaptedrfrieraser (1989):

p_—
B r."A\det

Fmin = n _—
min Ae PTint E

(1.7)

n is the desired statistical signi cance of a detectidn,: is the measurement timé\ et
the area of the detector (relevant for the background) thebmpasses a fraction of usually

= 50% of the source photons aflthe background ux in the detector. Equation 1.7 strongly
emphasizes the importance of the background, as the minietctable ux for a givem is
hence the ux which produces in the measurement time a ctuatisn standard deviations
of the backgroun® above the mean background. Therefore, besides the size efftéttive
area and the detector ef ciency, it is the background thatliywdetermines the sensitivity and
performance of the instrument.

One of the key systems to reduce a large fraction of the detéeickground is amactive
anticoincidence detector(AC). It is usually designed to surround the experiment ineotto
detect events from impinging charged cosmic ray partidlethe case of coincident triggering
of the AC and the X-ray detector, the event that was regidtenethe detector is discarded as a
background event. Due to their high effectivity in reducthg instrument background, antico-
incidence schemes are implemented in a large number of dndy-ray experiments.

Although the use of CCD detectors as focal plane instrumematproved the performance
(regarding energy and position resolution) of X-ray instants by a factor of 5 to 10 com-
pared to the previously used proportional counters (Rigié@n et al., 2004a), the detector
background in these instruments is again higher, becausmiacidence detectors cannot be
applied in such a mission. As the timing accuracy of an evert CCD detector is given by
the integration and readout cycle time, discarding such asoredframe( 70 ms in XMM-
Newton's FF mode) when in coincidence with a signal from ti@&would result in a unaccept-
ably large deadtime. Even with the faster frame times of tb#vA Pixel Sensors for Simbol-X
(2 s perrow), as described in Chapter 4, it still remains quitealenge to provide a small
but effective anticoincidence tagging scheme.

As events generated by minimum ionizing particles on the CGIDsbe easily distinguished
from valid events by means of an upper threshold and/@vamt pattern Iter (see Chapter
7), the instrument's main background component is produgeadtlractions of cosmic ray par-
ticles in the materials surrounding the detector. The tegpévents, generated by X-rays in the
correct energy range, cannot be separated from events d(ealgs collected by the mirrors.
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However, agraded-Z shieldclose to the detector provides an effective tool to absodsaario
shift the energy of those locally generated X-rays downweeloenergies, i.e. usually below the
detection threshold of the detector. In order to construchs shield, materials with descend-
ing atomic number& (outside to inside) are stacked together. As the radiatieegy loss due
to bremsstrahlung of charged particles is proportion& tof the absorbing material and the
uorescence Yyield of the elements also drops to lo&er such a shield can be optimized to ex-
actly tits purpose and to leave no detectable X-ray uoresce of the higher order materials.
With innermost materials like BC, a large fraction of the re-emitted energy is also carrieayaw
by Auger electrons, which can be stopped in very thin layémsaterial, e.g. in the passivation
layers of CCDs (Pfeffermann et al., 2004b).

As reported in Chapter 3, the materials which are used in ate® front-end electronics
can also be a strong source of X-ray uorescence (in simubatand in in-orbit measurements)
due to their proximity to the detector. Consequently, theyeht® be shielded like all other
materials in the FOV of the detector.

It is in the context of this challenge - to reduce the evesene instrument background - in
which the simulations and results described in this workeHasen regarded by the instrument
scientists as a valuable and important input to the desigheoSimbol-X and eROSITA mis-
sions.

The aim of this thesis is to describe in detail how Monte-Carfaulations of the physics
processes and interactions taking place in a space-basayl detector as a result of its orbital
environment are capable of explaining the measured detbattkground of already existing
missions. It will be demonstrated that these simulatioestlagrefore an excellent tool in pre-
dicting the background of future X-ray observatories.

At the heart of the simulations described in this work is trea&T4 Monte-Carlo simulation
toolkit. Its design and capabilities are introduced in tbgtrchapter. An environment has been
created implementing the toolkit in order to simulate thekgmound present in in-orbit X-ray
observatories. With the aim to prove the performance ofdghisronment, results of such back-
ground simulations for the pn-camera of XMM-Newton are présd and compared to actual
measurements in Chapter 3. For the upcoming missions Sikibold eROSITA, an estimate
of their detector background is calculated on the basismfisitions and predictions for their
scienti ¢ performances are made thereupon (Chapters 4, Band Chapter 6, another com-
parison between simulation and measurement is presemttiebfdetection of low-energy X-ray
uorescence photons created by the high-energy detectarstacked detector setup. Last but
not least, a prototype for a digital event-preprocessingcgeto further reduce the background
and the necessary telemetry rate is presented in Chapter ¢luSmms and a summary of the
thesis can be found in the nal chapter.

All simulations presented in this thesis are done with thmeesanvironment that was devel-
oped in the progress of this thesis for Simbol-X. The segeerichapters in this thesis was
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chosen after some considerations, however, to rst givengoreéssion of the quality of the re-
sults obtainable with the code and then present the predgfior future observatories. This
approach appeared more convincing, although the readertlssi way sometimes referred to
Chapter 5 for a more detailed introduction to the simulatiovirenment. Another bene t of

this structuring is that work, which was done for the samggato is presented in a coherent
way.



CHAPTER 2

The GEANT 4 Toolkit

GEANT4 is a powerful and exible Monte-Carlo simulation toolkitahprovides libraries for
GEnerating ANd Trackingf particles through matter and electromagnetic elds.técurrent
version, ef cient functions are included, which allow thppdication developer to design de-
tector geometries, make use of physics models, visualizgtEx particle tracks and generate
detectorhits. The embedded physics processes cover electromagnetiachons of hadrons,
ions, leptons and photons from 250 eV up to several PeV, hadnoteractions from thermal
energies to 1 PeV and also the production and propagatioptwiab photons. Thus, it is suit-
able for an increasing user group doing research in a vasietipmains like medical physics,
space science and astrophysics, radiation protectioncdrahurse, in the original domain of
GEANT4: high energy and accelerator physics. The toolkit is cotily being extended by
the worldwide GEANT4 Collaborationand is freely available via the Welat source code level
(object-oriented C++). All of the above makee@NT4 the right tool to complement a simula-
tion environment for investigating space-instrument lggoknd.

2.1 On Monte-Carlo Simulations

Monte-Carlo methods are distinguished from other simutati@thods by being stochastic, that
is, nondeterministic, in that they make use of (pseudodwamnumbers as opposed to deter-
ministic algorithms. Such statistical sampling methodgehaready been applied even by the
earliest pioneers of probability theory (e.g. in experitsdike Buffon's needIé or works by
William Gosset). Enrico Fermi also used a statistical method in 1930 in tileutation of
neutron diffusion, and later designed thermia¢ a Monte-Carlo mechanical device, used in
the calculation of criticality in nuclear reactors (Metadig, 1987). A formal foundation for
the Monte-Carlo method was developed by John von Neumann,established the mathe-
matical basis foprobability density function§PDFs) and pseudo-random number generators
in collaboration with Stanislaw Ulam. Statistical methadsre applied in the simulations for
the Manhattan Project but became popular in the elds of msyand mathematics only after
the war in the 1950s, when electronic computers becameaéiail The designation 'Monte-
Carlo' was coined by Nicholas Metropolis, Ulam and Fermi dgriheir work on the Manhattan
Project in reference to the casino in Monaco.

1GEANT4 Website: http://geant4.web.cern.ch

2A question rst posed in the 18th century by Georges-Louislegs, Comte de Buffon: Drop a needle onto a oor
made of parallel strips of wood (wider than the length of teedie). What is the probability that the needle will
lie across two strips? It can be solved to derive a Montegdadthod (i.e. tossing the needle) to approximate

Swilliam S. Gosset - English statistician, also known as Studnd for his work on Student's t-distribution
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Monte-Carlo methods directly simulate a physical procedseret is no need to specify the
differential equations that describe the behaviour of théeulying physical or mathematical
system. In contrast to conventional numerical methodsptierequirement is that the system
can be described by PDFs. A large number (depending on theedesriance of the result)
of simulations are then performed, each by random samgli@dDFs, and the result is taken,
for instance, as the average of all outcomes. In describiygipal processes as PDFs (using
experimental data or a theoretical model), we can sampleutcome from one of them and
thus simulate the actual physical process. In order to sitauhe interactions of a 10 MeV
proton within a plastic scintillator detector, for examgtewill be necessary to sample from a
PDF that yields the distance such a proton travels in thigoogerr material before suffering its
rst collision with a molecule of the detector.

Figure 2.1:The Monte-Carlo trolley oFER-
MIAC was invented by E. Fermi and was used
to determine, among other things, the change
in neutron population over time in numer-
ous nuclear systems. The drums on the trol-
ley were set according to the material being
traversed, and random digits were used to
choose between fast and slow neutrons, direc-
tion of motion and distance to the next col-
lisions. The trolley was then moved across
a two-dimensional drawing of the reactor as-
sembly being studied. The trolley drew a
track as it rolled, stopping for changes in
settings whenever a material boundary was
crossed (Metropolis, 1985).

Monte-Carlo methods are especially useful in studying systeith a large number of cou-
pled degrees of freedom and require, due to the involvedumable numerical calculations,
the use of a computer. They also need large amounts of randorbers, which led to the de-
velopment of effective pseudo-random number generatardayl Monte-Carlo methods have
become very important in computational physics, astrojgByghysical chemistry, medicine
and related applied elds (e.g. traf c ow, nance, and oil @ exploration; Kok et al., 2006)
and have diverse applications from complicated quanturorobdynamics calculations, de-
signing heat and radiation shields to aerodynamic formmy@mputer graphics.

2.2 Introduction toGEANT4

The G=EANT4 toolkit covers all aspects of a Monte-Carlo simulation psx starting with
the geometry of the system, the materials involved, the domehtal particles of interest, the
tracking of particles and secondaries through materialseaternal electromagnetic elds, the
physics governing particle interactions, the responshefietector components, up to the gen-
eration of event data and the visualization of particleettgries. The physics models that
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handle the interactions of particles incorporate aboutall is known thereof today and more-
over continue to be re ned and expanded. Different impletagons of physics are possible -
and some are already included iE&\T4 - facilitating alternative or altogether new modeling
approaches. The toolkit is developed by a large internatioallaboration that is considered
(in terms of size and scope of the code as well as the numbembrfilsutors) to represent one
of the largest open software development projects (Agekitiet al., 2003).

2.2.1 Historic Evolution ofGEANT4

The rstversion of a 'detector description and simulatinglt with the name GANT was writ-
ten in the FORTRAN programming language in 1974 at CERBl a framework for tracking
particles through simple geometries (Agostinelli et ad02). The rst step towards the com-
plexity and scale of the current versions was taken when hdlependent studies, that were
working on improving the original code (done at CERN and Kfiere merged in 1993. The
growing collaboration on the resulting project (named RDdd¢ided to adapt such (at that
time) modern computing techniques as object-orientedraroming and the C++ language for
the development of the code. In 1998, the rst productioeask was delivered and since then
the number and variety of its applications has been inangadeadily. The GANT4 Collabora-
tion, which was established in January 1999, continueseiieldpment nowadays and provides
documentation and support for the toolkit.

2.2.2 Scienti c Community

With the widespread adoption offaNT4 by scientists from different elds of physics, medicine
and engineering to simulate their experiments, the fortmattire of the GANT4 Collabora-
tion consists today of a steering board and an oversighthmmanposed of scientists from many
different laboratories and institutions. The daily tedahiwork, however, is performed in work-
ing groups which are organized thematically according @@8ANT4 structure. These groups
also provide the user support, maintain a Web-based usemfarith sub-forums for the dif-
ferent elds of application and also a list of frequently adkquestions on the EANT4 website.

GEANT4 has a growing community of application developers. Amdrey agship experi-
ments that are well known for the adoption of &\ T4 code are, of course, the ATLAS detector
and other detector simulations at the LH@xperiments and projects at the Fermflabceler-
ators, the OpenGATE collaboratidand the GLAST telescope.

1Centre Europen pour la Recherche Néelire, Geneva, Switzerland

2National Laboratory for High Energy Physics, Tsukuba, diapa

3The Large Hadron Collider is a particle accelerator andaeillocated at CERN.

4The Fermi National Accelerator Laboratory near ChicagoAUS

SGEANT4 Application for Emission Tomography, an application ie teld of nuclear medicine
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2.2.3 Pseudo-Random Number Generatio®EaNT4

A vast amount of pseudo-random numbers are required agastages all through agaNT4
Monte-Carlo simulation. Depending on the application, theyused not only to sample from
the PDFs of the applicable physics processes at each stieglsbun many cases to simulate
further detector behaviour, electronics response and caosinonly to de ne the properties of
the primary particles. This is effectively handled by using General Particle Souraaodule,
introduced in Section 2.3 below.

Random number generation withire@NT4 simulations is done via thdEPRandonmod-
ule, which originally has been a part of the @14 kernel, but is today included in the CLHEP
package. It is the abstract interface to classes implengenifferent randonenginesand dis-
tributions. Anengineexecutes the basic algorithm for pseudo-random numberagoe The
application designer can choose from one of several clyrenplemented engines:

HepJamesRandom
This class implements the algorithm described in James0j198is the default random
engine for all purposes unless the user sets a different one.

RandEngine
A very simple engine using thend() and srand()functions from the C standard library
to implement a at distribution.

DRand48Engine
A random engine usingrand48()and srand48()system functions from the C standard
library for a at distribution.

RanluxEngine

The algorithm has been taken from the original FORTRAN77 enm@ntation by Fred
James (James, 1990), which provides ve different 'luxulgvels, showing a different
amount of correlation between consecutive numbers.

RanecuEngine
Originally also written in FORTRAN77 as part of the MATHLIB HfElibrary, it uses a
table of seeds that provide uncorrelated couples of seagval

Only one random engine can be active at a time, but the userddd change it or de ne and
set up a new one.

1The Class Library for High Energy Physics provides utilitgsses for numerical programming, vector arithmetic,
geometry, pseudo-random number generation and moretadrfpge high energy physics simulation and analysis
software.
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A set of random number distribution classes are de ne#iiEPRandonto allow sampling
numbers according to speci ed prede ned distribution altfons. Depending on the applica-
tion, the user is free to sample from the following highly @pmable distributions:

RandFlat
distribution class for at random number generation

RandExponential
class holds methods for shooting exponential distribué@dom values, given a mean

RandGauss
holds methods for shooting gaussian distributed randomegalgiven a mean and a devi-
ation

RandBreitWigner
distribution class for shooting numbers according to thetirestic Breit-Wigner distribu-
tion used to model resonances (unstable particles) in mghgg physics

RandPoisson
shoot numbers according to the Poisson distribution, giverean

All engines requireseed valuess input parameters that identify an entry point into a se-
qguence of random numbers and allow to repeat exactly the saqesnce of events in a simu-
lation for debugging purposes or to cross-check result® cthrent state of a random engine
depends only on this seed value and the number of timeshidetfunction was called during
previous events. This number of callings is totally differfor each event due to the stochastical
nature of the simulation. However, the phenomenon creatéual interdependency among
consecutive events. This effect has to be kept in mind whewlation code is parallelized
to run simultaneously on different CPUs in one computer or amymcomputers in a network
environment. In order not to lose this dependency (if de3ine such a case, one approach
Is to use a master random seed generator as an input to thmwandnber generator of each
sequential application (Cooperman et al., 2006).

Seen at this 'engine level', there is nothing random' abauvlonte-Carlo simulation. All
events are results of a long computation, that can be repaatey time on any computer by
using the same code and the same seed value.

2.3 Structure and Design ofSEANT4 Simulations

GEANT4 is provided as a 'toolkit', which implies that the user asbées his simulation pro-
gram of components taken from the toolkit and parts of his oode. Due to the size of
GEANT4, the user contribution will almost in every case be the narhller part, but GANT4
is certainly far from being a standalone application.
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As aresult of the object-oriented design approachakr4 has a very hierarchical and trans-
parent structure. Many of the top-level categories andseksre also simple interfaces to the
outside (e.g. for user input or the visualization of geomatrd tracks) and can be considered
and understood independently. WithBeant4 a simulationrun is the largest unit of the sim-
ulation and consists of a sequenceevknts(i.e. generation of a primary particle) that share
a common source, detector implementation and physics ggsesefee Fig. 2.2 An event
represents the main unit ofEANT4 Monte-Carlo simulations. Before processing, it contains
all information about the primary particle itself and thénpary vertex (positional and time in-
formation). Afterwards, it holds detectdwts generated by the simulation and the trajectories
of all involved particles. As explained later, this infortioa is only transitory and the user is
responsible for collecting and storing this information.

GEANT4 provides the user with the possibility and the obligatomterface the simulation
in a few essentialiser classesThree of them are obviously mandatory: thetectorConstruc-
tion, the PhysicsListand thePrimaryGeneratorActianTo construct a geometrical model of a
detector and to de ne its sensitive elements that recommétion aboubhits, the user is offered
special classes that assist in the construction of varieosngtric shapes and volumes as well
as some that create and assign materials with user speciggepies to them. In 6ANT4,
materials are made of elements, which in turn consist obsed. At each level of this hier-
archy, the user can create his own materials/elementgisstor select the appropriate ones
from the GEANT4 material database. Using ti&Elementclass, he can specify properties of
the atoms like atomic number, number of nucleons, atomisnsll energy, as well as such
quantities as cross section per atom. In using@ddaterialclass, the user is able to describe
the macroscopic parameters of matter like density, setgérature, pressure, radiation length,
mean free path, etc. Molecules are implemented by spegifyi@ number of each atom type or
by giving the fractional mass of each component.

GEANT4 de nes no default physics processes to be included inafidard simulations be-
cause it is considered impossible to provide a set of preseskich apply to the demands of
most situations and still allow for reasonable simulationtimes. Instead, the user is required
to specify in thePhysicsListall particles, processes (even the transportation prpeesstheir
respective parameters that seem relevant for the simnl@sgz Section 2.4 0 BEANT4 physics
below). The current @GANT4 distribution provides various examples to illustrats telection.

There are different ways to implement the generation of arynparticles in thePrimary-
GeneratorActiorclass, but the most effective one is via the GPS module (Bergi2000). The
General Particle Sourcmodule is part of the 6ANT4 toolkit and allows the user to select
the kind of incident sourcep¢imary) particles as well as to specify their spectral, spatial and
angular distribution. Multiple particle sources can alsospeci ed. These speci cations are
usually assembled in macro- les but can also be accessedlarjed via the command-line.
The particle source can be either a beam or an emitting sudagolume (circle, annulus, el-
lipse, rectangle, sphere, ellipsoid, cylinder or parafpgbed). Emission can be restricted using
a histogram to totally arbitrary angles. Finally, the uss to select one of the following further



2.4: The Physics BehinGEANT4 21

customizable functions/models for particle energy: momogetic, linear, powerlaw, exponen-
tial, Gaussian, bremsstrahlung, Black Body, Diffuse Gammadgalyarbitrary histogram.

[ﬁu R E G e J G4VUserDetectorConstructign G4VUserPrimaryGeneratorAction { UserPrimaryGeneratorAct ob
| Construct() GeneratePrimaries() ; i
UserRunAction
———
|
G4VUserPhysicsList G4UserRunAction
l UserPhysicsList l ggﬂggﬁggra&lglgs ) BeginOfRunAction() UserAnalysis
—— i
SetCuts() EndOfRunAction()
G4UserStackingAction G4UserEventAction
[ UserStackingAction ] ﬁ'as‘é‘{y’“ e(\svTracko BeginOfEventAction() [ UserEventAction ]
ewStage i |
Propar eRI eWEvent() EndOfEventAction()

P

G4UserTrackingAction

G4UserSteppingAction

UserTrackingAction L»

PostUserTrackingAction()
PreUserTrackingAction()

UserSteppingAction()

UserSteppingAction

Figure 2.2: Structural scheme and class diagram of an exemplary siiomlesth GEANT4, dis-
playing the user de ned class implementations (blue) aed trespective relations to tHeEANT4
Manager- (red) and Action-Classes (orange).

Further optional user classes involve user interactioh wie simulation process at various
levels see Fig. 2.@in order to store information about interactions genetratéh eachstep
eventor run that would otherwise be lost with the next respective instan

2.4 The Physics BehindlSEANT4

One of the design principles of EANT4 is that its implementation of physics should be trans-
parent and open to user validation. Its architecture isfoee modular, extendable and allows
the user to understand and customize it by picking exactlytimponents he needs for a partic-
ular simulation. GANT4 also allows multiple implementations of physics modelsddicipate

in every interaction or decay channel, and the applicatesigher is free to select models by
energy range, particle type or material of the interactamation. Data encapsulation and poly-
morphisnt - there are public methods with the same name and the sanregiarasets in all the
objects - allow transparent access to the cross sectiomsarpolating either from a tabulated
set or computing analytically from a formula.

lthe ability of objects belonging to different types to respdo method calls of the same name, each one according
to a type-speci ¢ behavior
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2.4.1 Implementation of Physics Processes

GEANT4 treats physics processes in a rather generic way: thengpok particles neither de-
pends on the particle type nor on the kind of physics proecesdied (including transportation).
In GEANT4, a patrticle is considered transported by a special trategpm process, rather than
being self-moving. There iso grid; the length of a transportation step (for a particleest r
this is a time step) is proposed by the physics processehanmgspective material associated
with the particle at that time. Each process haSetPhysicallnteractionLengtmethod that
calculates the step length from the current position of éiggarin space and time to its next.
This calculation involves the probability of interactioaded on the cross section information
of the process. At the end of each steppalt method is evoked, implementing the details
of the interaction like changing the particle's energy, neotum, direction of movement and
position as well as creating secondary particles if necgssacording to its nature, a physics
process in GANT4 applies changes to a particle eitherat)rest(e.g. decay), 2nlong step
(e.g. Cherenkov radiation), ost step(e.g. secondary particle production). In some special
cases combinations of these are allowed (e.g. ionisatinargg loss and delta ray) (Geant4
Collaboration, 2006).

The following major physics process categories are pravileGEANT4:

electromagnetic
hadronic

decay
photolepton-hadron
optical
transportation

For the application of simulating the background of a sgamae instrument, electromag-
netic and hadronic processes are the most signi cant of Hewea Having been developed
in the eld of high-energy collider physics, EANT4 distinguishes 'standard’ electromagnetic
processes from so-called 'low-energy' processes. At logvaargies the atomic shell structure
is more important for physics processes than it is at highergees (Apostolakis et al., 1999).
Therefore, the low energy processes make direct use of ksbeth cross section data, while
the standard processes, that are optimized for high endrgsigs, rely on parameterizations
of these data. The (in space science) therefore necessagnlergy data les and associated
processessee Fig. 2.Bhave to be explicitely included into simulations in ordereixtend the
accuracy of the photoelectric effect, Compton scatterirgnma conversion, ionization and
bremsstrahlung down to 250 eV and to include valid physttat(¢an be used up to about 100
GeV) for such phenomena as Rayleigh scattering and X-rayuptimh through uorescence.
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Figure 2.3:Class diagram of the low energy electromagnetic processes.

The total interaction cross section is derived from thobealy les by interpolating the
cross sections given only for discrete incident energiesraing to Equation 2.1, taken from
(Apostolakis et al., 1999).

log( 1)log(E>=E) + log( 2)log(E=E;)
log(E2=E;)

log( (E)) = (2.1)

with E1 andE> being the closest lower and higher energy for which therelata available.
The mean free path for interacting of a particle of endfgyia a given process is given by:
1

“PE 22)

The sum is taken over all elements of the material compasitidneren; is the atomic density
of thei-th element.

While generating the nal state products after excitationeby. the photoelectric effect or
ionization, an atom of the material in which the interacti@s occured is randomly selected
and atomic relaxation is simulated.

2.4.1.1 Example: Atomic Relaxation

To give an example of how a low-energy physics process islabed, this section will take a
closer look at how atomic relaxation is handled iBA&T4 and how uorescence photons are
generated (as described in the T4 Physical Reference Manual). The latter play an impor-
tant role in the composition of the instrument backgroundxaéting X-ray detectors.

After being ionized by one of the above mentioned processesitom is assumed to have
ejected exactly one electron, leaving a vacancy in a givéstsll. The data describing the
relaxation of atoms are taken from the Livermore Evaluafitamic Data Library 6ee Perkins
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et al., 199}, which contains the radiative and non-radiative traosiprobabilities for the sub-
shells of the K, L, M, N shells as well as some of the O subsliefisll elements from Z=6
through 100. For the time being, for Z=1to 5 only a local egetgposit, corresponding to the
binding energy of the vacant shell is simulated (with thee@tion of subshells of the O, P, and
Q shells, where a photon is emitted at that energy in a randaotbn in 4 ).

In all other cases, the simulation procedure is the follgwiAn outer subshell is selected
randomly by sampling from the relative transition probgie. If the energy of the thus se-
lected transition is larger than the user de ned cut vakee(below, a photon is created at the
respective energy and randomly emitted in rhese steps are repeated for the newly vacant
shell, and so forth.

Non-radiative relaxation can occur via the Auger effedf thas almost the same structure as
the uorescence process, with the difference that two shatled to be randomly chosen: one
for the transition electron, that lls the vacancy and thbeestone is the shell generating the
Auger electron. The Atomic Data Library's probability datee normalized to one for the sum
of uorescence and Auger.

2.4.1.2 Production/ Range Cuts

Particles tracked by the E\NT4 kernel include photons, gluons, quarks, leptons, mesons,
baryons and ions. However, when secondary particles adpeal in an interaction and the
range of these secondaries is less than a user deaegle cutvalue, the process suppresses
them and adds their energy to the energy deposited locallggiwor at the end of the relevant
step. This last point is important to guarantee the consiervaf energy. A range is used rather
than a threshold in energy-space to provide a more cohevenept for different materials and
particles (Agostinelli et al., 2003). The range cut is intdly converted to an energy for the
respective materials. Some electromagnetic proceskes,-tay and bremsstrahlung produc-
tion, require such a threshold to suppress the generatilamge numbers of soft electrons and
gammas in order to avoid 'infrared divergence’, while in@tltases the user may need to cut
some particle types in certain volumes for optimizatiorsoges. Therefore, cuts can always
be speci ed for individual particle types and can be adnterisd globally or only for selected
volumes/regions. A study was performed in the context of Work on the trade-off accuracy
vs. computing time and the global cuts for all simulationsalded here were re ned from the
default values to what appeared a more precise and stillisastie settinggee Section 5.3)1

In some cases a process may have reasons to produce patsoleéglow that threshold, as in
the case of gamma conversion, where the positron is alwaykiped for further annihilation,
even at zero energy. Finally all particles are, once prodiutacked up to zero range; there are
no tracking cutsn GEANTA4.
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2.4.1.3 Simulation of Radioactive Decay

Long term radioactivity produced by nuclear interactiond activation of materials represents
a minor but tenacious contribution to the instrument baglgd in space, as resulting detector
events often occur outside the time-scales of the antiead@mce measures. This contribution
has been investigated in the case of Simbols¥g Chapter)5with the help of the Radioactive
Decay Module of GANT4 that is like the low-energy electromagnetic processespdiomal
extension of the toolkit. Further information ddeant4physics implementation can also be
found in the appendix.

2.4.2 Physics Validation

A systematic validation of simulated data against corredpw reference data - both calculated
and measured - is constantly pursued by tiEa&r4 Collaboration. This concerns on one side
the basic features of the toolkit's physics models: Querttiike cross sections, attenuation
coef cients and stopping powers for electromagnetic me@ee compared to the National In-
stitute of Standards and Technology (NIST) database, shahiauthorative reference in the
eld. For the domain of hadronic physics, simple geomettigst allow to test single inter-
actions with thin targets are used for the validation of viglial models. On the other side,
the collaboration and also the user group perpetually stitije toolkit's simulation results for
large and complex experiments from all the different domaihphysics research to thorough
analysis and comparison with experimental data from testiseor ongoing experiments, be-
fore simulating new setups. This procedure has also beesealfor this work. The analyses all
show GEANT4 results to be in good agreement with reference data (Amizddg 2006; Allison

et al., 2006). A list of published generalEGNT4 validation results can be obtained from the
GEANT4 publications websifeand more speci ¢ results can be found on the websites of the
respective GANT4 working groups, accessible from hére

2.5 Comprehensiveness and Possibilities®@EANT 4

Today, simulations have found their way into nearly all dorsaf science and engineering
and are especially useful in estimating the performancdiamts$ of projected devices. In the
eld of simulating physics processes, the&e@\T4 toolkit is outstanding in its comprehensive-
ness and application range, encompassing all domains \gheieles need to be tracked, from
astrophysics via particle physics to medical simulatiaks$a This wide range, its transparent
implementation of physics and the large user community nitakesage in any project within
these domains greatly appealing.

2.5.1 Recent Developments

Newly implemented physics models, corrections, user faekls well as requests for new fea-
tures lead to a constant release c#ABIT4 updates and patches. A major version release is

Ihttp://geant4.cern.ch/results/publications.shtnth:Hgeant4.cern.ch/results/results.shtml
2http://geant4.cern.ch/collaboration/workiggoups.shtml
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issued about once per year. Though this ensures a quickaeacbe for bug xing, it is not
always transparent if the implemented changes will affactiqular simulation results. Within
a group, that is working on the same project, it is therefofrewdt to coordinate versions and
patch levels of the many involved modules between coworikecsder to always attain com-
parable outcomes of simulations, resulting sometimesard#cision to 'freeze' an established
version.

One of the latest features in the current version 9.0 is teeimplementation of error propa-
gation for tracks. In addition, the introduction of the Gesing Description Markup Language
(GDML), an application-indepedent geometry descriptiomfat based on XML, nally pro-
vides a geometry data exchange format for the existing egipdins. Eventually this will lead to
interfaces between &\NT4 and existing CAD programs that are used to design the drawaihg
the experiment and in this way facilitate the exchange ohgsoy setups between the design-
and the simulation groups.

2.5.2 GEANT4 Applications in Space Science

The European Space Agency (ESA) encourages the useafi Gl Monte-Carlo code for stud-
ies in space related applicationse&\T4 is at present the standard Monte-Carlo code used by
ESA for radiation transport analyses (Santin et al., 20@®).in recent years the space envi-
ronment and astrophysics community has grown to becomesdaglal part of the GANT4
users community, dedicated events and workshops are novdmaily organized to gather the
scientists working in this eld and to support the exchangexpert knowledge. A websitds
available, presenting the space user community and prayskveral useful resources as well
as a list of experiments and publications. Examples meatidinere cover space electronics and
space science detector systems, simulations of astroadiation hazards, Cosmic ray magne-
tospheric propagation analyses, microdosimetry, laoggessimulations requiring event biasing
and GRID capabilities and general shielding optimizatiopliaations.

Ihttp://geant4.esa.int



CHAPTER 3

Simulation of the XMM-Newton EPIC pn-Camera Detector Background

In this chapter the simulation of the background of one oftilsrtuments on board of XMM-
Newton, the pn-camera, is described. This was originaligrided as only a rst stage along
the way to the Simbol-X simulation environmegtge Chapter)5As the background of the pn-
camera has been thoroughly investigated and published #wedaunch of the XMM-Newton
observatory, the results of the simulations presenteddearde directly compared to real mea-
surements. Thus, simulating an instrument backgroundwséthknown spectrum and compo-
sition is an ideal possibility to understand and verify theA®T4 physics processes relevant
for an in-orbit X-ray detector. After early successes irrogjpicing the local X-ray uorescence
of the electronics components behind the CCDs and with todayperience gained during
the Simbol-X simulations, the simulation environment toe pn-camera has been recently ex-
tended to encompass almost the complete XMM-Newton datelli

Focal Plane Platform

Outgassing Baffle

Mirror Support Platform

/

Camera Radiator

Telescope Tube

Reflection Gratings

Optical Monitor
Mirror Doors

Figure 3.1: The XMM-Newton Satellite. Left: artist's impression, cowsyeof ESA; right: labeled
exploded view of the XMM satellite, courtesy of Dornier Shtehsysteme GmbH

3.1 An Introduction to the XMM-Newton Observatory

The European Space Agency's X-ray Multi-Mirror satellitesvlaunched on December 10,
1999 in Kourou, French Guiana. Later, the name was chang&Eitd-Newton in reference
to Sir Isaac Newton's achievements in spectroscopy. Thalisathad - at the time of launch
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- a mass of 3800 kg, is 10 m long and 16 m wide with deployed solays. It is situated in
a highly elliptical orbit of 48 hours extending from 7.000 kan114.000 km distance to earth,
allowing long uninterrupted observations outside theresraidiation belts. The satellite holds
three X-ray telescopes, each of which contains 58 Wolteedlygpncentric mirrors. The com-
bined collection area is 4300 émt 1.5 keV, decreasing down to 1800%at 8 keV. The three
European Photon Imaging Cameras (EPIC) (two MOS cameras amhtbamera), located in
the focal plane of the mirrors, are nominally sensitive aer energy range of 0.1 keV to 15
keV (Jansen et al., 2001). Other instruments on board areewotion grating spectrometers
(RGS), which are designed to operate belo#&keV, and a 30 cm diameter optical/UV monitor
(OM) telescope mounted parallel to the X-ray telescopeshked the X-ray telescopes has a
eld of view (FOV) of 30 arcmin and a 6 arcsec (FWHM) spatial resolution.

XMM-Newton is especially designed to do time resolved imggspectroscopy and thus
to investigate in detail the spectra of faint cosmic X-rayrses. Due to its unprecedented
sensitivity it is able to detect sources down to a few times'®@rgs/cnd/s (Jansen et al.,
2001).

3.1.1 The MOS Cameras

Two of the X-ray telescopes are equipped with the X-ray ggatiof the RGS instrument, which
de ect part of the ux out of the EPIC beams. Therefore, on#f4 of the original ux reaches
the MOS cameras, located at the focal plane of these telescdpach MOS camera consists
of seven specially designed 2.52.5 cn? CCDs with 600 600 pixels, arranged in a three-
dimensional mosaic (as shown on the left in Fig. 3.2) to feltbe focal plane curvature and
to cover the focal plane diameter of 62 mm. They have a vendgp@ntum ef ciency in
the energy range 0.2 to 10 keV. The standard readout cyclé is, 2vhich is the length of the
integration time. Faster (windowed) observation modesatitching mode are also available
(Turner et al., 2001).

3.1.2 The EPIC pn-Camera

The pn-camera is situated at the focus of the third X-raystelpe. Itis a6 6 cn? array of
twelve individually operated pn-CCDs on a single monolithafer. The 3 1 cn? CCDs have
a format of 200 64 pixels and are arranged in four quadrasise(Fig. 3.4 A pixel size of
150 m 150 m was chosen, sampling 4.1 arcsec of the eld of view and teguln a 6
arc second FWHM (15 arc second HPD) angular resolution. Theitse material thickness
amounts to 300 m of silicon. X-rays hit the detector from the rear side, se thadout
structures and charge transfer channels do not reduce thenefy. In this way they are also
automatically protected from low energy proton damage eaulsy protons coming from the
eld of view. Six different observation modes are implemasht allowing to reach a very fast
time resolution spreading from 200 ms (Extended Full Franogl®) to 5.7 ms (Small Window
Mode) in the imaging modes, 0.03 ms and 0.007 ms in the TimiogléM resp. in the Burst
Mode. The energy resolution of both cameras, E/is 20-50 over the whole energy range
(Struder et al., 2001).
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Figure 3.2:The focal planes of the MOS- (left) and pn-camera (right) cari@f the XMM-Newton
observatory. MOS: image courtesy of Leicester Universitgjversity of Birmingham, CEA Ser-
vice d'Astrophysique Saclay and ESA; pn-camera: imagetesyrnof MPI-semiconductor laboratory,
MPE, Astronomisches Institutiibingen and ESA

3.2 The Geometric Model of XMM-Newton Used in the Simulations

In the course of this thesis, a geometric model of the EPI€gmera was developed with the
intention to simulate the internal camera background in atélCarlo simulation that makes
use of the GANT4 toolkit. Beginning with the CCDs themselves and the backpR@8!,
which holds the electronic components necessary to opanateead out the CCDs, the model
was later extended to include the whole camera with the prsiweld and the collimator. At
a later stage, additional minor support structures and eominodule were added, which had
been already implemented in the case of XMM in theA®T4 'X-ray telescope' example
illustrating the propagation of low energy (500 keV) protons through the X-ray mirrors via
multiple scattering processes (Nartallo et al., 2001).

3.2.1 The XMM-Newton Spacecraft

A detailed mass model of one of the XMM telescope mirror meduias been implemented in
GEANT4 in the above mentioned example application, in which omhpe collecting volumes
at the location of the focal plane represent the EPIC and R@&®es. The X-ray baf e has
been modelled as two 1 mm thick plates (59 mm apart) with amadtmposition of Ni and
Fe with an element ratio of 1:2. The telescope mirrors hawn leodelled as 58 shells, each
of which is made of four contiguous conic sections: two repreing the parabolic shaped part
of the mirror and two representing the hyperbolic part. Therall length of the mirrors is 600
mm, centered at a position 7.5 m from the focal plane. Theasarbf the mirrors is a 50 nm
gold layer deposited on a nickel shell ol mm thickness. The core of the telescope is lled by
cylindrical nickel tubes. In this simulation geometry, thetual telescope tube is omitted, as it
consists of a carbon bre tube and was not considered retévathe generation of background.

1Printed Circuit Board
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3.2.2 Implementation of the EPIC pn-Camera

As only the background of the EPIC pn-camera was analyzddsrstudy, no other instruments
in the focal plane region were included in the simulatiorsspnted in this work. Figure 3.3
illustrates the details of the geometric model of the cam¥reay photons focused by the mir-
rors will enter from below through the collimator and willaeh the CCDs that are mounted to
the lower side of the PCB, if the Iter wheel is turned open. Athsilations for the background
- and also the measurements - reported in this work were ipeeft with the Iter wheel in its
'Closed' position, which is realized by a 1 mm thick aluminufate. A thick aluminum proton
shield protects the CCDs from damage that could be caused bghg&ygy protons. Behind the
PCB, a cold nger made of copper connects the CCDs thermally teeitii@tor structure on top.

Radiator

Filter Wheel
"closed"

Camera Case

Collimator

Figure 3.3:The EPIC pn-camera head - geometric model used in the sionsgieft) and photog-
raphy of a spare model (right, courtesy of MPE, Garching).

3.2.3 The CCDs and the Backplane PCB

The CCDs are arranged as shown in Fig. 3.4. In the simulatiangéesCCD is represented by
a 300 m bulk layer of sensitive silicon, with a 30 nm insensitivedaof SiG on top. Directly

behind the CCDs is the backplane PGBg, 3.5, consisting of a 0.8 mm molybdenum core
enclosed between layers of 0.2 mm copper on each side. The QA& TIMEX chips for the

control and readout of the CCD data as well as other smaller Sédmponents are mounted
on the opposite side of the PCB. However, a thin (2/8) Ni coating covered by the same
thickness of gold is deposited at the respective positiorthe CCD side to protect the devices
against radiation (Pfeffermann et al., 1999). The layouhefPCB is implemented accurately,

1Surface Mounted Device
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following the original drawings obtained from E. Pfeffernma MPE-. A total of 432 of the
board's electronics components are included in the sinauat

Quadrant O Quadrant 1
194 um 194 um 214 um 194 um 194 um

s s M

CCD 2 CCD1 CCDhoO CCD O CCD1 CCD

o x 198 il Figure 3.4: Layout of the CCDs in the focal
o plane of the pn-camera. The focal point is in
CCD 0 in Quadrant 1 in order not to have the
center of the eld of view coincide with a gap
501200 um between the CCDs. 97 % of the eld of view are

- covered by the CCDs. About 6 énof the sen-
sitive area are outside the eld of view and are
used for background studies. Note, that the size
of the gaps between adjacent CCDs is enlarged
in this gure.
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3.3 The Measured Detector Background

The performance of the EPIC pn-camera is monitored regutarbugh observations of se-
lected well-known astrophysical objects (among these apersiova remnants, neutron stars
and AGN) and also during exposure times with the calibratvbeel turned to the 'CalClosed'
or 'Closed' position. In the 'CalClosed’ position, the spettrasponse of the instrument can
be checked with the help of lines from &?Fe calibration source that illuminates the CCDs.
'‘Closed' lter exposures are used to analyze the internal earbackground as X-rays from
sources or the Cosmic X-ray Background (CXB) as well as low engaglycles passing through
the telescope are stopped by the 1 mm thick aluminum 'Closkelt (Freyberg et al., 2004).

3.3.1 Composition of the Background

The measured instrument background can be roughly chamstteas consisting of two dif-

ferent components. The rst one - detector and readout noiseot further analyzed in this

work as it is beyond the focus of the Monte-Carlo simulatiombe second prominent com-
ponent is caused by the interactions of high energy pastiatel radiation with the structures
surrounding the detector and the detector itself. While tisecontribution is reproducable also
in a lab measurement on earth, the second, which is desdnlieid chapter, strongly depends
on the orbital environment present at the location of thels@ Among the components of

IMax-Planck-Institute for Extraterrestrial Physics
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Figure 3.5: GANT4 geometrical model (left) of the EPIC-pn focal plane printgdtuit board
(PCB) and a closeup photo of the area covered (on the baghsydilie CCDs on a spare PCB
(right). Among the components selected for the simulatientae CAMEX and TIMEX devices
for each CCD as well as some smaller SMD components (resistacitors).

this particle induced contribution to the background arealted soft proton aresthat show a
strong and unpredictable variability and which are atteluo protons with energies below
300 keV that are channeled onto the CCDs by the telescope miffbiese have already been
analyzed (Nartallo et al., 2001) and are not further studigdin this thesis. A more detailed
introduction to all of the relevant in-orbit background qmonents is given in Chapter 5.

3.3.2 Data Selection and Reduction

For this comparison between measured and simulated baokdjra comprehensive dataset of
‘Closed' Iter observations, taken in the Full Frame (FF) adended Full Frame (eFF) modes
in the years since the launch of XMM-Newton, have been kimtlyvided by M. Freyberg,
MPE. These observations have been carried out at diffenéetvals and with different total
exposure times between May™2 2001 and Januan?, 2007 Gee Fig. 3.5 The total obser-
vation time amounts to 301.55 ks in the FF mode and 304.03tkeiaFF mode. The eFF mode
is similar to the FF mode in so far that the whole CCD area is readtibough after a longer
integration time. Thus, the two kinds of observations asduated together for this background
study. From the event-lists in the compiled les, only sim@nd double event-patterns have
been selected in this analysis (FLAG=0, event patterns @sglevents that hit more than two
pixel thereby collect more noise during readout and as dtrlesaaden the spectral lines.

The raw data contains all kinds of 'Closed' observations geenked in the above mentioned
time-frame, including not only the calibration and backgrd measurements, but also those
cases, where the Iter wheel was closed due to other cauggsaéigh particle background,
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as becomes clear from Figure 3.6. By selecting only the retégaod time' intervals, which
show an average background below 10 counts per second,akieeme measurements can be
excluded. After the application of this criterion, the renmiag observations amount to 279.21
ks in the FF mode and 228.53 ks in the eFF mode, resulting imahdd 507.74 analyzed
kiloseconds.
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Figure 3.6:Time coverage of EPIC-pn FF and eFFigure 3.7:Measured EPIC-pn background spec-

observations with 'Closed’ Iter. The horizontaltrum in FF and eFF operation modes using the

dashed line shows the threshold used for selectiigosed’ Iter wheel position, single- and double-

the good time intervals. pixel events combined. The spectrum contains the
events from all selected exposures.

A combined spectrum of the total observed time is shown irréinge between 0.2 and 18
keV in Figure 3.7. The data are binned in 10 eV bins. Seve@hprent features can be ob-
served in the spectrum like the uorescence lines Al;WNi-K , Cu-K , etc. As the spectrum
also contains the recombined energies from double splititeyéhe Mo-K line at 17.4 keV
can also be detected, which is suppressed in single evehts.isTdue to the on-board MiP
rejection threshold at 15 keV that removes events with higher energy values. Toerethe
spectrum above the threshold consists only of doubles viatdutevenly split energies. All
the visible background lines are due to X-ray uorescena@apced by materials present in the
spacecraft, most of them being constitutive elements optheamera, close to the CCDs. The
wide shape of the noise peak (below 400 eV) is due to the fattvihen double events are
included in the spectrum, their noise contributes twicégspectral width.

When the dataset is separated into two parts at approximielyansition from the active
half of the solar cycle into the solar minimusege Figures 3.6 and 3, $he measurements of the
second part show on average a slightly higher backgroued fidte current solar cycle (#23)
had two maxima in 2000 and 2002 and will reach its minimum i6&Although the total data
are not equally distributed on the two timeframes (75.88kskd 105.01 ks eFF observations
in the second half), comparable spectra can still be pratiUeigure 3.8 shows these spectra for

IMinimum lonizing Particles - see Chapter 7
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the rst and second part (solid and dotted line) as well agdifference between the two. It can
be noted from the shape of these residuals and the ratio eetilve two spectra that the overall
higher average background rate translates into a linetirodtihe whole spectrum with a factor
of about 1.5, that corresponds to the increase of the totattc@te. This uniform effect on
the complete energy range suggests that (as suspectedjeat basmic ray proton ux, due to
the decreasing solar activity, is responsible for the olexbmcrease of the background. Other
explanations, e.g. long-term activation of materials enthmera or instrumental effects, are not
favored by this observatiorsé€e also the discussion in Section)3Furthermore, this effect has
been reproduced in the simulatior$ection 3.5.2by applying two different incoming cosmic-
ray proton spectra for the two time intervaieé Fig. 3.1
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Figure 3.8:Measured EPIC-pn background during different times of therstycle. The residuals
plot window shows the difference between the two spectm,ldivest plot window shows their
ratio.

3.4 Details of the Simulations

Results from early simulations, based on an assumed atiselstribution of photons inside
the camera, only included electromagnetic interactioesn£é&r et al., 2006). A much more de-
tailed physics list, including also hadronic interactidqgee Appendix A which was derived
from the new Simbol-X simulation environment, was used far tesults presented here. Fur-
thermore, a realistic space environment was considerdteawigin of all interactions. As will
be shown in the following sections, an agreement betweeunlations and the observed data
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was obtained with this environment, con rming in turn thgliquality of the predictions for
Simbol-X and eRosita presented in later chapters.

3.4.1 The Simulation Environment

The environment outlined here is derived directly from thml®I-X simulation environment.
To avoid redundancy, more details of it are explained andvatted in Chapter 5.2. In this
approach, protons, following an energy spectrum as shovagure 3.10, are generated on a
sphere with a radius of in this case 50 m and are emitted intoadl gonical solid angle. The
angle is calculated such, that a sphere containing mirrmscamera is exposed to an isotropic
ux of particles. As explained in Chapter 5.2.4, this is nexagy to obtain a normalization for
the spectra or, put simpler, a conversion factor betweegénerated number of particles and
the simulated timespan.

However, this approach leads to overall long simulatiortimm@s with only a few counts on
a thoroughly shielded detector. In order to obtain a higklsoived background spectrum as
desired in this case, a different solution was devised: Imsh step, the simulation was per-
formed as described above, but with an additional virtuécter volume in the shape of an
ellipsoid, lling almost the complete interior of the canaesind encompassing also the PCB and
the CCDs. This virtual detector is 'ideal' in such a way thategisters all details like particle
type, energy and direction for every single particle, asrt enters that volume. Thus, a lot
of information about the internal radiation environmentloé camera, given rise through the
primary cosmic-ray protons, is obtained - much more thaoutin the few valid counts on the
CCDs.

This internal environment serves now as the input to thersbsimulation step, where it
is arti cially reproduced and is taken as the origin of fuethinteractions. Some changes are
applied, though: Only neutrons, protons, electrons, pwsit and photons are generated in
this second step, other particles are neglected. Energyiasaction distributions are drawn
from smoothly interpolated histograms that were createtienrst step in order to match the
original environment. In this way it is possible to enlarge samples of generated particles
by thousands. This technique allows, nally, to reach a signtly high number of counts to
generate a spectrum that can be compared to measurements.

3.4.2 Incoming Particle Spectrum and Flux

In this study, only cosmic-ray protons were considered asput for the simulations, as they
have been clearly identi ed to be responsible for the larff@stion of the internal background
on altitudes above 60.000 km, a region outside of the rawhdielts where all scienti c mea-
surements take place. Figure 3.10 shows the respectivespeand uxes for different times
of the solar cycle. These data have been calculated usir@REME86 model of the OMERE
software that has also been used to predict the space emgrdarnwhich Simbol-X will en-
counter in its scheduled orbit.
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Figure 3.9:Solar ux progression (in Figure 3.10:Cosmic-ray proton spectra and uxes used to sim-

the 10.7 cm radio band) during theilate the EPIC-pn background during different times of the

current solar cycle (NOAA/SWPC,solar cycle. The spectra are averaged over the XMM orbit

Boulder, Colorado). and have been calculated with the CREME86 model of the
OMERE software for the current solar cycle.

3.4.3 Data Generation and Storage

From each interaction of a particle or photon taking placena of the twelve CCD volumes,
the time and the deposited energy are registered. Furthmerri@ coordinates of the interac-
tions are recorded to identify the respective pixel in whioh interaction took place. Since the
generation and dispersion of a charge cloud is not includetiése simulations, only single-
pixel events are generated by the simulation. The depositedgy of a detected photon is
therefore registered exactly in a simulation, i.e. the Bpet shows no broadening of lines,
as is observed with real detectors due to the limited enexgglution. To account for this ef-
fect, the nal energy for each event is determined by draviiogh a random number generator
which produces a Gaussian distribution, centered arouwndriginal energy and having a width
according to the detector's approximate resolution atéhatrgy. The approximation is derived
from a simple linear interpolation between B = 20 at 0.2 keV and E/E = 50 at 18 keV.
Actual spectral resolution measurements from the caltmaif the pn-camera can be found in
Briel et al. (1998).

The four parameters (time, energy, x- and y-pixel coordisgare stored in an FITt®vent-
list utilizing a format matching those that the pn-camesalftgenerates. In this way, the stan-
dard XMMSAS or commonly used IDE routines can be applied to evaluate both the measure-
ments and the simulations. For tasks like the generatiopaxtsa, images and rate curves this

Flexible Image Transport System - a common le format forasomical data

2XMM-Newton Science Analysis Software - an extensive suftsaftware tools developed to process the data
collected by the XMM-Newton Observatory

3The Interactive Data Language is a programming languagéstbapular among scientists for analyzing large data
arrays.



3.5: Results of the Simulations and Comparison to Measurdd Da 37

IS very convenient, as no new software has to be designedlar tw evaluate the simulations
and the comparison to the measurements is facilitated.

3.5 Results of the Simulations and Comparison to Measured Data

Three central topics have been selected for the pn-canmatdations. After the geometry was
composed, the rst step was to check theantum ef ciency of the simulated detector for
X-ray photons in a range of 0.1 to 18 keV against a real measeme With the functioning
detector, the main background simulations could then bi®peed, each resulting in an event
list from whichspectracould be extracted. Finally, by selecting only thin eneriges around
certain uorescence lines from the event lists, imagesa@el created, that display tspatial
distribution of those events.

3.5.1 Quantum Ef ciency of the pn-CCDs

For the simulation of the quantum ef ciency (QE) 1photons with a linear energy distribution
between 0.1 keV and 18 keV were created. These were shotten@aabther at the backside of
a single CCD, in a beam perpendicular to the surface of the CCDstated earlier in the de-
scription of the simulation geometry, the model of the CCDglusé¢he simulations consists of
300 m of sensitive silicon with 30 nm Sigat the entrance window of the photons. Whenever
one of the incoming photons underwent an interaction indidesilicon via the photoelectric
effect and thereby deposited all of its energy, &vent(creation of one primary particle, see
Chapter 2.3) was marked. The simulated quantum ef ciencysaha blue in Fig. 3.11 is then
the ratio of marked vs. unmarked primary photons createld aviertain energy.

The detection ef ciency at high energies is determined leytthickness of sensitive silicon,
while the composition and thickness of the radiation ereamindow and optional Iters cause
the low energy response. Figure 3.11 also shows the resultte(and diamond shaped data-
points) of the absolute quantum ef ciency calibration aBP(BESSY synchrotron in Berlin)
and LURE (synchrotron in Orsay, Paris). These data were titkesomparison from Sirder
et al. (2001). The measurement was made under conditionsarairle to space operation. The
solid line is a t to the measured data with a depletion thieks of 298 m (Hartmann et al.,
1999).

As the absorption length of X-rays in silicon at 150 eV is onl$0 nm, the thin oxide layer
already absorbs nearly one half of the incident photonsvaelwergies. The drop of about 5%
of QE at 528 eV is due to the oxygen absorption edge that pes\additional absorption in the
oxide layer. The other prominent feature in the measured idahe typical X-ray absorption
ne structure (XAFS) behaviour around the silicon K edge &3B keV, enlarged in the inset.
The simulation of this behaviour was not attempted as itbiegond the scope of the current
simulation environment. Otherwise, the simulated dataesmonds within statistics exactly to
calculations of quantum ef ciencies that were performethwine different material parameters
(see e.g. in Chapter 5.3.2
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Figure 3.11:Simulated (blue) vs. measured quantum ef ciency of the amera. The inset shows
the enlarged region around the silicon K edge.

3.5.2 Simulated vs. Measured Background Spectra

Each interaction with one of the CCDs in the second part of tldraund simulationssee
Section 3.4.1 aboyeadds one row of data to an event list containing time, x- acdgrdinates
and deposited energy. The spatial dispersion of the chdoge produced inside of the CCD
material was not simulated, therefore, no split events evdyced. The spectra, which are cre-
ated from these event lists by arranging the energy colunanhistogram with 10 eV binsize,
thus have to be put up against spectra with recombined @sevgien they are compared to
measured data. Properties of the CCDs that relate to the repamess (e.g. charge transfer
ef ciency) or the readout electronics are not considerethensimulation. Only the energy res-
olution of the detector is taken into account as describedab

The results of two simulations with different proton inppestra éee Fig. 3.1pare pre-
sented in Figure 3.12. The upper two plot windows displaysthrilated spectrum for the solar
maximum proton ux compared to the measured spectrum forrigart of the observations.
The lower plots show the spectra for the solar minimum ux dnel second part of observa-
tions. In the residuals plots, the differences between oredsand simulated spectra are given.
The lowest plot window shows the respective ratio betweenstmulated and the measured
spectrum. For the rst part of the observation, this ratial®ut 1.5, in the second part itis 1.3.
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The simulated spectra match the general shape of the bacidjoontinuum quite well. Also,
the background level is reproduced accurately, althouglliffierence between solar maximum
and solar minimum is slightly larger than in the measure@.da& possible explanation for
this effect is given in the following discussion. As only ffsomaterials have been included
into the geometry that were deemed responsible for the nmmostipent uorescence lines, the
simulation does not generate all of the lines observed inteasurements (e.g. the lines of
Ti, Cr and Fe are missing). This lack of material in the geoynetuld also contribute to
the explanation of the fact that the simulated uorescerwes| are slightly diverging in their
absolute and relative intensity from the measured datadiffezing intensity of the lines could
also be attributed to currently discussed details in theisitad physics and will be subject of a
follow-up study.
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Figure 3.12: Comparison between simulated and measured EPIC-pn bagidgpectra during
two different times of the solar cycle (top: solar maximumasiation and rst part of observations,
bottom: solar minimum simulation and second part of obg@ma). The residuals plot windows
show the respective differences between measurementrantason.
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As no noise is simulated, there is consequently no peak b&beV in the simulated data.
In summary, the spectral shape and the ux level are repredwdth an accuracy high enough
to allow detailed predictions about the background of feitirray observatories.

3.5.3 Simulated vs. Measured Fluorescence Images

When the spatial event distribution on the CCDs is studied iromaenergy bands of a few hun-
dred eV width, inhomogeneities can be noticed around sontieeofuorescence lines. While
the Al-K lineat 1.5keV appears to have an isotropic distribution, the latdsgher energies
show strong correspondence with the electronics board taduoelow the CCD wafer. Careful
selection and subtraction of the background is therefaeired in source observations if one is
interested in spectral features close to these inhomogenaorescence lines (Freyberg et al.,
2004; Pfeffermann et al., 2004b).

As the printed-circuit board that carries the electronimssists of two copper layers with a
molybdenum core embedded in between, the uorescenceseéi@u-K on the CCDs are
detected with a distribution following the shape of the lobakt the edges of the four individual
guadrant plates the characteristic Mo-Kne emission can escape. Nickel is used to shield the
electronic devices, so emission is correlated with the CAMIBH the TIMEX chips situated at
the top and bottom of the images and also with other eleacrommponents. At Ni-K emis-
sion enhancements, de cits in the Cu-Kemission due to absorption can be noticed.

The measured images on the right side of Figure 3.13 are fatenFreyberg et al. (2004)
and have a different normalization and colorscale thanithaelated ones on the left. The latter
have been composed of the events generated by the solaruningmmulations. The spaces in
between the CCDs are arti cially added to the simulated imagesn the position of an event
from the CCD coordinates is reconstructed. There seems torhalbsoblem with the scale of
the PCB compared to the CCDs, as can be noticed from the diffpositions and sizes of the
holes in the PCB. However, this does not affect the conclusiahthe images of uorescence
line emission distribution generated with the simulatiowionment are in good agreement
with the measured images.

3.6 Discussion of the Results

Using an adaptation of the Simbol-X simulation environmentXMM-Newton, it was possi-
ble to reproduce the measured quantum ef ciency and backgtgpectrum of the pn-camera
with a high degree of accuracy. Also the effect of the spattabmogeneity of the uorescence
emission, due to the distribution of the electronic compsieould be nicely simulated.

Once the measurements with the anomalously high backgraxenexcluded from the anal-
ysis (Fig. 3.8, it becomes evident that the averaged background ratel obaérvations in
the second half of the analyzed data is higher than that cfetlothe rst half. This rise in
background is most likely due to the increasing particle abthe location of the spacecratft,
following the progression of the solar cycle. The more a&csolar wind and stronger magnetic
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Figure 3.13:Comparison between images composed of simulated (leftreaasured (right) events
around three of the uorescence lines (top: Cu-K 8 - 8.2 keV, middle: Ni-K 7.3 - 7.6 keV and
bottom: Mo-K 17.1 - 17.7 keV). Simulated and measured (from Freyberg,e2@04) images do
not have the same absolute normalization (different nurabevents and colorscale).
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elds at solar maximum usually reduce the number of cosmys 1gtriking the observatory in
its orbit. As the two measured spectra are both averagedaaumeframe on the declining half
of the solar cycle, the simulations, which refer to the sot@ximum and minimum, under-
resp. overestimate the ux in the simulated spectra. THscefcan be noticed in the fact that
the difference between simulation and measurement in gengepart is much smaller than in
the rst, although the simulations tend to produce a lowerkgmound in both cases.

The rising ux could also be attributed to the activation cdit@rials and following radioactive
decay. However, the consequences should then be obsemvaiéeshape of the spectrum and,
furthermore, activation would have led to a continuous aséhe background from the very
beginning of observations, reaching nally a stable eduilim. The nal con rmation can be
expected in a few years when observations on the rising brahthe solar activity cycle are
available.

The results on the simulated uorescence images are of keyast for the design of future
focal planes. The observation of these images in the pni@aaleady directed the construc-
tors' awareness to this problem. Simulations of a new gegnaketsign now can help to identify
the sources of uorescence in advance and to compare ditfedutions for shielding or the
emission from different materials. As also the overall lgaokind level and shape is nicely
reproduced by the simulations, they can be an excellentdommpare various shielding con-
cepts from the cosmic-ray protons and camera geometrieacto@her in their impact on the
detector background.

The results presented above display only a fraction of thesipdities offered by Monte-
Carlo simulation of physics processes for in-orbit backgrbstudies. Further simulations on a
range of different topics are also described in the follgnghapters. One of the main problems
of the simulations are the long computation times (rangmgifa few hours to four weeks) it
takes to test even the smallest change in a geometry. Alsatenchanges in the simulation
physics or the evaluation code produce large differencdseinutcome and the current environ-
ment reached its present quality much faster through fr@geemparison of the results to the
measured background and also to results of other membéirs &imbol-X simulation group.

The results also nicely demonstrate the possibilities hedapproximate level of accuracy
that can be achieved in simulating an instrument backgreuitidthis simulation environment.
In the following chapters it will be used to predict and opethe background levels and also
the performance of future X-ray observatories.



CHAPTER4

The Simbol-X Mission

Up to today, Wolter-type mirror optics have only been usedottus X-ray photons with
energies below 15 keV. For energies above that threshold, the required fength, which
is proportional to the energy of the focused photons duedathzing re ection angle used in
this technique, would be too large to be incorporated withgingle stable spacecraft that is
launched by a rocket or brought into orbit with the spacetshuBy having the mirrors and the
detectors on two separate but jointly launched spacecraffarmation ying con guration, the
French-Italian-German Simbol-X mission (Ferrando et241Q8) uses for the rst time focusing
mirror shells with 20 m focal length and multilayer coating to focus X-rays up@dkeV. With
this novel approach, it will surpass the angular resoludiod sensitivity previously achieved in
this range with non-focusing instruments by two orders ofjnii@ide.

Figure 4.1:Artist's impression of the two Simbol-X spacecraft, cosgtedf CNES / Oliver Sattler
(March 2006).
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4.1 Mission Concept and Characteristics

The mission rst went through an assessment study perfotmge@NES and completed a very
successful phase A in December 2007. It currently standseabéginning of phase B, with
the launch foreseen in 2014. The two spacecraft will therabadhed into a four day highly
elliptical orbit (20,000 km to 180,000 km) with a startingciimation of 5 and an effective
observation time of 290 ks (83% of an orbit) above 73.000 kmapbit (see Fig. 4.2 In
the nominal mission lifetime of three years (with provision a possible two-year extension),
approximately 1000 pointed observations are projectel thiz main limiting factor being the
fuel consumption for the complex realignments of the tweliggs (the mirror spacecraft is
simply rotated, while the detector spacecraft also has teelmeated) to a new observation
pointing. The science objectives of the mission and theunséntation are presented in the
following sections below.
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Figure 4.2:Task distribution along the projected orbit of Simbol-X.

4.1.1 Scienti c Objectives

Due to the limiting maximum focal length of a single spacég¢péray and gamma-ray imag-
ing instruments working above 15 keV have until now only s&apkoded-mask imaging tech-
niques, which have intrinsically a much lower signal-taseoratio than focusing instruments
and also a much lower (1 arcmin) angular resolution. Unfortunately, this drop edalution
and sensitivity, with respect to focusing telescopes, bBapjn a spectral region above which the
identi cation of a non-thermal spectral component can barmhiguously distinguished from
thermal emission. This limits the interpretation of toda}-ray measurements and particularly
those related to the acceleration of particles (Ferrandb,£2005). With the Simbol-X mission
it will now be possible to bridge this gap of sensitivity byering an instrument that extends the
performance of current X-ray telescopes into the hard Xe@ayain up to 80 keV and which
will allow to fully cover the transition from non-thermal tbhermal emission down to 0.5 keV.

1Centre National d'Etudes Spatiales - French Space Agency
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Two wide elds that are of outstanding importance to higlergy astrophysics and cosmol-
ogy are at the core of the Simbol-X scienti ¢c program Ferraetial. (2005): black hole physics
and census and mechanisms for particle acceleration. Pt pnecisely, the following topics
will be addressed by Simbol-X observations:

dynamics of matter around compact objects

The X-ray emitting processes that occur close to astrorarolgects harbouring extreme
physical conditions (regarding magnetic elds, gravitydgressure) provide a unique op-
portunity to explore physics beyond the conditions possiblcreate in the environment
of a laboratory on earth. By disentangling the origins of tifeecent spectral compo-
nents (e.g. synchrotron emission in a jet, inverse Comptattesang from a hot corona or
emission from a very dynamic accretion disk), the geomettacoreting Black Hole sys-
tems can be identi ed. The observation schedule will encasspspectral measurements
of galactic Black Holes and of those in nearby galaxies intalles of accretion, as well
as studies of Ultra Luminuous X-ray Sources and detailedsorements of a very large
sample of Active Galactic Nuclei (AGN), even highly obsalimnes, which play a role in
the composition of the Cosmic X-ray Background. It will alsodmessible to measure the
spin of Black Holes via the shape of the relativistic Fe linastbut not least, Simbol-X
will measure the high energy emission of the supermassivekBlale at the center of our
galaxy (Sgr/&) and therefore contribute to our understanding of the &utigons taking
place in galactic cores.

highly absorbed AGN:

In the practically new eld of Compton Thick AGN, Simbol-X ixpected to extend the
range for detailed investigation up to cosmological dista(z 0.5 - 1.5), since very few
Compton Thick AGN (mostly in the local universe) have beemfiband studied so far and
many are believed to have remained yet undetected even dedpest XMM-Newton and
Chandra surveys (Della Ceca et al., 2007). Simbol-X will disedhe faint population of
hard X-ray sources just as the Einstein and UHURU sateliiig#n the soft energy band.
It is the rst observatory that is able to disclose the higlemgy part of the spectrum of
X-ray binaries and allows a thorough study of the emissionhrarisms for persistent and
transient sources through monitoring their variability f@ena, 2007).

the Cosmic X-ray Background (CXB):

Deep Simbol-X surveys will be able to resolve about half e @XB (see Fig. 4.8in the
10-40 keV energy range where, at present, less than a fewrmiestit is resolved in that
band. While deep surveys with ROSAT showed that luminous stwnied quasars at high
redshift (z 1.5 - 2) were responsible for most of the soft CXB around 1 ke®hfhann
et al., 2001), it was demonstrated with Chandra and XMM-Neawvatbservations, that the
bulk of the CXB at least up to 5 - 6 keV is originating in relativéow luminosity sources,
most of them obscured, at z1 (Brandt and Hasinger, 2005). While Simbol-X is expected
to uncover the so far elusive population of Compton Thick AGmed responsible for
the emission, it may well be possible that the content of thaysky above 10 keV dif-
fers from the predictions (Comastri et al., 2007). Until nawmost nothing is known of
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the CXB's origin above this energy and in particular aroundggsctral peak between 30
keV and 50 keV. With its extraordinary sensitivity in thissegy band, Simbol-X will have

the necessary instruments to detect the assumed Compt&rsthicces and resolve an-
other good fraction of the CXB, thus providing further undansting of this fundamental

phenomenon. The identi cation of the origin of the diffusedBac X-ray Background at

higher energies may therefore also place further conssramthe formation and evolution
of structures in the universe.
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Figure 4.3: The Cosmic X-ray Background spectrum: measurements ardicpgd contribution
from different AGN populations. The measurements are éxgthon the top left, the solid lines
refer to the modelled contributions of unobscured AGN (retscured Compton-thin AGN (blue)
and Compton-thick AGN (black). The total AGN plus galaxystlkr contribution is shown in the
magenta curve (Gilli et al., 2007).

acceleration of particles

In order to contribute to the knowledge of acceleration ra@edms and to provide clues
as to the origin of the highest energy cosmic rays, Simboli#Kolkserve known sites of

particle acceleration like supernova remnants (SNRs) atehdgrd X-ray jets of AGN as

observed in Centaurus A and Pictor A. Being able to measureytighsotron spectrum

into the hard X-rays will allow (together with radio and Te¥rgma-ray data from the
H.E.S.S. observatory) to con ne the maximum energy of aredéd electrons and will

give hints on the responsible limiting mechanisms.
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Nucleosynthesis in young SNRs

Observation of hard X-ray and gamma-ray lines, like the &&¥ line from the**Ti )
44Sc) “44Ca decay chain in young SNRs, is essential for our understgrafiexplo-
sive nucleosynthesis since these lines trace directly @esrof the synthesized elements
without further assumptions about the physical conditidrte long**Ti lifetime of 87.5
years allows to detect the lines from the above chain evem tife SN envelope became
transparent. With its high sensitivity, Simbol-X will alloto locate the emission regions
and to measure their velocity, which will provide valuabiéormation on the production
yields and the dynamics of the explosions.

Table 4.1 shows an overview of the top-level scienti ¢ requients resulting of each of the
above mentioned science topics.

Table 4.1: The Simbol-X top-level scienti ¢ requirements. Synopsfalte requirements for each
science topic taken from Ferrando (2005). An X denotes treabest value possible is desirable, a —
means that this parameter is not essential.

Topic Energy Band Spectral Angular Time Field | Sensitivity
(keV) Resolution Resolution| Resolution| of View (cgs)
SgrA’ 1.5 to>50 X < 30" — - X
GC diffuse| 1.5t0>50 X < 30" - X X
X-ray Bin. | 0.5t0 80 X < 30” <1ms - 10 14
AGN 1.5t0>60 E/ E=40-50 < 30" - - X
CXB 1.5to 50 - < 20" — X <10 14
SNRs 1.5t0 50 X < 30" - X X
A4Ti —t0 80 1keV @ 70 keV| < 30” - X X
Total 0.5to0 80 E/ E=40-50 < 20" <50 s | >120 | <10 %
4.1.2 Optics

The Simbol-X mirror module pro ts from a rich heritage of m&acturing knowledge from
the XMM-Newton nested Wolter-I mirrors. The thin nickel fbevill again be obtained from
super polished mandrels by an electroforming replicati@thmd. The key difference is that a
platinum/carbon multilayer coating will be applied to fliithe requirements on the large eld
of view and the high sensitivity as the re ection performamman be signi cantly improved this
way at higher energies with respect to standard coatingtilslggr mirrors are based on stacks
with alternating layers of high-Z and low-Z materials. Theshnique provides more effective
re ection at angles up to three times those of mono-layefasas and makes telescopes effec-
tive up to 80 keV (to the K absorption edge of the high-Z reiegtmaterial). A further gain in
re ectivity, restricted to the low energy range up to 4 kesinde achieved by using the low-Z
material as the rst external layer, with the role of redugithe photoelectric absorption effect
when the mirror acts in the total re ection regime (Paresthal., 2004, 2005). A total of 100
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shells will be formed with diameters from 26 to 65 cm. The desiow weight will be reached
via a reduced shell thickness with respect to XMM-Newtone ecessary stability is provided
by two spider wheels on each side. The optics module will ek sides covered with thermal
blankets. Additionally, a proton diverter, consisting efmanent magnets, will be installed.

2000 L Ml-r-r?-r Or_e\o- Table 4.2:Properties of the Simbol-X mir-

bl ' ror module
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Figure 4.4:Effective area of the Simbol-X mirror module
(G. Pareschi, INAF)

4.1.3 Low Energy Detector

The Low Energy Detector (LED) of Simbol-X is a matrix of 128128 pixels, which is logi-
cally divided into four equal quadrants that are integrated single monolithic silicon wafer
(Fig. 4.6, bottony. All four quadrants connect to their own front-end elentes (CAMEX -
Charge Ampli er and MultiplEXer) and are read out simultansly at a frame time of 128s
(see note beloyv

The LED, which is developed by the Semiconductor Laboratdrthe MP! (HLL), is a
silicon drift detector with DEPFET (DEpleted P-channell&i&ffect Transistor) readout. It
consists of alarge (8cm 8cm 450 m) completely depleted silicon bulk with a p-channel
MOSFET located on the surface of the front side at the ceriteach pixel to store, measure
and clear the electrons generated by incoming radiafian @.5. The latter are surrounded by
drift rings of increasing voltage that generate a potemaghin the pixel to drive the charges
from a larger area towards the readout structkig.(4.6, top). This way, a large sensitive pixel
area with a small readout capacitance can be provided (Zétzalg 2006).

Due to the exible concept of the drift rings, the pixel sizanc- in the design stage - be
matched to the science requirements of the project, from2Lcn? down to 50 50 m?,

IMax-Planck-Institute
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without affecting the energy resolution. For the Simbol-}sion these so-called Macro Pixels
have a size of 625m 625 m.

Figure 4.5: Model of a DEPFET pixel, showing the circular deep-n implahthe internal gate
as well as the surface structures of the MOSFET. On the rigle, $he structures for the clear
operation with the clear gate and clear contact are showveadbdeep p-well that prevents leakage
of the stored electrons (image: MPI Semiconductor Laboyator

Up to 1@ electrons can be collected and stored below the 'interrtal géthe readout MOS-
FET (see Fig. 4.5 where their signal can be measured in a non-destructiye(signal sam-
pling) as a step in voltage when turning on the external gsfter the measurement, the charge
is removed by applying a positive voltage to the clear cdntébe voltage at the source node
can then be measured again with an empty internal gate {ir@s@mpling) and the difference
corresponds to the number of electrons collected duringntiegration time.

The detector is back-side illuminated and features an ecgravindow coated with a thin
aluminum layer, which will suppress optical lighede Chapter 5 for detajlsVia the support
structure, the detector wafer has an interface to a heattpgtes connected to a radiator. To-
gether with active heaters, this allows to stabilize theperature of the wafer at -40 C,
which is necessary to reduce the thermal noise and to ultlpnathieve an energy resolution
of < 150 eV (FWHM) at 5.9 keV.

With an upgrade of the readout electronics, which is culyamtder study, the frame time
will be diminished to 128 s, either by a new generation of ASICs or by implementing twice
the number of readout chips and thus reading two rows at tine sae. More information on
the LED can be found in Lechner et al. (2008).
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Table 4.3: Parameters of the Simbol-X low energ: Desrer

detector (LED)

Parameter Value

Format 8x8cnt

Pixel format 128 x 128 pixels

Layout monolithic, 4 independent
quadrants of 64 x 64 pixels

Pixel size 625 x 625 m?

Detector material Silicon |

Material thickness 450 m

Energy resolution 150 eV at 6 keV

Electronic noise low ( 10el. ENC)

Readout time 256 (128) s per frame

Window mode 16 pixels

Op. temperature -40 C

Figure 4.6: The Simbol-X Low Energy Detector.§
Top: illustration of a single pixel with driftrings ana
DEPFET readout, bottom: prototype wafer contai
ing 128 128 pixels. (images: MPI Semiconducta
Laboratory)

4.1.4 High Energy Detector

The performance of the CdTe polycells in the ISGRI gamma-rayeta on board the INTE-
GRAL satellite has led to a choice between CdTe or CdZnTe ceyatabetection material in
the high-energy detector (HED) of Simbol-X. Different nreécon gurations are under study
at the moment and the nal decision has not yet been taken. detector will be composed
of 64 very high quality crystals (10 10 2 (TBC) mn?), each covered with 16 16 pixels
of about 625 m in size. Each crystal is connected to its own read-out mleidts, the IDeF-
X (Imaging Detector Front-end for X-rays) chip, forming angalete individual X-ray camera
(CALISTE). This device is developed by CEA/Sacland is foreseen to operate in the 5 - 80
keV range, partly overlapping the range of the LED. In the@nirdesign, eight independently
operated sectors of 2 4 CALISTE modules will cover the focal plane. More information
the HED can be found in Meuris et al. (2008) and Laurent e&I08).

The addition of a Zn component to the detector material l¢adslarger bandgap, which
generates only a low leakage current, even at room temperaiwery high energy resolution
of 1keV at 60 keV can thus be reached at -@0n combination with the radiation tolerant
and low-noise readout electronics, which is located dydothind the crystals (Dirks et al.,

LCommissariat I'Energie Atomique, Saclay, France
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Table 4.4: Parameters of the Simbol-X high

energy detector (HED)
Parameter Value
Format 8.49 x 8.57 crA
Pixel format 128 x 128 pixels
Layout 8 x 8 modules
with 16 x 16
pixels each
Pixel size 625 x 625 m?
Detector material Cd(zn)Te
Figure 4.7:Left: illustration of the Simbol-X high en- Material thickness 1-2 mm
ergy detector (HED) and supporting structure; right:Energy resolution| 1 keV at 68 keV
single 'Caliste'-Module (images: CEA/DAPNIA) Abs./rel. timing 100 s/ 100 ns
Op. temperature -40 C

2006). Very short peaking times of the signals, generatethé&yncoming radiation, allow an
excellent relative event timing of the order of 100 ns.

The HED is a self-triggered detector, which means there ifranoe time as in the LED.
When a signal crosses the threshold in one of the pixels, attiges generated and the whole
module is locked after a short delay for signal shaping. mgitie following read-out of selected
pixels, the respective module is not sensitive to new e@@sando and Giommi, 2007).

4.1.5 Active Anticoincidence Detector

The two detectors in the Simbol-X focal plane will be almastirely surrounded by an active
anticoincidence (AC) shield in order to minimize backgrowadised by cosmic rays. This
casing, which only leaves a small opening for the X-ray befmoused by the mirrors onto

the detectors, consists of plastic scintillator slabs Whiceate optical photons when hit by
radiation. These photons are detected by multi-anode phattplier tubes (PMTs) which are

connected to the sides of each slab via optical bres. Sgyfrain the detectors that coincide
within a given short timeframe with signals from the AC caunglbe removed from the scienti ¢

data, as they most likely are generated by background ewedtsare not due to photons from
the eld of view. The details about the material decision &mel AC logic setup are discussed
in the following chapter, as they were strongly in uencedtbg simulation results obtained in
this work in collaboration with the Simbol-X Simulation Gup.

4.2 Summary

As a consequence of the emerging multilayer coating miganology and the formation y-
ing concept, Simbol-X will feature a large collection areswthe whole energy range and,
therefore, will overcome the limits for imaging and spestmpy of all past X-ray observa-
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tories. With its low internal detector background and legdedge detector technology, the
Simbol-X mission is thus expected to provide a leap in saitsitin the 10 - 40 keV band of
more than a factor 100 with respect to previous missionss fidpresents a large step ahead for
all of the above mentioned science topics and will also aflewnumerous new discoveries of
yet unknown fainter sources.

As the rst project to employ the formation ight concept inszienti ¢ mission, Simbol-
X will pioneer a whole new era of X-ray astronomy missions @ade the way for already
projected formation yers like XEUS. Together with the goatage quality, the relatively large
eld of view, good detector quantum ef ciency, good resatut and a low internal background,
Simbol-X will allow breakthrough studies on black hole picgsand census, as well as particle
acceleration mechanisms.



CHAPTERS

Simulations for Simbol-X

In the course of this thesis a Monte-Carlo code, incorpogatie G=ANT4 toolkit, was de-
veloped to simulate interactions of cosmic radiation witthie components of the Simbol-X
focal plane instrument. During the Phase A of the Simbol-¥jeut, an SPSTbackground
group (see Table A.1 for a list of membgnwas established. This chapter should be considered
as part of the more general effort conducted by the groupmuilsiting the performance of the
mission. Together with R. Chipaux and C. Klose the author exgaftite simulation code to its
present extent and capabilities, implementing also theemaus ideas and contributions from
the members of the group.

5.1 Challenges and Goals of the Simulation Activities

The Monte-Carlo simulation code was created with the aim tonase and optimize the de-

tector background by evaluating different geometric canafions and material trade-offs. It
contains 1) a highly con gurable and expandable model ofda&ector spacecraft including

a set of mirrors at 20 m distance, 2) macros for the generatigrarticles and photons with

spectra and uxes corresponding to those expected in thgriited Simbol-X environment, 3)

an optimized list of physics processes that are taken irdowatt at each step of the simulation,
and 4) several routines that collect, evaluate and sumetreinformation about the countless
interactions between particles and materials that takeepd@ring simulation runtime. These
four components are speci ed in more detail in section 512Wwe

The development of the simulation code was - and still is -tarative process, affecting
primarily the geometric model of the detector spacecraftsuRe of the simulations played a
key role in the choice of material composition and thickrfesshe focal plane assembly, while
decisions made by the mechanics group or even on projedtiteten affected the simulation
setup. In this manner the code was re ned (and is still cardusly being optimized) towards
a simulation-based model, which can be used before andaitech to estimate and verify the
instrumental background.

5.1.1 Composition of the Detector Background and OptinoratiMeasures

In order to achieve the scienti c goals of the mission spediin Section 4.1.1, it is essential
that a background level of below 30 #counts cm 2 s 1 keV landbelow2 10 4 counts
cm 2 s 1 keV orthe LED and the HED, respectively, is reached. As thisreis far

1Science Payload Simulation Team
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below the background measured in currently own X-ray CCD cexsee.g. on XMM-Newton
or Chandra, an intense effort is undertaken to optimize th&8i-X instrument. Each of the
components that contribute to the internal background kas lanalyzed in detail. The input
from the simulations made it possible to ef ciently supgésem by mainly optimizing the
detector housing (graded shield composition and thickraaggoincidence (AC) material, seg-
mentation and logic), the detector deadtime and the shagevaight of the collimator. More
details on optimizing measures are given in the followistbelow.

The background of the Simbol-X detectors consists of vem@mponents:

the diffuse Cosmic X-ray Background

The origin of the nearly isotropic sky background of cosmi@Kd -rays (CXB) has been
a matter of interest and controversy since it was discowerdearly X-ray counters own

on rockets. Today, attempts to attribute the CXB to unifornissian at truly cosmological
distances seem to be ruled out, since discrete source piopslawhich extend to high
redshifts (e.g. various types of AGN), have been resolvedi(e predicted to exist by
the current models) at the relevant energiese(Fig. 5.4 in Chapter) 4hat account for

- or even overproduce - the measured diffuse ux (Gruber gt1#199; Worsley et al.,

2005). To avoid counts on the detectors caused by this radiabming from outside

the eld of view, passive shielding in terms of a graded-Zedthi(see Section 5.2.1.2 for
its composition is implemented around the detector to stop the photongh&umore, a

section of the calibration wheel, consisting of the sameenms, can be rotated in front
of the detectors to close the eld of view.

prompt background induced by interactions of high energy piotons

Interactions of high energy cosmic-ray protons with malen the close vicinity of the
detectors produce secondary particles and photons, #xhtdean increase of the instru-
ment background. In order to suppress these undesired tmacidycounts, a coincidence
tagging system is implemented around the detectors, waghdetector events in a given
time window after the active anticoincidence detectorseged an incoming proton.

delayed component from induced radioactivity

Radioactivity induced in the spacecraft materials by cosays produces a delayed back-
ground in sensitive instruments. This effect can be obskrfar instance, in the ISGRI
instrument aboard the INTEGRAL satellite (F. Lebrun, prignon.). First results of our
group for Simbol-X indicate that its contribution to the oaktbackground is of the order
of < 1%. This might largely be due to the passive shielding meetioabove. How-
ever, radioactivation strongly depends on the implementatérials and their respective
locations, and thus a more precise evaluation is foresesp@sas a more detailed and
realistic mass model of the spacecraft is available.

soft proton interactions with the detector
Another source of background in focusing instruments thaivs a strong and unpre-
dictable variability aresoft proton areswhich are attributed to low energy protons (below
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300 keV) that are funneled onto the detectors by the telesgopors Gee Stiider et al.,
2000 and Stider et al., 2001 To prevent this effect, a magnetic diverter, consistifig 0
strong permanent magnets on the mirror satellite, is dsgzliat the moment.

other contributions

The fact that the Simbol-X mission features two spacecraken the prevention of stray-
light contamination a more dif cult task, compared to p@ws missions with only one
satellite. To con ne the eld of view of the detectors in a wihyat only X-rays which are
correctly focused by the mirrors can reach the detectoverabemeasures are foreseen: a
sky baf e with a diameter of 3 meters surrounding the mirroaslial shielding in between
the mirror shells and a long (2 m) collimator on the detector spacecratft, all consistihg o
heavy, X-ray absorbing materials and/or a graded Z-shiedde introduceddee Fig. 5.1

In addition, the LED will possibly be coated with a 150 nm thauminum layer in order
to make it insensitive to the optical photons created by th&tjpning system of the two
satellites.

Baffle High Energy Particle pygtective Enclosure
Spokes CXB Photons

gt

Focused Beam

Collimator

Detectors
Anticoincidence

Figure 5.1:Simpli ed schematical drawing (not to scale) of the two SmhX spacecratft illustrat-
ing the geometry of the shielding measures against stifgytigntamination (reproduction of an
illustration by Yvon Rio, CEA, Saclay).

Background induced by magnetospheric and solar particlkesibiabeen considered impor-
tant, as observations with Simbol-X are scheduled only al8;000 km gee Fig. 4.Pand
outside of the solar are periods.

Each of the ve components above has been investigated awispns to reduce them are
described in more detail in the following. With the input dietsimulations it was possible
to identify suitable solutions to reduce the respectivetrdautions of those components to the
overall background below the required limits.
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5.2 Parameters and Characteristics of the Simulation Enviroent

The following sections contain a more detailed descriptibthe main components of the sim-
ulation environment, created for the estimation and op@tion of the instrument background.

5.2.1 The Geometric Model

The geometric model used for the simulations is an appraiomaf the latest technical draw-
ings of the Simbol-X Focal Plane Assembly (FPA) by using dhlysimple geometric volumes
(cylinders, boxes, etc) that are supported by Geant4. Aghdard-coded in C++, it is still
rather exible and has a lot of variable parameters such atenmah thickness and material
composition of most detector elements, which can be edited during runtime via so-called
macros(batches of simulation control commands).

As mentioned already in Section 5.1 above, the geometriceirfodthe simulations evolved
over time with the progress of the mission. However, thereevieree major releases of the
model see Fig. 5.2 which were used in simulations, each for a little less tbaa year and
each one superceding its predecessor in the level of agcanacdetail.

Addendum:A fourth version of the geometry was developed only recemtiplementing all
the improvements suggested after previous simulations VErsion and rst results obtained
with it are described separately in Section 5.3.9. The teunrént version' for the third version
used throughout this chapter is hence no longer valid.

5.2.1.1 Model History

In the rst version of the geometric model the HED designl stiinsisted of a hexagonal ma-
trix of CdZnTe modules, and the LED was mounted on an aluminuactsire at a distance
of almost 6 cm. The cube-shaped aluminum detector box wasqes in the center of the
spacecraft, which was then represented by an empty cylinderwalls also made of 5 mm
thick aluminum. Inside the box was an anticoincidence detd@C) and a graded shielding
(GS), with already the thicknesses used today but at thatsiiti on the outside of the AC.

The collimator on top was at rst simpli ed as a straight tualso made of the GS compos-
ites. Later, a function for the wall thickness was implensento maintain a desired constant
effective thickness with respect to the angle of incidedtataon on the detector. This allows to
save most of the weight, as in this way the wall thicknessp&lig decreasing with the distance
from the detector.

For a collimator that is shaped as an ordinary tube with fEraner walls, this wall thick-
ness at a distanaefrom the detector is given by:
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thicknesgd) = thicknesg¢ cos arctan d (5.1)

1
Riubet 2 LEDgia

with Ry, pe radius of the collimator tube, LEfp,: diagonal of the LED

In the second version of the geometric model, the detectarvias placed on top of the
spacecraft and inside a protective box with 1 cm aluminuniswdlhe detector case itself was
separated in two halves, allowing cables to pass throughadl gap in between. In order not to
allow particles to enter through this gap unnoticed, antamuil inner AC slab was placed on
each side of the detectors, leaving no possible tracks tsathe detectors unless the AC was
also hit. The HED con guration was changed to an 8 grid and the distance to the LED was
reduced to 4 cmdee Fig. 5.2, middle

Furthermore, a thin metal foil between the detectors wasdiniced into the design in order
to prevent electronic crosstalk between them and to stogngiat X-ray uorescence photons,
'‘backscattered’ from the HED, that could be detected by tE®L(see Chapter 6 for more
details on this effedt

Figure 5.2:Evolution of the geometric model during Phase A. From leftighit versions 1 to 3 of
the model are depicted. Different materials are shown femdiht colors: light grey - aluminum, red
- anticoincidence detector, dark blue - LED, green - HEDkdagey to light blue - graded shielding
(see also Fig. 5.3).

5.2.1.2 Current Version

The rst three versions of the geometry have been origindélgigned by the author. Beginning
with the third one, the geometries have been developed labmhtion with R. Chipaux and
other members of the simulation group. In the current mosie¢ (Fig. 5.2 right and also Fig.
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5.3, the detector box is located inside a 5 mm thick aluminunmdgr, calledprotective en-

closure which is placed on top of another cylinder representingsipececraft. In section 5.4
below, the results of a simulation run with the most recenapeeters (physics list, cuts, input
spectra, etc) are presented, comparing the backgroune older versions to the current one.

Collimator
LED

Calibration Wheel (closed)
HED

Protective Enclosure (Al)

AC & Shielding
15 mm 2.2 mm 0.27 mm
Plastic Sn Al
\
. I h
\ \ 1
X mm 1.3 mm 0.48 mm 0.1 mm
Ta Ta Cu C

(optional)

Figure 5.3:Current model of the Simbol-X focal plane used in tBEANT4 Monte-Carlo simula-
tions. An optional external shield can be placed around tGe Phe indicated cylinder below the
geometry represents the detector spacecratt.

The central elements of the current model are (as in all pusvimodels) the two detectors.
The low energy detector is as before represented as a muaodliab of silicon with dimen-
sions of 80 80 0.45 mn¥. To allow a much more compact design of the detector box and
to minimize the effects of the different positions on theuscthe distance to the high energy
detector was reduced to 1 cm. The HED is composed of8modules of cadmium zinc tel-
luride (Cdh.9Zno:1Te, 10 10 2 mn?), separated by 0.625 mm gaps. The electronics of each
module is located directly underneath and represented mad box (height: 17.5 mm) with a
material composition approximating that of the real Calmtedules.

The two detectors are surrounded by two nested individusg<and a top section of AC,
which consists of 15 mm thick plastic scintillator slabggreented into top, lateral and bottom
parts, leaving some room for cables, heat pipes and suppastructures. On the inside of
the AC, towards the detector, a graded-Z shield is mounteddoce the photon ux. With its
baseline composition of (outside to inside) 1.3 mm tantal2u2 mm tin, 0.48 mm copper, 0.27
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mm aluminum and 0.1 mm of carbon, it is designed to absorbgpisabelow 100 keV and to
leave X-ray uorescence below 0.3 keV and therefore beloswdtection limit of the LED. An
aluminum protective enclosure surrounds the above destphrts of the camera.

Above the aperture of the camera, but still below the collonas a 10 10 cn? plate of
graded shield, which represents the closed position of a@tibration wheel as it can open or
close the eld of view during the simulation by user commandl.the background simulation
results given in this work are performed with the calibratisheel closed where not stated
otherwise.

The collimator itself consists of three independent tubdsch are also made of the GS com-
position and that are connected together end to end, aatnsgithe collimator's total length of
now 1.8 m. As in the earlier models, the thickness of the tubesedses with the distance
from the detector in order to save weight and to maintain asteon effective thickness for
incoming radiation. The inner radius of the tubes, howenereases with the distance to com-
pensate for the dimensions of the focused X-ray beasmllustrated in Fig. 5)1

The detector spacecraft is roughly approximated by a cyitiatlvolume lled with alu-
minum with a height of 1 m, a radius of 0.5 m and a mean densify.4711 g/cr, located
directly below the protective enclosureee Fig. 5.8

The mirror spacecraft is an optional extension to the sitiarla. In its present state, it
is derived from a model that was developed for XMM simulasi¢Nartallo et al., 2001). It
consists of 58 mirror shells at a distance of 20 m from the LEDas not been used in this
work as the only important in uence of the mirror spaceckaito the detector background is
through the focusing of low energy protons, which has nohls@ulated. Therefore, it is only
mentioned here for completeness.

5.2.1.3 Discussion of the Current Version of the Geometridéllo

The current version of the model described here omits a latetdils like cables, front-end
electronics and structures, but otherwise accuratelyesgmts the central components of the
mechanical design as of January 2007. Especially the stegstcomponents and materials that
are close to the detectors have the most in uence on the lbagkd, so they will be addressed
in more detail in upcoming models that will also incorporateadequate representation of the
mirror spacecraft. Recently a new model of the latest focah@ldesign has been created.
Technical drawings of it are shown in Fig. 5.16 and rst résulbtained with it are presented
in Section 5.3.9.

5.2.2 Incoming Particle Fluxes and Spectra

The isotropy of the ux of cosmic photons and particles in thesignated space environment
for Simbol-X is simulated by emitting particles from randpuints on a sphere surrounding the
detector spacecraft. The radius of this sphere (20 m) is raungbr than the size of the detector
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spacecraft model, which would tinto abox of 31 1 md. The direction of emission from
the sphere is restricted to a small cone containing a spheueathe spacecraft in order to save
computation time and to allow conversion fraramber of particles generatéuto theduration
the spacecraft has been exposed to partides section 5.2.4 for detajls

In this work, only impinging cosmic photons and protons d@telied (neglecting other pri-
mary particles such as ions and electrons) as these are jbegaases for the relevant types of
background depicted in section 5.1.1.

5.2.2.1 CXB Photons

For studies regarding the effects of the Cosmic X-ray BackgldiCXB) photons we use the
intensity and spectrum given by Gruber et al. (1999). Inrthaper on the spectrum of diffuse
cosmic hard X-rays, the authors give an empirical analigixpressionEqgn. 5.3to tthe mea-
surements obtained with thigigh Energy Astronomical Observatory(HEAO 1) below 500
keV and also above those from the COMPTEL and EGRET instrunoen®ard theCompton
Gamma Ray ObservatoffCGRO). For our simulation purposes, this formula is extlaijeol
down to 1 keV and an upper limit is set at 100 MeV where the uxdmaes negligible. The
total ux integrated over this range and over & equal to 197.23 photongm 2 s 1, which

is later used again to calculate the normalization of sitedl@ount rates.

3-60keV: 7:877 E 029 o E=113) _ K&V
keV cn? s sr
55
> 60 keV: 0:0259 &
_ £ 158
+0:504 &
1:05 keV
+0:0288 E S 5.2
60 keV cn? s sr (5:2)

5.2.2.2 Cosmic-Ray Protons

Concerning the protons, we implemented a spectrum that waputed by Claret (2006) for
the expected launchdate. This document aimed at givingtaessmation of the total ioniza-
tion dose for Simbol-X during the whole mission. For diffieréaunchdate scenarios, the uxes
of trapped electrons and protons, solar particles and eosmgs have been calculated. The
spectrum of cosmic ray protons at solar maximum (calculatddthe CREME86 model of the
OMERE software) was adopted for the simulation and the rahgeespectrum was restricted
to between 10 MeV and 100 GeV, as protons with energy belovotler limit did not pene-
trate the protective enclosure at all and the ux above 10¥ Genegligible for the durations
simulated. The integral proton ux over 4equals 2.31 protonscm 2 s 1,
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Figure 5.4: Photon spectrum of the Cosmic X-ray Background (left gues) given by Gruber
et al. (1999) in Equation 5.2 and proton spectrum given inéZlig2006), calculated with CREMES86
(squares) for a Simbol-X launchdate in mid 2013 and useddiptbsented simulations (right). Spec-
tra published by Ogallagher and Maslyar (1976) for diffeyggriods of the solar cycle are shown for
comparison.

5.2.3 Considered Physics Processes

As stated in Section 2.4,EANT4 permits the application developer to select the physisish
relevant for his simulation. In fact, the user has to speexfgctly the processes that might pos-
sibly be applied to the particles during their steps alomgy tthacks. This opportunity to switch
speci ¢ parts of physics and particular interactions siymuh and off provides an excellent way
to probe the causes of not readily understood phenomendoanentify the contribution of a
single process. It also provides an option to debug the sitionl code by reducing it to very
simple physics and well-known cases.

In preliminary studies, only electromagnetic interactamere included in the simulations
(Tenzer et al., 2006). For simulations in this work, hadcanteractions were added and also
an optional radioactive decay module is included. The ratbkiminous Tables A.3 and A.2
in the Annex give a complete list of all physics processes @articles from thePhysicsList
included in the simulations.

A default cut length (see Sect. 2.4.1)2f 0.01 mm was chosen after a study identi ed
it as the best compromise between accuracy and computaten(see Fig. 5.5 For the
region containing the 'spacecraft' cylinder, the cut ldngtas raised to 1 mm in order to save
computation time without affecting the count rates at all.
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5.2.4 Event Data Evaluation

To collect data about the interactions and particle tracksegated during the simulation, so-
called sensitive detectorand hits collectionswere implemented by R. Chipaux of the SPST
background group. These allow to access and record infammake particle type, position,
momentum, interaction process type and deposited energyeay interaction within regions
declared asensitivevia special functions provided byEaNT4. Simulations presented in the
frame of this work make use of an older interface that doestBxéne same without resorting to
these built-in functions, but using custom-designed ongtead. All the information mentioned
above about suchfat of a detector is recorded and can be stored in a FISduring or at the
end of a simulation run. In addition, a short summary texpldigs the sum of all interactions
within the energy range of each detector.

The resulting data are processed further with IDL to detestentsby ltering the respective
detector energy range (LED: 0.5 keV to 20 keV; HED: 5 keV to ké&V; AC: above 100 keV)
and by adding up (for each detector) all energy depositions edillyy one common primary
particle A time offset is added to the time of each event, as the sitiounlaode only tracks one
primary particle (and all its triggered secondaries) atreetand then resets the time to zero with
each newly generated particle.

Due to this 'per particle' approach of the Monte-Carlo sintigia, the user is provided only
with information about the number of primary particles thave been generated and has to
conclude from here onto the elapsed time. This calculatidheotime offset, that denotes the
amount of time in which the spacecraft has already been exptsparticles or radiation, is
done via the incoming particle ux as shown in Equation 5.3.

Np
4 (tan( ) rs)? UXint

elapsed times (5.3)

np is the number of primary particles, the opening angle of the momentum congthre ra-
dius of the outer particle generation sphere and,uthe integrated ux from the input particle
spectrum. Thus, a simulation with a number of%primary CXB photons corresponds (with
standard settings) to roughly 1.6 kiloseconds exposure 1 2diation in reality.

This concludes the description of the environment in whitlofathe following simulations
were performed (where not explicitly stated otherwise) amich can and will be used as a
solid foundation for future work and extensions.

5.3 Details of the Performed Simulations and their Results

As mentioned in the introduction toEANT4 in Chapter 2, the toolkit, as well as its dependen-
cies and extensions, are upgraded regularly. In additimnown simulation code evolved quite

IFITS - Flexible Image Transport System, a common le fornmeastronomy
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a bit over time, which makes track-keeping of all the différeersions and releases essential
in order to compare results. Table 5.1 lists all the versissed in standard simulations. The
following sections each report on one or more different efspef simulations that were per-
formed in the frame of this work to investigate, judge androjte the properties of the Focal
Plane Assembly (FPA).

Table 5.1:0verview of versions of currently implemented simulatioadules,GEANT4 toolkit and
implemented extensions.

Module / Software Package Implemented Version
Geometry version 3, including spacecraft
PhysicsList from Darmstadt, with correction
Data Evaluation from Tubingen

Geant4 Geant4.8.2

CLHEP library version 2.0.3.1

low energy electromagnetic processeS4EMLOW 4.2
NeutronHPCrossSections G4NDL 3.10
G4LevelGammaData PhotonEvaporation 2.0
G4RadioactiveData RadioactiveDecay 3.1

5.3.1 Particle Production Cuts, Accuracy and Computationelim

As explained in Chapter 2, &ANT4 employs rangeutsto suppress the generation of sec-
ondary particles in some interactions, when their rangei(ally converted to an energy for
each respective material) would be below a certain useretkthreshold. However, for our
investigation of the instrument background, the defauliength of 1 mm is too large, as a lot
of - from the view of collider physics - 'low energy photong'eanot generated. Instead, their
energy is deposited locally in the surrounding materiaighls regard, a study was conducted
to analyze the effects of changing the cut length in the detenaterials. With the resulting
count rates it has been decided to x the length to 0.01 mm llatha materials close to the
detector (including also the collimator) and to leave therlantroduced large spacecraft region
below the detector at the default cut length of 1 mm. Thisnadid to keep the computation time
at a tolerable level while being close to the maximum coutetoltained with even shorter cuts.

Figure 5.5 shows a plot of the normalized HED count rate anegtsponding simulation times
of a recent re-simulation of that study with the current getsynand physics list, con rming
the rst results and decisions. The strong increase of cdatfan time when decreasing the
cut length below our selected value forbids further re netnat the moment, because in the
same simulation time less statistics can be accumulateddircing eventually an even larger
uncertainty in the results.
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5.3.2 Simulation of the Quantum Ef ciency of Both Detectors

In this simulation, the quantum ef ciencies (QE) of both elgbrs are simulated. As the nal
composition and structure of the detector materials isg/betde ned, this simulation can only
assist in con rming the calculations of the manufacturiabd (LED: MPE/HLL, HED: CEA,
Saclay) and help in comparing different con gurations. thermore, it constitutes another way
of verifying the correct implementations of the geometriocdels and low energy physics pro-
cesses into the simulations.

While in the standard simulations for Simbol-X only a 45& slab of silicon is used to rep-
resent the low energy detector, different tentative stmgst are implemented in this particular
study. Above the active 450m of silicon, a realistic 6 nm layer of dead (i.e. non-seusijti
silicon is added. To stop photons of the inter-satelliteiposng system, which are known to
create an optical load of 510* photons per frame (128s) and pixel on the LED, an aluminum
layer of about 100 nm - 150 nm thickness has to be imposed oofttdme silicon. To Iter
additional UV radiation, a layer of 40 nm of Si@nd another of 40 nm @\, can be inserted
in between the Si and the Al (P. Lechner, priv. comm.).

The high energy detector consists of a 2 mm slab of CdZnTe wabnaposition of (mass
fractions) 45% Cd, 5% Zn, 50% Te and a density of 5.81 §/cNpne of the detectors is pix-
elized or has any dead areas for this simulation.

The QE is simulated by shooting a at spectrum of photons atdbtector and returning
the ratio of registered vs. generated particles for a resgeenergy bin. The results of the
simulations for various layer con gurations of the LED ateown in Figure 5.6. In the plots,
the prominent absorption edges of (left to right) nitrogexygen, aluminum and silicon can
be observed clearly. The nominal LED energy range startsbaté, but with more material
layers on top of the LED, the QE drops signi cantly at thosedo energies. Thus, the material
composition and layer thickness is still discussed at thenerd in order to achieve the lowest
impact possible on the scienti ¢ performance of Simbol-X.
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Figure 5.6:Quantum ef ciency of the Simbol-  Figure 5.7:Quantum ef ciency of the Simbol-
X low energy detector for different material X high energy detector and the combined quan-
compositions / layer structures tum ef ciency for the transition range

To provide a comparison with work done at MPE/HLL, a caloedeturve of the most proba-
ble nal con guration is added (lowest curve in Fig. 5.6). @simulation perfectly agrees with
it, even below the 250 eV accuracy limit of the low energy pty®f GEANT4.

In Figure 5.7, the simulated transition range between tloed®tectors is presented, showing
the QE of the LED again on the left in red and that of the HED @ight in green. In addition,
the sum of both detectors in the range between 10 keV and 2@skehown in blue. As it was
designed, this value is close to 1.0 over the whole ranganitbe noticed from this gure, that
wherever the upper energy threshold of the LED is nally pldca sudden drop in the camera’s
total QE will result at this point.

5.3.3 Expected Simbol-X Detector Background

The estimation of the Simbol-X detector background rembitere is obtained from several
simulations, each analyzing a different component of trekgpaound. Preliminary results for
the Simbol-X instrument background caused by the CXB compioinghis ‘closed' condition
have been already published in Tenzer et al. (2006) but egady surpassed in accuracy within
this work, due to a much more detailed detector model and a ocwnprehensive list of physics
processes. In the current simulation environment, the to@tes are clearly dominated by the
cosmic protons with a contribution of around80 3cts cm 2 s 1 keV lin both detectors
(see Fig. 5.8 and Table 5.2 belpvil he anticoincidence detector (AC) is designed to tag most
of these background events and allows an effective reduofithe proton background to about
4 10 “cts cm 2 s 1 keV 1 Inaddition, the Cosmic X-ray Background (CXB) photons
give rise to arate of 110 “cts cm 2 s ! keV forthe LEDand3 10 *cts cm 2 s 1
keV linthe HED. As expected, the AC is not ef cient in this case.
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Radioactivity induced by cosmic rays in the materials clogée¢ detectors leads tadelayed
background component. First results of simulations regbith Klose (2007) indicate that its
relative contribution to the overall background is rathegligible. However, further studies are
foreseen when a more detailed mass model of the spacecaattilable. Studies regarding the
background level caused by soft protons which are direcyethé mirrors onto the detector
have not yet been completeske Section 5.3.8 for further results of the simulation gyou

All of the above values were obtained using non-pixelizetkcters, i.e. by adding the de-
posited energies of all secondary particles that are gestelay a common primary particle
and reach a detector. In this way, only one count can be gexkiraeach detector with each
new primary particle, just as if there was only one large Ipi¥®r the LED simulations, the
accepted energy range is &5energy< 20 keV, for the HED it is 5 ke\k energy< 100 keV.
The default AC trigger threshold is at 100 keV. At the end oiausation run, the total number
of those counts in both detectors is divided by the elapsed @iven in Eqn. 5.8 the detector
area and the energy range of the detector to calculate theytmamd values. This implies a
rather simpli ed treatment of the background ux, which igeaiaged as if it were constant over
the whole energy range of the instrument. However, thismapsion is justi ed by the shape of
the simulated background spectra, presented in the sdaion.

The total background count rate (AC on) amounts to (5.08.75) 10 4cts cm 2 s !

keV for the LED and (7.45 0.46) 10 *cts cm 2 s ! keV Yfor the HED. As the
necessary total background level to meet the top-leveh8@eequirements is of the order of
below 2-3 10 “cts cm 2 s ! keV lfor both detectors, the SPST group, together with
scientists and engineers from the involved labs, is workiagl on improving the instrument.
Some of the more interesting ideas to further reduce thedvaakd level are presented in
subsequent sections.
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5.3.4 Simulated Remaining Background Spectra

Due to the overall low instrument background, very long catimg times are required for a
simulation to accumulate suf cient statistics to congtta reasonable spectrum of the back-
ground. Figure 5.9 shows the combined (from protons and CX@quis simulations) LED
and HED background spectra as expected to be measured iibi@tah observation with the
calibration wheel closed. As stated in the previous sectach detector consists of only one
pixel, and the energies of secondary particles belongiranteventare added up. The total
amount of particles handled in this simulation correspdads 0.69 ks ‘closed’ measurement.

To assemble the two spectra of the detectors, the valid ymarge of the LED is divided
into 0.5 keV wide bins, that of the HED into 1 keV bins. Everfitsttare tagged by the anticoin-
cidence detector are removed. The resulting spectra d@talyr at, with only subtle variation
over the whole instrument range, supporting the averagiagisation of the total background
in the previous section. Unfortunately, the statisticsisisting of only a few counts per bin, is
still insuf cient to identify lines in the spectra. This wibe helpful in optimizing the shielding
measures and the positions of materials very close to tieeibes.

5.3.5 Performance of the Graded Shield

As mentioned in Section 5.2.1.2 above, the graded shielesigded to stop photons below 100
keV and to leave the induced X-ray uorescence below thealete range of the LED. The
rather heavy material composition (weighing 4.30 g pef)asiused in many locations of the
detector and mirror spacecraft to stop photons impingiogfoutside the eld of view. Thus
the performance of the GS is of crucial importance to theumsént background.

In Figure 5.10, the result of a simulation study, conductedheck the actual ef ciency of
the graded shield over the relevant energy range, is pegeRor the baseline material con-
guration and for a GS with an enhanced tantalum layer, tb@@ing power was simulated by
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shooting photons with a at spectrum between 100 and 500 kekeaGS and by summarizing
the energy of all the emerging particles (including e.g.a¥-uorescence photons) on the other
side. The probability of this sum to be below the detectiorgeaof the LED is plotted in the
graph as a function of the energy of the primary photon.

L1 Figure 5.10:Ef ciency of the Simbol-
0; I \\\ X graded shield as used, for instance,
08 ™ in the collimator: The probability for
5 07 ™ \ the primary photon and all induced sec-
§ 0,6 ondary particles to be stopped within
2 051 the graded shield or to have a remain-
§ 0 mmrermara ing energy below 0.5 keV is shown
2 02 — Baseline + 2.7 mm Ta as a function of the energy of the pri-
01 _EZ;IZ” mary photon. Presented are curves for
0 | | | the baseline material composition (see
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Sect. 5.2.1.2) and for a GS with an ex-
tended tantalum layer (4.0 mm in total)
Energy fkevl with and without AC.
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The results validate the previous calculations and conhat the intended effectivity of the
GS for the region below 100 keV is reached. However, the et tantalum layer proved
quite effective against photons up to 250 keV and was, i gdiits weight, adopted for further
studies.

5.3.6 Effects of Thickness Variation of the Tantalum Compionehe Graded Shield

With the intention to further reduce the instrument backgh a study on the effect of in-
creasing the tantalum layer thickness within the gradedldtauf only the detector boxvas
performed, using the full geometric model. Starting wit@ finm, which lies even below the
baseline thickness, and going up to 4.0 mm (as in Fig. 5.b@)detector count rates were
simulated again for incident protons and gammas, the valuasrrent baseline thickness being
the same as presented in Table 5.2.

It can be observed from the results of this study, summaiiz€ty. 5.11, that the additional
tantalum affects only the photon induced background in @ipesvay, i.e. the LED and HED
count rates decrease over the whole analyzed range2®f6 and 50% respectively. On
the other hand, one can observe that the count rate inducedobyns (AC off) increases at
the same time by a factor of 1.35 in both detectors. Althoungisé additional counts are all
tagged by the AC and thus the proton induced background (ACemmains stable, the increase
of tantalum leads to an unwanted higher AC count rate, whah dnegative impact on the
scienti ¢ performance of the detectors, especially on te®las shown in Section 5.3.7 below.
Due to this effect and also because of the increased weighedfeavy additional material, the
nal conclusion of this study was to leave the baseline tamethickness at 1.3 mm.
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5.3.7 Reducing the LED Deadtime by Optimizing the Antiddarice Detector

The anticoincidence detector is designed to tag all chapgeticles passing through the FPA.
This implies that no holes must be left in the AC layout, exdep the eld of view. The
baseline con guration for the AC has always consisted of 1b thick plastic scintillator slabs
divided into three (top, lateral and bottom) groups, witbreslab connected individually via a
set of optical bers to multi-anode photomultipliers. Otlseintillator materials like Csl, Nal
and LaBg were also under study by the SPST background group but wecardied for differ-
ent reasons, as detailed in Section 5.3.8.

In order to cope with the HED time resolution, the anticodesice should have a time res-
olution of the order of 50 ns. In this way, the AC assures thatdetectors reach the low
background level required in the top-level scienti ¢ regunents. However, the larger the to-
tal surface area of the AC slabs around the detectors is, the particles pass through it and
the AC count rate increases without being any more effeciivith the count rate going up, a
higher deadtime of the detectors is induced, as more frafrtbe € ED and more events in the
HED are vetoed. This effect is especially severe for the LE®ghown in Fig. 5.)Zecause
of its xed long exposure and readout cycle. The HED on theepttand has an event triggered
readout, so only a very short time interval is affected. Tlaetfon of deadtime caused by the
AC in a detector is given by the probability of an AC signal &l into a measurement and
readout interval (for the LED, this is tifeame timg of that detector, thus vetoing the measured
signal:

Tgeag=1 € (AC counts/s)interval length) (5.4)

A high deadtime in a detector seriously affects its scienbutput, as the signal to noise
(S/N) ratio for faint sources drops and the sensitivity @ ifistrument deteriorates.

In Figure 5.13 the S/N ratio for a faint source in the LED iscoddted for the two most
probable frame times. In this calculation, the source isiragsl to generate 100 counts ( at
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spectrum over 10 keV) within an extraction area of 0.03 @man exposure time of 100 ks.
For the background, a total of 310 *cts cm 2 s 1 keV 1, as requested by the top-level
scienti ¢ requirements is accounted for. This calculatism ‘worst case' consideration as for
the background statistics, the background has been extr&cm an area with the same size
as the source. The respective deadtimes resulting from Ageseeduce these two count rates
then equally by the deadtime fraction. In this study, the & is calculated according to the
following formula:

. . . S+B) B
signal/noise ratio [] = q(% (5.5)
s+B)t B

S+B: Sourcen count rate, B: Sourge count rate, (s.p): standard deviation of Sourge
count rate, (g): standard deviation of Sourge count rate
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Figure 5.12:Calculated deadtime of the low en- Figure 5.13:Calculated signal/noise ratio in the
ergy detector at different AC count rates for 128 LED for a weak source at different AC count
s and 256 s frame readout time. rates and for different readout times.

From these gures it becomes evident that a low deadtime tatefore, a low AC count
rate has to be achieved ultimately. As the simulated AC coatetwith the current geometric
model is above 6500 cts/s, it has become one of the critealstof the design to which special
attention is paid.

Although it has been stated, that an active anticoincideletector system for background
reduction can not be implemented for a device with typical C@fegration and readout time
cycles ( 20 frames/s), because of the resulting high deadtime @fafinn et al., 2004a), the
SPST group has agreed, that in this case a deadtime of befbwiild be satisfactory and
is, in the long run, achievable. Different approachespuhticed below, have been proposed to
reduce the count rate.

A rst attempt was made by simulating different AC triggerélsholds for the two detectors.
However, when increasing the threshold, the AC effectiditgps signi cantly, so the gain in



5.3.7: Reducing the LED Deadtime by Optimizing the Anticidence Detector 71

sensitive time is paid for by a higher backgroused Fig. 5.15 This is due to the spectral
shape of the particle background that can be 'observed'aatdbation of e.g. the lateral AC
group ee Fig. 5.14 which features a reasonable particle ux at high energies
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Figure 5.14: Proton induced secondary particle spectrum at the locatfahe lateral AC slabs
separated in two plots for better viewing. Left: spectralet&ons, positrons and photons, right:
protons, neutrons and heavy ions. Due to the shape of theninggoroton spectrum, the ux of
high energy primary and secondary particles reaching thesA@ll considerably high.

Another idea currently under study is to allow only the latend top part of the AC to con-
tribute to the anticoincidence signal for the LED, or evernidude the HED events into the
trigger logic, leaving only those triggers, where the HEBoathows an event. However, rst
simulation results suggest that simultaneous events im tetectors caused by the same pri-
mary proton are not as common as expectetil® of background counts). That implies that
a lot of background events would remain untagged when ubisgstheme. Also high energy
photons from observed sources could in this case causeaddit ED deadtime.

The most promising improvements for this issue are to beagpgdrom reducing the expo-
sure and readout cycle of the LED to shorter frame times.Adtfin currently no shorter times
are possible with the baseline readout ASICx least the 128s should de nitely be reached.

By building the AC geometry in a more compact way and closdnealetectors, the detection
surface area can be further reduced. Thus, the same evgimgagfectivity can be maintained,
while the count rate scales down with the area, avoiding toahparticles that would only
hit the AC but not the detectors. Following this recommeimiata new layout of the detector
geometry was designed. It is reviewed in Section 5.3.9. Trhalation group also studied the
effects of attaching part of the graded shield to thesideof the AC, thus creating a kind of
external shielding for the ACsge Sect. 5.3)8

1Application Speci ¢ Integrated Circuit
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5.3.8 Further Results of the SPST Group

The correctness of the Simbol-X simulation environmentldesen cross-checked in many tests,
conducted by R. Chipaux of CEA and C. Klose from the university afrbstadt. After some
initial discrepancies, the total background compositiaa been con rmed and agreed on after
independent simulations in all three involved institutes.

Arecentinternal study by R. Chipaux regarding the particlession sphere geometry proved
as expected, that with larger emission spheres but conistaert sphere sizes and, therefore,
smaller emission angles, the detector count rates staythe @within statistics). Chipaux also
investigated different AC materials to replace the plastintillators by crystals such as Nal,
Csl or LaBg. However, this replacement leads to an increase of mass tefiadaand conse-
guently of the number of proton interactions and nally to ighter AC count rate (Chipaux
et al., 2008). Studies with LaBrand external shields around the AC are still in progress.

Further simulation results obtained by other members ofSRST Group have also par-
tially been published already in the context of the rst SwhiX science workshop in Bologna
(Chipaux et al., 2008). They include the background leveéstdithe activation induced in the
spacecraft and in the detector materials by cosmic raysselbienulations were performed by
C. Klose, who expanded the Simbol-X simulation environmeninbluding also a module for
treating radioactivity during his diploma thesis (Klos@0Z).

Another preliminary analysis of low energy 'soft' protons00Q keV), that are scattered in
the mirror shells was conducted by A. Bulgarelli and L. Foschirhey found that with their
generated statistics (1@rotons generated in an annular source on top of the miresshith
emission angle towards the detectors d3.5 degrees) no proton or secondary reaches the HED
(Chipaux et al., 2008).
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5.3.9 Improvements of the Mission Design as a Consequena@mofaBons

Although simulations were mostly used to estimate and yéhné performance of certain com-
ponents of the detector design, like e.g. the collimatorher detector box shielding, some
important decisions for the design were based on theirtggob. One of these concerned the
location of the graded shield (GS) - inside or outside the AdZamal. While rst considerations
suggested to place it outside, in order to encompass andlailslol the AC detector, reducing
the count rate, simulations showed that high energy prgiooduce a lot of secondary particles
in the graded shield, thaticreasethe AC count rate instead, while the stopping power of the
GS for low energy protons is rather poor.

Another simulation by R. Chipaux also con rmed these resujtstowing that when only
the tantalum component of the GS is placed outside the AC agtamal shielding, the proton
background with ACoff increases, while after tagged events are removed, th@miGack-
ground remains the same, which indicates also a higher AGtcate.

The idea of having separate AC trigger thresholds for thedetectors, to further reduce the
AC count rate, originated from the results of the simulagishown in Fig. 5.15. As the effec-
tivity of the AC is always higher for the LED, a higher thresthoan be applied in order to have
fewer counts at an effectivity comparable to the HED. As arfare effective way to reduce the
AC count rate for the LED it has been considered to employ &éic@ncidence scheme which
uses only part of the total AC.

GS collar
AC Top Graded Shield
AC Lateral LED

HED (80 mm x 80 mm)
AC Bottom A g ] Cooling Plate

Figure 5.16:Updated drawings of the Simbol-X focal plane assembly. :Lsttion through the FPA,
right: the HED and the aluminum cooling bed (images courtdsyEA, Saclay).

Only recently, a new version of the focal plane layout hasilsigned and then re-created
for simulations. This fourth geometry version has beenmoizied to address all of the issues
detected with the simulation environment, most notablyléinge LED deadtime. Figure 5.16
shows the new layout. The AC is now much more compact aroundetectors (outside di-
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mensions: 288 mm 256 mm); in fact, the total surface area has been reduced@rdii nt

to 0.214 n? by over 30 %. Besides the effect on the AC count rate, this allalso for more
compact casing structures and a better compliance with\vealb mass budget. In the new
geometry, the AC detector has therefore less detectioasikfhile maintaining the same de-
tector coverage, therefore, the same effectivity. Funtivee, the segmentation of the three AC
groups is now better adapted to the detector positions. , Thalse new geometry, only its top
part and possibly also the HED can be used for coincidenatien for the LED. Different
AC thresholds have also been implemented: 300 keV for the ld&@1 MeV for the LED.
All these improvements allowed to reach a current AC ratetlierLED of 3500 counts/s,
corresponding to a deadtime o836 %, as shown in Figure 5.18.
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Figure 5.17:Snapshot from an ongoing Figure 5.18:Calculated deadtime of the LED at different
simulation with CXB photons. AC count rates and for different readout times.

Earlier simulation studies for the CXB induced backgrounalgd that almost all remaining
background counts were due to high-energy CXB photons whachenter the FPA through
scattering on the topsée Fig. 5.1y A collar of graded shield was eventually introduced on the
top of the AC Gee Fig. 5.1)pto prevent these unwanted events. This helped to reduceXBie
component of the background by over 50 %.

The values for the total background, resulting from simarfa with the new geometry are
(5.06 0.31) 10 “cts cm 2 s 1 keV Iforthe LED and (8.37 0.24) 10 “cts cm 2

s 1 keV Yfor the HED. The background composition compared to theipusvgeometry
versions is shown in Figure 5.22. These values are still @ltloe requirements but those were
originally derived for a near earth orbit and will be hard thigve in a highly elliptical orbit.
The impact on the sensitivity can be seen in Figure 5.20.

5.3.10 Simulated Observation of the Diffuse Cosmic X-rakgacind Spectrum

With a simulation that is almost identical to the one perfedto investigate the spectral shape
of the instrument background, it is now possible to give adyestimate of the outcome of
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an observation targeting the diffuse Cosmic X-ray Backgrowitien the calibration wheel is
turned to its 'open’ state, and only the photons from the CXBroare shot at the detector
and nally the instrument background fraction is subtractie result will be the CXB as seen
through the collimator aloneHg. 5.19 lef). Unfortunately, the geometric model does not
yet include an adequate representation of the mirror spaitéc also simulate X-ray focusing.
However, this simulation can still be used as a predictich@butcome of a measurement taken
during the short period, where the mirror spacecraft is nahé detector's eld of view. This
interesting situationKig. 5.19 righ} may arise whenever a satellite repointing is commanded
in order to observe a new target. The procedure involvesthstadjustment of the mirrors to
the new observation angle and subsequently the movemehe afdtector spacecraft along a
large radius, maintaining a constant distance to the mapacecraft, and nally its alignment
to the new line of sight. As about one reorientation per ddgrsseen during the mission, this
might prove an excellent time for calibration tasks and lgaoknd measurements.

The overall level of the ux in the spectrum depends, of ceursn the eld of view, re-
strained mainly by the length of the collimator. After baakgnd subtraction, a binning of 100
eV for the LED (HED: 1 keV) was applied to the resulting datanfrthe simulation. More or
less prominent lines can be identi ed in the spectrum 36 keV and 8 keV. These are X-ray
uorescence lines from Sn and Cu, triggered at the edges ofjithéed shield, which are not
covered completely in the simulation geometry. They arelyiko be generated so dominantly
only in the case of an open calibration wheel, where the eneidhe FPA is exposed to direct
radiation. The drop at the transition between the two spestiollowing the diminishing quan-
tum ef ciency of the low energy detector where it becomesasgarent at higher energies. The
excess at the high end of the HED spectrum is due to higheggpiiotons that are scattered
down to lower energies on interactions with the camera nadsger
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Figure 5.19: Spectrum of the diffuse CXB obtained in a simulated obsé@maof the empty sky
with no mirrors in front of the detector. Such a spectrum ddié measured during one of the many
repointings of Simbol-X (image courtesy of CNES).
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5.3.11 Calculations Regarding the Sensitivity of Simbol-X

The Simbol-X top-level scienti ¢ requirements ask for a Iren-axis sensitivity (3) of 10 14
erg st cm 2 keV linthe 10 - 40 keV range (for a 1 Ms observation of a source with
a power law of =1.6). With the results obtained from the above simulatibms now possi-
ble to give a substantiated estimation regarding this dsp&e minimum detectable ux with
each detector in photonss * cm 2 keV !is calculated according to Equation 1.7 from
the introduction of this thesis with parameters that araitét in the following. The results
are plotted in Fig. 5.20. The required statistical signnca of a detectionn( ) was xed at
three sigma, the integration tinlg,; was setto 1 Ms, E was E/2. The assumed area of the
detection cellA4e: is 0.03 cnf, encompassing a fraction of= 0:5 of the source photons. The
calculation was performed using the effective area of tlest@peA. (E) provided to the sim-
ulation group by G. Pareschi. The quantum ef ciencigs(E) are taken from the simulations
in Section 5.3.2 and the overall estimated background uthetwo detectors$3;.o, is that of
the newest simulations.
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Figure 5.20:The minimum detectable ux, using the Simbol-X detectorheTurves are generated
with the projected background level (0.0002 courgs' cm 2 keV 1) and the results obtained in
this work. An observation time of 1 Ms was assumed. Detectadti@e is not accounted for. The
approximate curves of the XMM-Newton pn-camera and the latd@GRI instrument are shown
for comparison.

This usual form of presentation allows to compare the seitgito that of other instruments.
From the data it is apparent, that Simbol-X will - with the geat level of background - be
about two orders of magnitude more sensitive in its nominargy range than the currently
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own instrument ISGRI on board of the Integral satellite. ame is true for the Suzaku HXD
and the SAX PDS that have a sensitivity only one or two timatebéan ISGRI. The level of
ux sensitivity will be over the whole energy range around $@hotons s ' cm 2 keVv 1,
which is still a factor of two better than the NeXT Hard X-ragdger.

In addition, this sensitivity can also be expressed in ufitsnergy by a simple conversion,
accounting for the respective photon energy. Plots of tmeeed data are shown for the LED
and HED separately in Fig. 5.21, allowing the conclusiort tha scienti ¢ requirements on
sensitivity are more than ful lled.
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Figure 5.21:Estimated sensitivity for the LED (left) and HED (right) ngithe projected background
(lower curve) and the background results from this work. Asarvation time of 1 Ms was assumed.
Detector deadtime is not accounted for.

5.4 Discussion of the Results

In a kind of retrospective on the history of the simulatiomiesnment, it is interesting to observe
how the predicted background changed over time with theutieol of the geometric model
used in the simulationssée Fig. 5.22 and also Fig. ».Zhe comparison shown here was ob-
tained in a re-simulation of the older geometries with theewst simulation environment. While
the background due to the CXB photons remained roughly the $anall geometries, the pro-
ton induced background changed signi cantly. These diffiees can be mainly attributed to the
modi cation of the AC detector geometry. While in versionsecend two the AC had a larger
total surface, resulting in about two times more AC countséh that of the current version,
version two introduced an enhanced AC material thicknessvears therefore able to detect
protons up to higher energies with respect to version one iifiplementation of the correct
material composition of the HED detector electronics @eplg an assumed mix of Cu and Au)
below the HED in the transition to the current version added #s small contribution to the
background. Beginning with version three, a representaifdahe rest of the detector space-
craft was introduced and the detector geometry was made maoé compact. Both measures
resulted in more materials being actually placed closeneadietector. On interaction with the
cosmic-ray protons, these materials act as strong sourteskground. However, not only the
geometry changed over time but also the physics processewéne taken into account. From
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the rst attempts with only electromagnetic interactiongdday's complex physics and particle
lists (Tables A.3 and A.2 in the Annéxvith all kinds of hadronic interactions and radioactive
decay, the Simbol-X environment has more than once underg@omplete renewal.
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Figure 5.22:Comparison of the latest background composition to thatrevipus geometry ver-
sions.

The simulations presented in this chapter have highlightedf the Simbol-X instrument
design issues from a point of view concerned mostly with tekiground level and its compo-
sition. The results presented in the sections above andresoany smaller advancements that
paved the sometimes rocky road for today's simulation emvitent were well received by the
SPST group. Also other scientists involved in the eld hatiewn interest and were appreci-
ating them. As stated before, the simulations provided aaldé and solid basis to important
decisions regarding the design of the mission. Furtherntibessimulations have shown, that an
active anticoincidence detector around the two main deteds absolutely required to achieve
the requested low background.

With their accuracy, correctness and reliability now pbea several occasions, simulations
performed within this simulation environment provide ague opportunity to test and evaluate
different geometries and detector concepts without hatdraarry out actual measurements on
time-consuming and expensive prototypes.

The next steps will also include the addition of the mirroacgcraft to the geometry. With
an environment that contains both satellites, the impodanf focussed low energy protons can
also be estimated with simulations. Ultimately, the misraiill allow to simulate the normal
observation of X-ray sources and the quality of the imagmthe presence of all kind of back-
ground. In a few years maybe, the outcome of scheduled adis@ng (images and spectra) for

Simbol-X can be simulated before they take place on the ldisia upgraded version of this
environment.



CHAPTER6

Simulation and Measurement of X-ray Fluorescence Backlightfom CdTe

X-ray uorescence photons that are generated by matenals focal plane assembly, close
to a detector, have serious effects on the overall instramackground. Due to their origin,
they affect the background only in particular areas of theater and only in certain spectral
regions, making it dif cult to compensate for their effeat the scienti ¢ data. In the design
of the Simbol-X focal plane, the prevention of detectabler@scence photons is consequently
a crucial objective. In Chapter 3 it was shown for the pn-cantgrXMM-Newton that their
intensity and distribution can be reproduced with the satiah environment. Simulations are
therefore an effective tool for camera designers as theyhegmto reveal sources of uores-
cence and to optimize the geometry in order to avoid or shiredch.

However, the position of the Simbol-X High-Energy DetedtdED) and its associated read-
out electronics must be directly below the Low-Energy Diete(t. ED) (see Fig. 5.16 Already
early in the design phase it was therefore discussed howubeescence from the HED would
in uence the LED, if at all. A thin foil of yet unde ned mateai is foreseen between the two
detectors to absorb these uorescence photons, but alsevemt electronic crosstalk between
them. This is essential because of the high frequenciesaltatyes that are applied.

The results of an experiment that attempts to rst simulaie then measure the in uence of
the HED onto the LED via X-ray uorescence are presented is thapter. The experiment
aims to give an estimate on the intensity of these photoraivelto the overall instrument
background. It was prepared and performed in a vacuum tastobr at our institute. This
setup is usually used to operate a small 664 pixel prototype of a DEPFET matrix detector
for the wide eld imager of the XEUS mission. Although constted for measurements on
photon pile-up and noise, it could easily be extended foriubeescence measurement.

6.1 The Experimental Setup

The experimental setup is located inside an aluminum vactauk which features various
anges providing sealed access for cables and manipulésess Fig. 6.1, left Through the
ange on top of the vacuum vessel, a cold nger allows to castrite setup on the inside to a
helium compressor cooling system on the outside. This ewdr is connected via thick heat
conducting copper wires to the copper cooling mask thatsascthe ceramics board carrying
the DEPFET matrixgee Fig. 6.1, right A constant temperature of -40 1 can be main-
tained using a heater coil with adjustable power.
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Cut-outs in the cooling mask at the position of the detectomaillumination with two>°Fe
sources. One of them is installed on the front side (side Wiéhreadout structure) and the
other on the back side (photon entrance window) of the datedthe front side illumination
is usually used for calibration purposes and noise measnengee Section 6.1.1 belgwut
is in this case not of interest. On the back side an additi&H&lm source has recently been
installed for this uorescence experiment. This source #r&P°Fe source already present at
this position can be switched on and off separately or jpioyl means of an rotatable cover.
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Figure 6.1:Lab setup for the measurement of the CdTe uorescence liaasgan from the outside
(left) and through the removed front from the source posifright). The photos in this section were
taken by M. Martin who operates the lab setup at IAAT.

An aluminum slider, which is mounted onto a linear manipadat inserted behind the cool-
ing mask at a distance of 2.8 cm from the front side of the DEPFET matrix. With its hehe
experimental setup can be easily altered from the outsitle.slider can be moved in the hor-
izontal direction and be arrested in three prede ned pasdi In this way, different materials
can be positioned behind the detector. The rst positiorheslain 1 mm thick aluminum of
the slider, the second has an additional layer of ceramigstsate, which is the same material
that holds the detector and its surrounding electronics. thind position, however, is intended
to simulate the Simbol-X case where the high energy detéctmrlow the low energy detector.
For this purpose, four CdTe crystals that were kindly prodidg CEA, Saclay, are attached to
the ceramics with a Kapton polyimide tapseé Fig. 6.2

As the quantum ef ciency of the DEPFET matrix is already mgigle at the high energies of
the photons from thé*!Am source (59.54 keV), it is transparent for this kind of editin and
they will pass right through it. When the source is turned @tkiground measurements with
the detector in all three slider positions will thus show therescence lines from the different
materials behind the detector (along with the low-enenmggdifrom***Am above 13 keV). The
impact of the HED on the LED background can be estimated this w
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Aluminum Slider

CdTe Crystals Ceramics
Board

Figure 6.2: The aluminum slider holding the ceramics substrate andabte €dTe crystals (left).
View of the assembled setup through a ange in the side (Yigite***Am source is later positioned
on the right from where it illuminates the cooling mask, @ébe and slider, which are seen edge on.

6.1.1 The DEPFET Active Pixel Sensor Matrix

The DEPFET matrix used in the lab setup is an array of DEPFEdI{as introduced in Chap-
ter 4 for the Simbol-X LED that are integrated onto a monolithic silicon bulk with goon
back contact. In each row, the gate, clear and cleargateasruf the individual pixels as well
as the sources of all transistors within one column are adede By applying the correct volt-
ages to the common gate contacts of a single row using thelsvg 6ee Fig. 6.3, lejt it can
be selected (turned on). The measured voltage changes @ouhee nodes then correspond
to the number of trapped electrons in the internal gate ottimeently active row (Treis et al.,
2005).

This matrix prototype consists of 64 64 pixels with a size of 75 75 m?. In contrast to
the Simbol-X LED, no drift rings are implemented around trensistors in this matrix. The
total sensitive area amounts to 4.8.8 mnt and is integrated on a 450n thick silicon bulk.

The spectral resolution at -4QFWHM of the®>Mn-K  peak in the single-events spectrum)
is about 130 eV. Due to the large thickness of the device amdtall pixel size, the fraction
of single events is reduced in back side illumination, mghktrdif cult to collect a suf cient
number of singles for gain determination. This is the reagloy front side illumination results
in a slightly better spectral resolution. It is also implertezl in our lab setup, although the
spectra for back side illumination with this kind of DEPFETatmx show a better peak-to-
background ratio because the front side illumination bamlgd is dominated by partial events
due to the structures on top (Treis et al., 2006).
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Figure 6.3: Close-up on the central area of the detector (left). The EIPRatrix and the ICs
that are necessary for operation and readout are visiblamplised functional block diagram of
the lab system setup is shown on the right. The power supfslasprovide the many different
voltages necessary for the operation of the detector ar@etamcontrolled via a General Purpose
Interface Bus (GPIB). The sequencer generates the digitéta@ signals that con gure and drive the
switchers and the CAMEX via the FPGA on the XBoard. The Anatwdpigital Converter (ADC)
converts the CAMEX output into 14-bit values that are retdrire and stored on the experiment
computer.

6.1.2 The CdTe-Crystals

Four CdTe crystals are used in this experiment. They areipostd on top of the ceramics with
Kapton tape on the aluminum slider as shown in Fig. 6.2. Esgdtalis4 4 2 mn? large
and has a mean density of 5.85 gfcnThey are totally unprocessed material samples, which
means that there is yet no pixel structure on the surfaceecfrystals and no connection to the
readout electronics below them.

Allthe K and K uorescence emission lines of Cd and Te are well above thenubgtec-
tion threshold (which will be around 15 - 20 keV) of the SImOLED. Thus, only the L-shell
emission lines between 3.1 keV and 4.5 keV can be measurdikisdtup. A separate sim-
ulation has been performed with CdZnTe which was also an ltiothe HED material and
the Zn-K and K lines are well in range at 8.6 keV and 9.6 keV, respectivege(Table 6.)1
Unfortunately, no prototype crystals of CdZnTe were avaddal the time of the measurements.

Table 6.1:Energies [eV] of selected X-ray emission lines (Bearde6,7).9

Element] K 1 K > K1 L 1 L > L 1 L > L1
30 Zn 8,638 | 8,615 | 9,572 | 1,011| 1,011| 1,034 - -
48 Cd 23,173| 22,984 | 26,095| 3,133| 3,126 | 3,316| 3,528| 3,716
52 Te 27,472\ 27,201| 30,995| 3,769 | 3,758 | 4,029| 4,301 | 4,570
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6.1.3 X-ray Sources

Two radioactive sources?Fe and®**Am, are used in the experiment to illuminate the detector
and to create the uorescence emission from the materidigy Bre both located on the back
side of the detector at a distance of 9.5 cm and can be adivat®idually by a rotation manip-
ulator that allows to turn a shielding wheel positioned onfrof the sources inside the vacuum
setup.?**Am has a half-life of 432.6 years and the source had at the dinmeeasurement an
activity of 2.84 10° Bqg. °°Fe has a much shorter half-life of 2.7 years and at the time of
measurement, this source had an activity of 1.920° Bq. While the®°Fe source produces

a signi cant count rate above the background at the Mn&hd K energies, the detector is
almost transparent to the high energy photons originatiom the?*1Am source.

6.2 Simulation of the Experiment

For the simulation of the experiment, the same environmenfoathe XMM-Newton and
Simbol-X simulations is used. Only the most crucial compusef the setup have been in-
cluded into the geometry for the simulation of the experitn&@hese components are described
in more detail below and their arrangement can be seen inréi§’b. If switched on, the
sources emit photons of a chosen energy in the directionredDE#PFET matrix. If the photons
are not absorbed in the detector material, they interadt thg materials on the slider behind
the detector and can there be the source of uorescence iemisAll energy depositions on
the detector are registered by the simulation with inforamaabout pixel coordinates, time and
deposited energy.

Fluorescence yields for the K and L shells for the elementss 110 are plotted in Fig.
6.4; the data are based on Krause, M. O. (1997). These yiepadegent the probability of a
core hole in the respective shells being lled by a radiafwecess in the simulation. Auger
processes are the only non-radiative processes competimgmrescence for the K shell and
L3 subshell holes. For the lling of thedand L, subshell holes, Auger and Coster-Kronig non-
radiative processes compete with uorescence (Kortrigh)1). Only one curve is presented
for the three L subshells, representing the average of théd, and L3 effective uorescence
yields. It can be noted from the plot that the uorescencédgdor the L-shells are generally
much lower than those of the K-shells, which is important aly &-shell emission lines are
produced from CdTe in the energy range of the DEPFET matrizpnirast to the K-shell lines
from zinc in CdZnTe.

6.2.1 The Geometric Model of the Experimental Setup

The geometric model used to simulate the experimental setugists only of those components
that are close to the detector and crucial for the experirtega Fig. 6. A 450 m thick
silicon slab represents the DEPFET matrix, which is locatec& 1 mm thick ceramics plate
inside the 15 mm copper cooling mask. At a distance of 28 miedrbnt side of the DEPFET
matrix, the aluminum slider is represented by a 1 mm alumiplate on top of 1 mm copper.
The task of the copper in the real experiment is to shield thadtianal source included for
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represents an average of,lL,, and Lz effective cooling mask are left out of the drawing to achieve
yields (Krause, M. O., 1997). more clarity.

front illumination if it is not used. Program parameters o geometry code allow to switch
the ceramics plate and the four HED crystals on and off, thmsilating the different slider
positions. The material of the HED crystals can also be $wicfrom CdTe to CdZnTe to
simulate the uorescence in both cases. The crystals thessare positioned with 0.5 mm
gaps to represent their actual alignment on the slider.rToeation is also slightly offset with
respect to the center of the LED in order not to have the beartec&om the source coincide
with a gap. Not included in the geometry are the vacuum tesdtfjitthe necessary cables and
supporting structures as well as the 'Innenplatine’ pdrtécuit board.

6.2.2 Simulation of the X-ray Sources

The radioactive sources in the simulation are purely virtua they are not associated to any
material in the geometry. Both are positioned at a distanc@®tm from the back side of
the DEPFET matrix and emit photons into Bust as the real sources) with the center of the
emission coinciding with the center of the matrix. The sesrcan be switched on and off
individually, allowing to illuminate the setup with photsmf different energies. Th&'Am
source is simulated such as to imitate an activity of 2.840° Bg. With a probability of 35.9
%, it generates a photon with an energy of 59.541 keV, witlroaaiility of 9.6 % a 13.946 keV
photon and a 17.751 keV photon at 5.8 %. The other channelksoafydare not simulated. The
55Fe source has a simulated activity of 1.93.0° Bq, at this rate it emits with a probability of
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8.5 % a photon with 5.888 keV (Mn-Ky), with 16.9 % at 5.899 keV (Mn-K;) and with 3 %
at 6.490 keV (Mn-K 14+3). Also in this case, no other decay channels are simulated.

6.2.3 Data Generation and Storage

The only sensitive detector in this simulation is the siicab representing the DEPFET ma-
trix. Whenever a photon undergoes an interaction within Wo&ime, its deposited energy is
registered and pixel coordinates are reconstructed frarptsition of the interactions. The
elapsed simulation time, the energy and the coordinatest@ared in arrays that are written into
a FITS- le at the end of a simulation run. In this simple cas@ @hoton emitting source, the
elapsed time can be calculated from the generated numbenwdny photons via the activity of
the source. After the simulation, the FITS- le is processaede more, whereas additional ags
and information are supplemented in order to create an kstehtit matches the format of those
returned by théhllsassoftware that is applied to process the measurements. dmthy, both
kind of data - simulated and measured - can be analyzed lateitb the same IDL-routines.

6.2.4 Simulation Results

Six simulation runs have been performed in tosdd Table 6)2 three with the?*?Am source
and the other three with ti®Fe source. For each source, the slider was set to the 'cesamic
only' position in the rst run, then in the 'CdTe' position and the '‘CdzZnTe' position in the

nal run. An event-list was generated each time, contairtirgyrecords of all energy deposited
in interactions within the DEPFET matrix.

Table 6.2:Overview of the simulations performed for the X-ray uoresice experiment.

No. | Slider Position| Source(s) Duration

01 ceramics Fe | 754.571 ks
02 ceramics 241Am | 902.527 ks
03 CdTe SSFe | 754.571 ks
04 CdTe 241Am | 902.527 ks
05 CdzZnTe SSFe | 754.571 ks
06 CdznTe 241Am | 902.527 ks

The simulated duration amounted to 902 ks for simulatiofsguthe 24!Am source and to
about 754 ks for those with thi®Fe source. From the event-lists, spectra were generated by
sorting the data in 10 eV bin histograms. Figure 6.6 showsdlayant region for uorescence
lines in the exemplary spectra from simulations #4 and #6caksbe observed clearly, the L
and L lines from Cd and Te are generated by the code and detecteglraietbpective energies
(see also Table 6.1 aboveThe background continuum consists of the energies digubsi
the DEPFET matrix by scattered photons. It can be subtrdatedon with the help of simu-
lations #1 and #2. The energy resolution of the detectortisintulated in the plots shown here.
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Figure 6.6:Spectra generated from the simulation runs #4 (left) andigbt] with the®**Am source
(linear energy scale). The plots show the relevant regiorhie expected uorescence lines from
Cd, Te and Zn. They can be identi ed above the continuum diteczd photons.

No spatial inhomogeneity of the events constituting theraszence lines could be found
in the analysis. They are equally distributed among thelpigé the simulated matrix. It
was originally assumed, that the arrangement of the CdTeaatsywould be re ected in the
distribution of the uorescence photons. However, this @ the case due to the distance (26
mm) between the crystals and the matrix.

6.3 Description of the Measurements

The measured data described in this section were collegtdd. Martin who operates the
DEPFET matrix setup at IAAT with the experimental setup expd above. A total of ten
datasets were obtained with different experimental coragjons concerning the position of the
slider and different source parameters. An overview of teasarements used in this analysis
is presented in Table 6.3. Due to data storage limitatidresdtiration of a single measurement
was limited to 8 minutes; longer measurements could only be achieved bingiseveral
datasets together.

Table 6.3:0verview of the measurements performed with the X-ray soence experiment setup.

No. | Slider Position| Source(s) | Duration
02 | empty (Al/Cu) - 477.19 s
03 | empty (Al/Cu) 5Fe 475.07 s
04 | empty (Al/Cu) | >**Am + °Fe | 476.59 s
09 | empty (Al/Cu) 241am 476.08 s
05 CdTe - 477.19 s
06 CdTe 5SFe 475.58 s
07 CdTe 241Am + %5Fe | 476.08 s
08 CdTe 241Am 478.14 s
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Spectra between 0.2 keV and 20 keV of the measurements #8g##Baare plotted in Figure
6.7. A logarithmic bin size of 0.0396 (252 bins/decade) is used. The different colors char-
acterize events with different patterns. The grey areaaddtal ux on the detectomcluding
also invalid eventsSelected spectral features that can be noticed in the theesurements are
explained in the following.

In measurement #3, only tRéFe source was active and the slider was set to the empty (only
Al/Cu) position. In the spectra of valid events (singles tadjuples) the Mn-K and K lines
are clearly observable. Lines at twice their energies atectied in the spectrum from multiple
events. These are generated when multiple photons hitexttjpexels on the detector during
the integration time of a single frame, thus generapag¢fern pile-up The Si-Escape-Peak is
visible around 4.16 keV. It corresponds to the energy of adetl Mn-K photon minus 1.74
keV, which are lost due to an emitted silicon uorescencetpho

During the measurement #7, both sources were active and ffe c@gstals were positioned
behind the DEPFET matrix. In the resulting spectra, the Npahd L lines from the ameri-
cium source are detected at 13.7 - 14 keV and at around 17 kepectively, mostly in the
double, triple and quadruple events. Fluorescence emi$ésim the copper cooling mask can
be detected at 8 keV, which is also prompted by the high erngyons from americium.

In measurement #8, ti€Fe source is shielded by an aluminum cover in order to illaign
the setup only with the americium source. Obviously, eissteaylight photons from the’Fe
source used for front illumination (which is only coveredtbyg slider) still reach the detector or,
more likely, uorescence photons triggered on the vacuusinga(see Fig. 6.7, bottoin The
lines are still clearly visible, though reduced by a factor c400. Due to the ner resolution on
the y-scale in this plot, the Cu-Kemission line from the cooling mask is also resolved at 8.9
keV. In this representation, however, no hints on the uoesge emission from CdTe can be
detected. A result, which can be attributed to the low gteisn the range of interest between
3 and 4.5 keV gee Section 6.4 below

6.3.1 Data Selection and Processing

For further analysis of the measured data, the events ofesborements are ltered separately
with the following criteria: PATNEVT- ag=1 (only single events) and STATYPE=0 (no
split-patterns, no pile-up, no out-of-time events, no Mif2rgs, no partial, detector rim or re-
emission events). The remaining events of each measuremreetiten used to generate spectra
that can be compared against the results from the simugation

6.4 Comparison Between Simulated and Measured Data

Figure 6.8 allows to compare the simulation result for CdTeegults from measurement #8
in the range of interest between 3 and 10 keV. An energy résolof E/E = 0.2 has been
assumed for the simulation of the line widths. A binsize ofeM0is used for the simulated
and 100 eV for the measured data. As the copper cooling maskdtdeen included in these
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particular simulations, the Cu-Kand the Cu-K line can only be seen in the measured data.
Furthermore, the not completely shielded Mn-End Mn-K line are still visible, as was men-
tioned above. The background in the measurement is compoagdly from undetected split
partners of split events from these Mn-Lines. This deteeffact is not included in the sim-

ulations and has a strong impact on the experiment, givew#ak intensity of the simulated
lines.

10.000 E

1.000

counts/s/cm2 /keV

0.010 g

0.001

Energy [keV]

Figure 6.8: Direct comparison between spectra generated from sironlatin #6 (blue) and mea-
surement #8 (black) with tHé*Am source. The plot shows the region for the expected uaase
lines. They can be identi ed in the simulations above thetitmmum of scattered photons (a=
b="). The high background in the measured data is composedyrdinhdetected split partners of
split events from the not suf ciently shielded Mn-K lines.

The simulated spectrum shown here corresponds to a measnire®02.5 ks, the measured
data covers 478 s. From this plot, it can be calculated (uBimgation 5.5) that at least an
observation of 21 ks would have been necessary to detectaseprominent Cd-L, Te-L
or the Te-L 1 emission lines at their respective energies with a sigmaaof 5 above the
measured continuum.

6.5 Discussion

For the next set of measurements, a different, vastly irgg@xperimental setup will be used.
In line with the progress of the Simbol-X phase B, a Science a&ion Model (SVM) will

be assembled at IAAT. The model will contain a working quatiat the Simbol-X LED with
correctly dimensioned pixels and one operational Calistduteof the HED with only 1 cm
distance between the two detectors. It will be used to cortheir scienti ¢ performance and
to collect for the rst time experience with the two detectavorking together in one camera.
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With this setup, the uorescence measurements can be epaatier much more realistic con-
ditions. By then, also longer measurements and better ghgetd the materials and sources
inside the setup will be possible.

For future simulations, it is foreseen to integrate the gadiive decay module that is an
add-on for the GANT4 toolkit. It will then, hopefully, be easier to simulate thecessary ra-
dioactive sources.

The results from the simulations have shown that the respeatensity of the L-lines from
Cdand Teis around 7 10 ° counts/s for thé*XAm source with an activity of 1154 Bq towards
the solid angle containing the area of the DEPFET matrixhWie HED 1.6 cm closer to the
LED in reality than in this experiment, this count rate wiltrease a bit more. As was reported
in Chapter 3, the simulations for the pn-camera of XMM-Newtemded to underestimate the
actual measured ux of the uorescence lines. This effedbjck will be investigated further,
must also be taken into account here.

For scienti ¢ observations with Simbol-X, the contributiof these lines is, however, negli-
gible as the sources observed are several orders of magifdimter than the radioactive source
at energies above the peak of the LED quantum ef ciency. 8e al?*!Am source is foreseen
on board of Simbol-X in the calibration wheel, one might b&eab observe these lines in the
calibration spectra, depending on the exposure time.



CHAPTER7

The Simbol-X Event-Preprocessor

In Chapter 5 it was shown that the Low Energy Detector (LED)iail&®I-X has to be read
out with a very high rate (about 4000 Hz or 8000 Hz with doubleMEAX readout) in order to
avoid a large deadtime. However, each frame contains irdbom about the energy (14 bit),
the position (14 bit) and occasionally the time (32 bit) oégvsingle one of its 16384 pixels
- whether they are hit by a photon or not. Thus, a constant atmafu(14 + 14) 16,384
8,000 = 3.670 Gbit of information is generated by the LED g\s&cond - a rate that exceeds
the capabilities of the telemetry or the foreseen data geodevices by far. In order to solve
this problem, an on-board Event-Preprocessing chip (E¥R)roduced for each LED quadrant
between the Analog-to-Digital Converter (ADC) output of thetettor and the interface to the
Event-Processing Electronics (EPE) of the spacecrafpultsose is to select only valid photon
events by Itering the data with criteria explained in théldaving. This way (depending on the
actual brightness of the sources in the FOV), only the few téresired events per second will
be transmitted.

This chapter gives a functional description of the EPP, tvicdeveloped in collaboration
with the electronics lab at IAAT. First results on the penfiance of the EPP are also presented.
These were obtained with a testbench setup that was creatbd course of this thesis and
which simulates all necessary peripheral devices like #tealor, the EPE and the sequencer.

7.1 LED Electronics Overview

The LED assembly (LEDA) consists of the four detector quatirand their dedicated front-
end electronics. Each quadrant is connected via bond worésur ASICs: two rst stage
ampli er chips (CAMEX), that are connected to pairs of pix&lem two lines, as well as the
gate and clear switchers. Figure 7.1 shows a block diagratheoE EDA and its associated
electronics. The 64 analogue values of pixel charges tleatead out in parallel by a CAMEX
are transmitted serially from the CAMEX to a 14 bit ADC. The egieg raw energy values
are then further transmitted to the EPP, where several aataations are applied and valid
events gee belowy will be identi ed and passed on. The output of each quadsd& PP is in
turn delivered to an interface controller (IFC), which hagaad (SpaceWire) connection to the
EPE.
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Figure 7.1:Functional block diagram of the Simbol-X low energy deteetssembly (reproduction
of a gure by E. Kendziorra). Surrounding the quadrants & LHED (Q1 - Q4) are the CAMEX
ampli ers and the gate- and clear-switchers necessaryherselection, readout and clearing of
one line. Each CAMEX needs its own ADC to digitize the data amchedetector quadrant has a
dedicated EPP and sequencer (SEQ) unit to operate indagBnakthe others in case of a device
failure.

7.2 Tasks of the Event-Preprocessor

The main task of the EPP is to correct the raw energies for cmmmode noisedee belowyand
also the dark current amplitude of each pixel (offset) hdseteubtracted. The gain (conversion
from number of electrons to ADU) for each pixel is slightlyfdrent, thus, each pixel amplitude
has a different energy scale. Due to this fact, individualdoamplitude thresholds have to be
applied to distinguish between signal and noise. Finallglid pixel patterns are Itered from
the data.

The operations are performed in the following order:

offset correction

An individual offset amplitude, which is afterwards sulsted, is determined for all pixels
by the dark current generated during the integration tingk farther electronic offsets.
A matrix containing these offset values for all pixels of aadtant is calledbffset map
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The offset map can either be calculated on board from clotedwheel observations or
uploaded to the EPP from ground by command. The Most Signt &it (MSB) of the
map is used as an indicator to ag the pixel as bad (not to begased further). This
agging is always done by commands from ground.

MIP/mis t rejection
A minimum ionizing particle (MIP) usually creates a track lat pixels in one frame
corresponding to a projection of its incoming direction.eThean energy loss of MIPs is
1.5 MeV cn?/g. Therefore, a MIP deposits in the LED at least 78 keV in drel§450/2

m 2.33 g/cnd (density) 1.5 MeVcn?/g). As this is far above the energy range for
photons to be measured Q0 keV), at least one pixel of a MIP track is typically above a
high amplitude MIP-threshold or will have triggered the oge ag of the ADC. These
pixels and all adjacent pixels will be excluded from furtpescessingMis t events occur
when photons hit a certain pixel during the short readoue tinterval between signal
sampling and baseline sampling. In this case the baselithdavhigher than the signal,
resulting in a negative value of the pixel amplitude. Sucbnés can also be rejected or
simply corrected.

common mode

The ampli ers within the CAMEX are not compensated for changetheir own supply
voltage. Thus, a small variation of the supply voltage wélise notable changes in the
pixel amplitudes. As the 64 pixels of one line are converteditaneously in parallel, the
same supply voltage change is seen by all 64 channels, gahgisame offset in all pixel
amplitudes. Thigommon mode noisean be effectively removed by the EPP with a lter,
where the median value of all pixels of a line is subtractedhfthe pixel amplitudes.

valid pattern recognition

Due to the widening of the charge cloud, electrons from owenming photon are some-
times collected in more than one pixel, if the event occunear a pixel border (so called
split event3. This occurs in about 35% of all events for the Simbol-X LE®Dtptype
and depends strongly on the pixel size and potential shBpeechner, priv. comm.
The valid event patterns that can result from this processhown in Fig. 7.3. Other
connected pixel patterns are rejected by the EPP as invalid.

event ltering

Only information from valid events will be passed on to theEEBr further transmission
to ground. Valid events must meet all the following requiesits:

- pixel has an amplitude above a lower threshold

- pixel is not agged as bad

- pixel is not a MIP event, adjacent to a MIP event or a mis tm@ve

- event has a valid pixel pattern
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7.3 On Board Event-Preprocessing

The current design of the EPP is based on a pipeline concgigeian FPGA, which intercon-

nects the digital output of the ADC with the input of the iriégere controller of the EPE. RAM
memory holds the various lookup tables for the offset mamstaresholds. In the following,
the details of the digital event-preprocessisgd also Figure 7)2re explained.

7.3.1 Pixel Correction Unit

The output of the CAMEX analogue shift register is convertgdall4 bit ADC. These dig-
ital energy values for each pixel enter the EPP pipelineutjinca FIFO-buffer. They are rst
marked with their corresponding pixel coordinates and {hess on to the following units. Each
processing step of the pipeline takes an amount of inZ s for a complete line of 64 pixels.

The pixel offsets are stored as 16 bit words in an external RAd.each pixel, an individual
offset is subtracted. A new offset table can be calculatechfraw event amplitudes on board
or uploaded from ground. The most signi cant bit of the offtable is used to ag pixels as
bad. The MIP- ag is applied to those events that after theeifEubtraction still have energies
above the MIP-threshold and the mis t- ag, respectivetytthose with energies below a certain
mis t-threshold. All pixels then pass on to the common modeection.

7.3.2 Common Mode Correction Unit

The common mode is corrected by subtracting from each piel lme the median of their
energy values. In order to calculate the median, a wholeisirsecumulated within an inter-
nal register. Pixels with badpixel-, MIP- or mis t- ags aexcluded from the median location.
Finding the median with only the basic digital logic of an FR{ the short available time-
frame is quite a challenge and a special algorithm that avbie usual sorting and rearranging
of the energy values has been devised in cooperation witbhar& of IAAT for this purpose:

At the basis of the median algorithm is an array of 6-bit ceum{the length of the array cor-
responding to the numberof not already excluded pixels in the respective line) thates for
each pixel the number of pixels in the same line with a largéisét corrected) energy value.
This array can be lled by having comparators (one for each pixel) and multiplexingnin
clock cycles through the line, thus changing the pixel cammg@&o, increasing, as the case may
be, the value of the counter. The median of the energy vatudgeen the value whose counter
registeredoor (n=2) larger values in the line. In the case when two or more pikeine line
hold the same energy value, such a value does not exist antkitian value is then to be found
at the position of the next smaller counter value. This reigarsearch can take another 32 clock
cycles at maximum, when all pixels of the line have the sameaid energy values.

Finally, the correct median is subtracted from each pixdhefline and a constant value is
added again in order to avoid negative values. This impléatiem of a fast median locating

1Field Programmable Gate Array - a chip that can be con guréd arbitrary digital logic
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algorithm in hardware will be presented at the SPtBnference on astronomical telescopes
and instrumentation in Marseille in June (Schanz et al.8200

7.3.3 Energy Threshold Analyzer Unit

Each pixel of the LED has its own preampli er and all 64 pixelsa column are connected
to an individual CAMEX channel. Thus, the conversion betwssm amplitude in ADU and
amplitude measured with a common scale in ADU must be doneidudlly for each pixel.
This correction of gain variation and the conversion intoie¥ot done on board, but has to be
performed on ground.

Two different low energy thresholds are used to determia®tturrence of an event, whereas
the MIP-threshold acts as an upper event threshold. The iLBwent Threshold Analysis ags
all pixels with an energy above it as valid events, while thghdly lower Neighbour Pixel
Threshold is only used in the pattern recognition, when gacadt pixel is above the Lower
Event Threshold. This method is applied to allow better idestion of split partners that re-
ceive only a very small fraction of the total energy. Both #iv@ds are applied to all pixels at
this stage and the respective ags are set. Both threshoédslso con gurable individually for
each pixel from ground.

7.3.4 Pattern and Trace Analyzing Unit

In this unit, as in the Common Mode Correction Unit, the EPPya®a more than one pixel at
a time. To perform its task of distinguishing valid from itdapixel patterns, three complete
detector lines have to be available inside an internal tegisThe algorithm then searches
the middle line for pixels with one of the event ags set aneédks their surrounding eight
pixels for further events. As mentioned above, if the ampht of a pixel is only above the
Neighbour Pixel Threshold, but the pixel is adjacent to a&epwith energy above the Lower
Event Threshold, the pixel is considered a split partnehaft event. All valid patterns de ned
for the Simbol-X LED which are recognized by this unit arewhan Fig. 7.3. It can be seen
that a valid pattern ful lls the requirement of tting into 2x2 grid with no further surrounding
events. Therefore, all patterns that extend over three ammd nolumns or lines are considered
invalid. They can be agged and later Itered by applying pibgical operations on the event
ags (EFs) of the relevant eight pixels:

line analysis = (EF; 1 1_ EF; 1j _ EF; 1] )N (EFi+1;j 1 EFi+1;j _EFis1 i +1)
col. analysis = (EFj 1j 1_EFij 1_EFi+1;j 1)” (EFi 1j+1 _ EFijj+1 _ EFj+1;j+1)
invalid pat. = line analysis_column analysis (7.2)

I is the line number of the currently analyzed event and its column. The equation thus
expresses that an otherwise valid pixel belongs to an ohyelitern, if the three closest pixels
in the preceding and in the following line both have a valiérdv ag set (line analysis), or if

the three closest pixels in the preceding and in the follgndalumn both have a valid event

1The Society of Photo-Optical Instrumentation Engineers
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(column analysis). With the help of this equation, the patt@cognition is reduced to pure
logic evaluation for which an FPGA is perfectly suited andickihcan be accomplished in a
single clock cycle.

The method applied in this stage to identify the valid patéas signi cantly different from
the commonly used method of comparing each pixel patteimaviorary of valid patterns, us-
ing a DSP. It has also been co-invented by the author especially &8imbol-X EPP chip and
will be presented together with the common mode algorithohé8z et al., 2008). As the Iter
analysis is performed individually for each quadrant, somealid events, which are located at
the edge of a quadrant and spread over the quadrant bowsdaeealso transmitted if they ap-
pear as valid events in the individual quadrants. ThosetsVveve to be Itered later on ground.

Figure 7.3:Valid pixel patterns recognized by the Simbol-X EPP: 1) Breyent, 2) two singles,
3) double, 4) triple, 5) quadruple event. The EPP is also tablecognize these patterns if they are
rotated around the center of the depicted grids.

1)

Valid pixels that are situated adjacent to a MIP pixel musbdle agged as MIP events,
because they are most probably part of the MIP track or splitners of a MIP event. The
majority of MIP tracks will be rejected by the pattern Iteebause they do not match any of
the valid patterns. However, those that show equal patmmén the case of containing one
MIP ag event correctly agged as a MIP pattern, indicatirigat the pattern is not a valid X-ray
event but a MIP track.

7.3.5 Programmable Pixel Filter Unit

During the complete event-preprocessing procedure, th@viog ags, attributed to pixels,
can be set:

- Bad Pixel Flag

- Mis t Flag

- MIP Flag

- Event Flag

- Neighbour Event Flag
- Invalid Pattern Flag

IDigital Signal Processor
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Events agged as invalid can be Itered out at this stage atithastamp is added to the valid
data packets. In the normal operation mode, only pixel médion from valid events will be
transmitted to the EPE for further transmission to grounidofa few invalid patterns from the
borders of the quadrants may leak through the event lteris Thacceptable as long as their
contribution to the telemetry load is negligible. Theserggecan later be rejected on ground.
However, all valid event patterns have to be transmittedth&sixel Iter is programmable, it
is an option to transmit also events that are properly aggedvalid to the EPE (for statistical
analysis or anticoincidence schemes).

7.3.6 Generation of Housekeeping Data

During event processing, several different event courderused. Some are only needed in-
ternally within the EPP and some are also transmitted torgto0hese can be used to check
the correct behaviour of the EPP and to correct the transthé@vent rate for dead time. It is
today foreseen (but still preliminary) to count the numbkpiaels above their Lower Event
Threshold, the number of good pixels transmitted to EPE &wdthe number of pixels rejected
due to classi cation as MIPs.

7.4 EPP Testbench Environment

The Simbol-X EPP design has been developed in the hardwarzipkgon language VHDL.
The correctness of the design has been veri ed with a funatisimulation. A synthesis for
a Xilinx Virtex-IV FPGA has also been performed and a propatyhas already been built.
Equipped with a 100 MHz clock oscillator (which is in rangetbé allowed specs obtained
from the synthesis results), the design will take 1.92to process a line of 64 pixels. The
currently FPGA based EPP is connected to three lab computetiree USB modules that
allow to read and write data using a parallel bus interfa@ehBJSB module is connected to a
different computer, which all run the same testbench sa#tw@ne of them is used to simulate
the detector output, another one receives the output of e & laptop simulates the interface
controller used to upload tables or telecommarsg® (Fig. 7.4 and 7)5

The software, which has been developed in the frame of tkesighprovides the possibility
to send simulated raw energy information of single pixelth®nEPP and to receive the event
packets returned by it on another computer. The originaleagrgy information can be edited
by hand or read in from a prepared le. The software is ableispldy the output of the EPP
again and allows some operations for analysis. It also allmvcontrol the operation of the
EPP by switching certain units on and off or uploading newessee Fig. 7.5 The whole
testbench setup is stored in a 19” case that ts into a laboyatck.

7.5 Results of the EPP Tests

With the EPP running in the lab setup and the testbench pgrayidput data and receiving the
processed events, a lot of tests - for functional veri catémd on long term stability - were ac-
complished. Unfortunately, the conversion to USB data ptec&nd the maximum transfer rate
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Data Input EPP Testbench

EPP >

o
X UsB 3 Py 2
Parallel £ Command
é Computer

Data Output Xilinx Virtex IV Board

Figure 7.4: Block diagram of the EPP testbenchkigure 7.5: The actual lab setup with the three
setup. One computer simulates the detector outpeamputers and the EPP prototype in its case be-
the other one the interface to the EPE. A laptop lsw the laptop (T. Schanz).

used to send the telecommands (T. Schanz).

of the USB protocol is rather slow and cannot handle the macgslata throughput mentioned
at the beginning of this chapter. Therefore, the data inpth@®EPP is now provided at only

0.1% of the foreseen Simbol-X rate, but the EPP is still psstty the arriving pixels with its
designated speed of below 2 per line. For the time being, this is absolutely suf cieot the
functional veri cation of the hardware EPP prototype.

The testbench software suite shown in Figure 7.6 consistsusfwindows: a master con-
troller (bottom right), the input editor (left), the outpabnsole (top right) and the command
controller (bottom middle). In the gure, the input editoirdow shows an input frame as it is
typical for testing. The frame contains the logo of the IAATased by all kinds of noise and
distortion, which the detector or its readout electroni@g/mroduce. It can be sent to the EPP
inside the Virtex-IV FPGA board by the data input computdre EPP then processes the data
and sends event packets to the data output computer. Tipstasitnally visualized in the data
output window of the output console. The frame is clean fraw distortion, only valid data
has passed the Event-Preprocessor.

The software not only generates and visualizes the testlolatalso automatically compares
input and output data frames to each other with the help ottimapare quadrants’ function in
the user interface. This function allows to display andestdt differences between two frames
in a human readable le. The software is designed in a way rdvaframes from measurements
with a real detector can also be sent to and processed by t@HldRving a comparison between
the EPP and the software used by the HLL for event procesbkiogever, this comparison has
not yet been performed, while in the current version of thé® ER tests have shown that its
mode of operation complies with all the requirements for idjiet device given in the previous
sections.
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Figure 7.6: Screenshot of the in- and output of the running EPP testbefibé input data frame
contains all sort of pixel structures including events abithe MIP threshold and different common
modes in various lines. These are all detected, agged atadlet! from the remaining 'scienti c'
data by the EPP, which is returned to the computer. Note lleaddta shown in this gure is not the
least close to the data expected in orbit, where, dependhineosource and background intensity,
only very few frames contain a valid event at all.

In order to test the telecommand interface of the EPP, thevaod is equipped with a com-
mand controller window. This feature allows to send singienmands and addresses to the
telecommand interface of the EPP and can also process lesiting batches of commands
as is necessary for the upload of new tables. The EPP alloa@tinol its modes of operation
by these telecommands and its different modules can alswitéhed on and off. During the
upload of a new offset table or threshold map, the EPP is pat'program’-mode where all
incoming data is agged as bad and thus no event packets axerajed. This is done as a
precaution to avoid processing one part of a frame with tHeaal the other with a new table.

Special effort was made to test the correctness of the imgaiéed median calculation. For
this purpose, a study was performed at our institute in daleompare the results of a software
version of the median counting algorithm for randomly lladrays to thenedianfunction of
Perl and to the sorting algorithm applied in the data processitiggoE PIC pn-camera. Neither
in this study nor in the tests with the running hardware deeould any discrepancies from the
expectations be found. Also, the precise application ofoffeet maps, individual thresholds
and the effective functioning of the invalid pattern Iterene con rmed.

IpPerl is a general-purpose programming language used fodenange of tasks including system administration,
web development, network programming, GUI developmeunt, et
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To summarize, it can be noted that with the current versiah@EPP hardware, the results
of all tests turned out as projected and the EPP is now worasntended. The testbench
environment was a vital part of the setup during the devetagrand is absolutely necessary to
perform all the required tests on the device.

7.6 Discussion and Outlook

As stated above, the testbench made ef cient developmehtemting of the EPP for Simbol-X
possible. On board event-preprocessing is de nitely rnesgliio reduce the huge amount of data
generated by the LED down to only few tens or hundreds of neimgievent packets every
second, depending, of course, on the sources in the elde@nd the background strength.
This considerably reduces the demands for the on boardgst@mad telemetry capacities. In
addition, the EPP plays an important role in background ctodn, as invalid patterns and -
more important - the MIP events created by particle intévastare agged. The rate of such
particle impacts was measured to be about 2.2 counts/sionthe MOS cameras of XMM-
Newton (Ferrando et al., 2003). Identi cation and removiahese events therefore lowers the
overall instrument background signi cantly. Furthermoo®unting and transmitting the rate
of particle impacts with the housekeeping data, makes sgiptesto estimate the current local
radiation environment. Collecting this information is natyconstituting an intrinsically mer-
itorious science investigation but can be valuable whegipglthe quality of the scienti ¢ data
obtained in a certain interval. It can also be used as a trigpelose the calibration wheel
in order to cover and protect the instruments when the imgdetis higher than a prede ned
threshold value.

The next step in line of veri cation will be the comparisontbe processed data between the
EPP and the software already in use at the HLL. However, bgttesis have been designed
with common speci cations to perform the same tasks - so mpr&@es are anticipated here.
With the intention to run functional tests with the EPP at fimput speed, another FPGA will
be added to the testbench. This device can then be programaintteslusual slow rate via USB
with a certain number of frames, whose pixels will then bagmaitted repeatedly to the EPP
at exactly the rate of the nal ADC output. The output of theFERIll be buffered and then
be transmitted via the foreseen SpaceWire interface tesibench software. A detailed docu-
mentation of the EPP will be available after the testing sta@s been completed.

During the development of the testbench it was noticed thigvice which can simulate and
reproduce the (already digitized) output of a detector isrg useful tool for the development
of detector electronics or event analysis software. Curanisetups for detectors in X-ray
astronomy require substantial machinery to generate avagbum and strong cooling. Of
course, one of the rare detector prototypes must also blabhaiHence, only few such setups
exist and the available experiment time is limited. With afntheap and portable device that
can generate the same output as the detector setup, eiestdenelopment for such detectors
would become much simpler. The device could be programme@ woftware user interface
with the properties of multiple sources (position, spattrtiming behaviour, etc.) and the rel-
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evant detector parameters (number of pixels, responsécemtbackground, noise and readout
cycle) and would nally generate the ADC output in an also gomable format. We are con-
vinced that such a exibleletector simulatowould be of interest for a lot of workgroups in this
eld. Mostly because of the fact that detectors and theime¢ygocessing electronics are often
developed in parallel - sometimes even at different inggu and the time of testing both to-
gether is therefore always limited, while the de nition ateérfaces usually happens quite early
in the progress. It is thus our aim to pursue this idea furthéhe near future, as it will also
contribute to the successful completion of the EPP at otitins.



CHAPTERS8

Simulations for eROSITA

The eROSITA (extended ROentgen Survey with an Imaging Tefss Array) instrument
consists of seven individual co-aligned X-ray telescopesch with its own camera and mirror
module Gee Fig. 8.1 Its launch is currently foreseen at the end of 2011 on btedRussian
satellite Spectrum-RG together with the all-sky-monitorBEYER (GB), the high-energy tele-
scope ART (Ru) and a high-resolution X-ray calorimeter. Tdhapter describes a simulation
study on the expected background of the eROSITA cameragnhdem on the selected orbit
and time of launch. First results of this study have beengmtesl at internal meetings and are
taken into consideration for the selection of the not yetdxabit.

+«—— ART-XC

< Calorimeter

Figure 8.1: Artist's impression of the eROSITA instrument on board the&rum-RG mission
(spacecraft drawing courtesy of MPE).
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8.1 Introduction

The concept of eROSITA (Predehl et al., 2006), which cossisseven Wolter-I telescope mod-
ules, is an heritage from three previous projects: the Gemmasion ABRIXAS (A Broadband
Imaging X-ray All-Sky Survey), which failed in 1999 due to alfunction in the power sys-
tem, ROSITA, a telescope which was planned to be installet®international Space Station
ISS, and a proposal to NASA for the SMEX mission DUO (Dark @nse Observatory) that
was based on a slight modi cation of the ROSITA telescopee plojected seven eROSITA
cameras will each carry one frame store CCD detecee (below, which is a further step in
technology derived from the pnCCDs of XMM-Newton. The numbksltells in the mirror
modules has been extended since the times of ABRIXAS by addirgh&lls on the outside,
thereby increasing the collecting power with a total of 54rorishells by a factor of ve at low
energies. Ultimately, an angular on-axis resolution ofrtligors< 15 arcsec is necessary to
meet the scienti ¢ requirements.

8.1.1 Scienti c Goals of the eROSITA Mission

eROSITA will perform the rstimaging all-sky survey in theedium energy X-ray range from
0.3 keV up to 12 keV with high sensitivity and an unprecedésteectral and angular resolution
(see Table 8)1 Hence it will become possible to detect up to 100.000 gatdnsters with a
redshift from z=0 to 1.5. The sensitivity of this clusteray in the 0.3 to 2 keV band will be
about 4 10 *erg/s/cn, which is an order of magnitude better than the ROSAT Suraed,

it will be even deeper at the poles of the scan pattern. Mhatid optical surveys conducted
preferably at the same time will provide the required phatia redshifts.

Because of their inherent properties, galaxy clusters aa td map out the large-scale struc-
tures in the Universe. They also provide information on calsigical parameters in different
ways: The amplitude and shape of the cluster power spectngnts variation with time as
well as the cluster mass function in the local Universe ddmamsitively on the density and
distribution of Dark Matter and Dark Energy. Due to the admugscillations at the time of
matter recombination, the amplitude of primordial uctigais in the matter power spectrum
are still imprinted on the large scale distribution of ctrst(Nichol, 2008). In addition, galaxy
clusters can be used as cosmological standard candleskie pbsolute distances, analogous
to the use of supernovae type la (Allen et al., 2008). Pragrethis eld requires substantial,
well-known samples of galaxy clusters, which eROSITA wiibyde in the future. They can
be detected particularly in X-rays due to the radiation ef ot intracluster medium. A large
sample size is necessary to determine the cluster massadiurastd power spectrum in such
detail that it allows to follow the growth of structure witimie.

The other main scienti ¢ goal is the systematical detectdall AGN and accreting Black
Holes (including obscured ones) in the local Universe. Bressdeep surveys in this range with
Chandra and XMM-Newton and also with mid-infrared and sub-botometers have shown
that both, the cosmic star forming rate and the black holdifgerate, are about two orders of
magnitude lower today than they were in the early UniversariBr and Hasinger, 2005). This
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decline of activity is not yet understood and many activeklzoles should be hidden in nearby
galaxies, waiting to be detected by the survey.

Other science targets include the detection &#00 Gamma-ray bursts (GRBs) over the four
years of the all-sky survey. The scan geometry allows torelsevery source in the sky every
half year for ten seconds in each of ten consecutive orbitg¢h We planned sensitivity of
eROSITA, GRB afterglows can be detected for up to two days #feeburst. The exceptional
event of the tidal disruption of a star that approaches arsugssive Black Hole also causes a
bright are in X-rays with a decay time of the order of yearsheTobservation of large-scale
diffuse emission pro ts from the high sensitivity and united eld of view of the survey but
also from the excellent energy resolution of the frame s@@D. Due to the high read-out
rates (20 frames/s), bright central sources in e.g. dustesitay halos that extend up to several
degrees can be observed with lgge-up

8.1.2 The Spectrum-RG Observatory

Spectrum-RG will be launched with a Soyuz-2 rocket from Baikpmost likely into an 580
km orbit with an inclination of around 29Pavlinsky et al., 2006). But other orbits and even
a placement in the second Lagrangian point (L2) are undeusison. A low earth equatorial
orbit has been initially selected because of its low patiEickground. Since sources with low
surface brightness and diffuse emission are studied (arathr&gs), it is important to keep the
intrinsic background of the instruments as low as possiBésides eROSITA, the satellite pay-
load is currently composed of three other instrumefig.(8.). Lobster, a wide eld X-ray
monitor, is developed by a UK-led consortium (Fraser et2l02). In the present design, it
consists of six modules with a FOV of 22.5 162, an angular resolution of 4' (FWHM), an
energy range from 0.1 to 4.0 keV and an energy resolution®fE 20%. ART, the Astronom-
ical Roentgen Telescope supplied by tKhad been proposed as an X-ray concentrator based
on Kumakhov optics (Are ev et al., 2006). However, the prasgesign uses a system of multi-
ple Wolter type-I mirror modules instead (O'Dell et al., B)OFor the Soft X-ray Calorimeter
(SXC), which is developed by a collaboration between the UE#an and the Netherlands, a
spare XRS detector from Suzaku with some modi cations (laagea and improved resolution)
is used. Signi cant improvement has been made since theneioptical blocking lters and
the low energy response was strongly enhanced. Thereli@r&XC will collect 2-3 times more
photons from diffuse sources than the Suzaku calorimetés(ida et al., 2008).

8.1.3 The eROSITA Instrument

The optical design of eROSITA consists of seven mirror meslueach containing 54 mirror
shells with a diameter from 76 mm to 358 mm and a baf e in froith@ mirrors. Their optical
axes are co-aligned. Within the modules, both the mirrodslae baf e are adjusted and bonded
to a spider wheel support structure. The mirror shells valfdbricated in the same process as
those of XMM-Newton, by replication from super-polished mdeels with gold and electro-

1IKI - Russian Space Research Institute
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formed nickel. The advantages of having multiple modulsssiad of one large mirror are the
smaller size of the mirror shells, which are therefore easigoroduce and handle, a shorter
focal length and reduced pile-up in the respective camenabright sources. A drawback of
this concept is the higher background resulting from a ladgéector area. The instrument will
have a focal length of 1.6 m, a total length of 2.6 m (includoaj es and cameras) and a di-
ameter of 1.3 m. The effective area of eROSITA at 1.5 keV wéllabound 2500 chand is on
average about twice that of XMM-Newton below 2 keV. Abovestbnergy, however, it drops
rapidly as a consequence of the small f-ratio (focal lengtlaperture). Compared to ROSAT,
the eROSITA sensitivity during the four year all-sky surweyl be approximately 30 times
better (Predehl et al., 2006). An overview of the instrunparameters of eROSITA is given in
Table 8.1.

The CCDs that are used in the eROSITA cameras are improveansrsf the pn-CCDs of
XMM-Newton, which still provide excellent results aftemgbi and a half years of operation.
The CCDs now feature a fully depleted silicon bulk of 45 thickness, so the quantum
ef ciency is extended to even higher energies. By modi cataf the wafer processing the low
energy response and resolution was also improved (Meidieigal., 2006b). The pixel size
was reduced to 75m to t the resolution of the mirror modules. The most notibkachange,
however, is the extension of the CCDs by a so-cafiedne storearea, which allows a fast
transfer of the generated charges from the exposed imageag@the (shielded) storage area.
From this area, the charges are read out at the usual, slp&edsThis procedure drastically
reduces the number olt-of-time events.e. unwanted photons which are recorded during the
charge transfer and are therefore misplaced in the imageg #he shift direction.

Table 8.1:Overview of the eROSITA instrument parameters.

Parameter Value
Energy range 0.2 keV - 12 keV
Energy resolution < 130 eV @ Mn-K
FOV (single telescope) 41.3" 41.3
FOV (total) 0.467 ded
Angular resolution < 15” on-axis
Number of mirror modules 7

Number of nested shells 54

Mirror coating Au (> 50 nm)
Collecting area 2471 cnt (7 modules @ 1.5 keV)
Exposure time per FOV 1342 s (in 4 years)

8.1.4 The Frame Store pnCCD-Camera

The frame store pnCCDs are developed by the MPI Semiconduabmrhtory (HLL) and pro t
from the institute's rich experience of the pnCCD developni@nKMM-Newton. They are im-
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plemented on a 450m thick monolithic wafer, which is fully depleted on opemati The name
pnCCD refers to the fact that the three transfer registersegpitkels, the photon entrance win-
dow and the on-chip electronics are made of PN-diodes. The Gfi}{idesigned for eROSITA
is divided into 384 384 pixels. The pixel size of 75m 75 m is matched to the angular
resolution of the telescopes, which results in an image af&8.8 mm 28.8 mm. At the
moment only 256 256 pixel prototypes are operated and considered in thislation (see
Fig. 8.9. After the exposure time, the image is transferred to the& store area within 100

s. This area contains the same number of pixels as the imagaraorder to store the com-
plete image. However, the length of the pixels is shorter (B1) to reduce the chip length.
After the transfer, the image is read out in 5 ms via two DUO CAMtEhips with 128 chan-
nels each, while the next image is integrated. With the Basadditional integration time of
45 ms, which is also needed for the on-board event prepriocgsstime resolution of 50 ms,
corresponding to a frame rate of 20 Hz, is achieved.
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ouit electronics. The device is glued 1o a mu{hg the camera through the aperture on top, the frame

tilayer aluminum oxide PCB with a cut-ou tore area is shielded against X-ravs
for the photon entrance window on the back g ys:

side.

In the spacecraft, the camera will be operated at a temperafu-80 C to reduce noise.
Numerous performance tests were conducted at HLL for a 2266 pixel prototype detector
under eROSITA relevant conditions, i.e. frame store mogelectime of 50 ms, but at a tem-
perature of only -60C (Meidinger et al., 2006a). The energy resolution was aealyor single
events as well as for all event patterns. A shorter integmatime or a lower operating temper-
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ature lead to a slightly better energy resolution becauskadd current minimization. Under
these conditions, the energy resolution achievable inlsiegent spectra has already reached
the theoretical limit given by the Fano noise (125 eV at Mn}K

The design of the camera casing, which contains the CCD, isrshowigure 8.3. A thick
copper layer surrounds the interior and protects the CCD framadje caused by protons. On
the inside of the proton shield is a graded Z-shield to stepubrescence photons from copper.
Its composition is projected with a thickness of 1 mm alumirand 0.5 mm boron carbide. The
CCD is cooled via a titanium block which is in turn connectedddable conductance heatpipes
(VCHPs). The heatpipes from each camera are redundantlyezbtga ring-shaped cooling
system containing latent cold storage volumes and two ledi@ators. The complete telescope
can be ushed on ground with nitrogen which is inserted atithek of the camera to keep the
interior and mirrors free from dust and moisture.

8.2 Details and Results of the Simulations

This section describes the performed simulations for tH@®IRA mission. Results on the cam-
era background, which is due to interaction of trapped asthao-ray protons with the camera
and spacecraft materials, are presented and discussed] @asigese results, a recommenda-
tion for the choice of orbit is given, with respect to a minoed camera background.

8.2.1 Goals of the Simulations

As described in the previous chapters, simulations thapar®rmed with our simulation en-
vironment allow to estimate the level and spectral shapédefotackground inside an X-ray
detector. For this purpose, the environment is supplerdenitth a geometric mass model of
the detector and the camera. Furthermore, the radiatiorparittle environment present in
the orbit of the satellite serve as an input for each simutatun. These particles interact with
the materials of the mass model and create secondariesotinatises register on the detec-
tor and create unwanted background events in addition ts¢henti ¢’ events from sources.
The background of such a camera therefore strongly depentleecenvironment in the orbit.
The goal of these simulations for eROSITA is therefore toveste the background level that is
to be expected in the orbits/locations which are still cdesed possible for the Spectrum-RG
satellite. These results can contribute to the nal decigicocess.

8.2.2 Simulation Geometry

For the simulation of the expected eROSITA background,lzeratimple approximation of the
camera geometry is used by now. Figure 8.5 shows a cut-obealdsign, where the CCD on
the ceramics board is visible. In the simulation, the CCD isesgnted by a 30 20 0.45
mm? silicon slab. The ceramics PCB below is 20 mm wider on everg,sidnm thick and has
a cut-out of 20 20 mm below the CCD. The geometry of the proton- and gradedesthésign

is represented by concentric spheres, which completetpsnd the detector. A more detailed
geometric model, close to the design in Fig. 8.3, is curydmging implemented by the author.
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Figure 8.4:Proton spectra and uxes used to sinFigure 8.5:Cut-out of the simulation geometry for
ulate the eROSITA background for different orbithe eROSITA cameras. The 30 mm copper proton
inclinations and the L2 position. The spectra aghield is covered on the inside by a graded shield
averaged over many of the respective orbits. Theyade of 1 mm Al and 0.5 mm /& to stop uo-
have been calculated with models of the OMERtescence photons.

software for the time of launch.

8.2.3 Incoming Particle Spectra and Fluxes

For the results presented here, only protons have been ssedamning particles. As has been
shown in Chapter 3 for the case of XMM-Newton, they are resipm$or most of the internal
camera background. Figure 8.4 shows the calculated trgmmtdn ux at different energies
for three circular orbits (altitude: 580 km) with differeintlinations. Additionally, the cosmic
proton ux for a hypothetical position of the satellite inettsecond Lagrangian point (L2) at
a distance of 1,500,000 km to the earth is plotted. The caticuis have been performed with
the AP-8 (trapped protons) and CREMES86 (cosmic-ray protor®jets implemented in the
OMERE 3.2 software for a launch date at the end of 2010. Besidedistance and the incli-
nation, unfortunately no other properties of the L2 poiettaken into account by these models.

While in the L2 only cosmic-ray protons are present, the neatheorbit environment is
dominated by the particles trapped in the radiation beltee dosmic-ray proton ux from the
models in these orbits is below 19 protons/cr/s/MeV in the energy range of interest and
thus negligible. All data used and presented here are aa@rager many orbits and thus in-
clude passages through the South Atlantic Anomaly (SAA)y@mre orbit with an inclination
of 5 avoids this region, which is the cause of the low averageopratx and consequently of
the low detector background. The SAA is the region where 8 inner van Allen radiation
belt is closest to the planet's surfaceé Fig. 8.6 and 8).7Thus, for any given near earth orbit
altitude, the intensity of radiation is always greater witthis region than elsewhere. Because
of the tilt and offset of the Earth's magnetic axis to the tiotaal axis, the inner belt is closest
to the Earth's surface over the south Atlantic, and furtlogst the north Paci c.

The contribution to the background caused by interactidnsapped electrons (modelled
with AE-8) with the camera has also been studied for the threstioned orbit inclinations. It
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was found to be below 20% of the proton induced backgroungyiseary electrons were not
included in further simulations.

As in the simulations for Simbol-X, the incoming particlea® ajenerated with equal dis-
tribution on the surface of a large sphere with a radius of 20Tiney are all emitted into a
cone-shaped solid angle, encompassing the outermostesphére geometry. This way, an
isotropic ux onto the camera is simulated and the simulation-time can be obtained from
the number of generated particles by using Equation 5.3.

8.2.4 Simulation Results

During all interactions that deposit energy in the detedtoeir time, location and deposited
energy were registered at the time of the simulation run aeick\afterwards stored in a FITS-
le. In the following analysis of the simulation output, sgea were composed for the different
orbit inclinations. A range of interest between 0.3 keV afk&V and a binsize of 10 eV was
selected. The results are shown in Figure 8.8.

While the orbits with an inclination of 29and 51 show a background level of a few times
10 3 cts/cnt/s/keV over the whole energy range of eROSITA (0.2 keV to 12)kéhe back-
ground of the 5 orbit is two orders of magnitude lower. This outcome is obgiy a direct
consequence of the difference that already existed in fhe proton uxes Eig. 8.4 for these
orbits. The 5 orbit is not an option that is available for the eRosita missih was, however,
selected for these background studies due to the fact thhisrorbit a spacecraft is exposed
almost to the same average proton ux as in an orbit with highaination outside the passages
through the SAA. The fact that the 29rbit has a higher ux than the 5lorbit, although the
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integral proton ux is lower, can be understood by analyzing properties of the proton shield
(Fig. 8.9.

For this purpose, mono-energetic protons were red agaimfall directions at the the cam-
era. While the event output of the detector was monitoredptb&n energy was increased
slowly. Above a certain energy, the detector began to registlid photon events from photons
that were created in different processes upon interactibtiee protons with the camera casing.
The plot shows the probability of such a valid detector e function of the energy of the
incoming proton. It becomes evident that protons with arrggnéelow 235 MeV might in
fact penetrate the proton shield, but only with an energyatibat threshold they are able to
produce valid detector events. From this it can be infetadlih this case only the high-energy
parts of the input spectra are relevant for the generatidmokground events. Interestingly,
the proton spectra in the two above-mentioned orbits chdrgeintensity at about 40 MeV in
such a way that the 5orbit has the lower ux at higher energies. This is most ptdpalue to
the shorter passes of the satellite through the center @Al#e
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Figure 8.8:Simulated background spectra in the different orbitstiocs. The 5 orbit shows by
far the lowest background level as it does not include passtigough the South Atlantic Anomaly.

The detector background that results of a position in the aitp which is only due to
cosmic-ray protons, is slightly lower than that of the oth&o orbits. It is also important
to note that it is constant over time in contrast to the uditng background level in a near
earth orbit. No uorescence lines can be detected in thetspeat least with 5 107 simulated
protons. The photons prompted in the copper are stoppeadhwiith graded shield, which leaves
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only uorescence photons from boron and carbon. These, hexvbave an energy below the
detection threshold selected for the simulations.
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Figure 8.9: Probability of an eROSITA detector event as a function obmég proton energy.
Mono-energetic protons were shot at the simulation geom#&¥ityen the energy of the protons is
increased, they start to penetrate the shielding and froentaio threshold value upwards, they also
cause valid detector events via secondaries.

8.3 Discussion of the Results

As the 5 orbit completely avoids the SAA, the higher average ux ahd tesulting higher
background in the other orbits are mainly attributed to thegitions through the radiation belts.
Spectra for a few single partial orbits with high inclinatithat avoid the SAA completely, due
to their selected phase, con rm, that the remaining ux adgsof the SAA is comparable to that
of a low inclined orbit. Therefore, a very low detector baakghd can be achieved, when an or-
bit with higher inclination is selected and observatiores@ily made outside the radiation belts.

Although the simulations for eROSITA are only a very recemjgct and no detailed model
has yet been created, a rst estimation of the general shaffeedackground spectrum was
possible. In the end, however, the outcome of these simuktiepends directly on the in-
put spectra from the models for the orbit environment. Asldar near earth orbits outside
of the radiation belts, the modelling possibilities aviaidaat the moment appear a bit unsatis-
factory. Still it is clear, that the simulation results fav51 orbit over the 29 orbit. Also
any inclination< 20 that would completely avoid the SAA is recommendable witkpext
to the background. A position in the L2 point would also régsula low, temporally constant
background, which is highly desirable. However, the cosraicprotons ux at this position
is much more extended to higher energies than that of thpdthparticles in near earth orbits



8.3: Discussion of the Results 113

(see Fig. 8.¥and thus the rate of high-energy proton interaction with@CD in spite of the
proton shield increases strongly. A trade-off betweenqmtdn of the CCD and background
generation should therefore be the ultimate goal of the canhesign and orbit selection.

For the near future, it is foreseen to implement a detailesior of the actual camera geom-
etry. This will allow also to investigate details of the date background like the production
of uorescence lines from materials close to the CCD. Preadlitiof a wider variety of models
for the proton background will also be analyzed.



114 Simulations for eROSITA




CHAPTER9

Summary and Conclusions

In the course of this work it was demonstrated that Monte«Csirhulations of the physics
processes and interactions taking place in a space-basayl detector as a result of its orbital
environment are capable of explaining the measured deteatiground of existing missions.
They are, therefore, an excellent tool in predicting thekgemund of future observatories. De-
tails about the GANT4 Monte-Carlo simulation toolkit, which lies at the core oétsimula-
tions, have been introduced and the quality and potentihileo§imulation environment created
for this thesis has been proven. The environment was thahtosgredict the background of
the future X-ray instruments Simbol-X and eROSITA.

9.1 Summary

Below is a short overview of the main results of this work:

XMM-Newton

The simulation results for the internal camera backgrounthe pn-camera served as
an important criterion to judge the quality of the simulatenvironment. The quantum
ef ciency of the pn-CCDs could be reproduced nicely. The sam@ieas to the overall
spectral shape and level of the camera background. Alththegimtensities of the uores-
cence lines in the spectrum deviate slightly from the mesasanes (due to missing details
in the mass model and/or inaccuracies of the toolkit), theegies of the background events
around these lines reproduce the origin of the registeredts\exactly. This is the rst
time that the pn-camera background has been reproducet textent with simulations.
The measured spectra shown in Fig. 3.8 also represent festdrackground compilation
from 'Closed' observations up to now.

Simbol-X

The simulations for Simbol-X were performed in parallel he esign and development
of the actual detector. They were a valuable source of inppuhe engineers as it was pos-
sible to evaluate suggestions and changes in the geometryeaspect to the background.
Therefore, the results of the simulations had a major impadbday's design. The out-
come of different studies regarding the shielding, the geamknd and the deadtime of the
detectors were described in this work. For the latest coragan, the composition, level
and shape of the remaining detector background were pegkeBased on these results,
the sensitivity of the instrument and, ultimately, its sti€ performance were estimated.
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An experiment to measure the contribution of uorescenasklght from the HED to the
overall LED background was simulated and carried out. It sla@wvn that this effect is
negligible. Furthermore, an on-board event-preprocdsdorther reduce the background
and the telemetry rate of Simbol-X was developed and testembliaboration with the
electronics lab at IAAT.

eROSITA

A simple approximation of the eROSITA camera was modelledEBANT4 simulations.
Interactions of high-energy>(10 MeV) protons with the camera materials, mainly the
proton shield, were simulated. The effects of their inteoas on the camera background
were evaluated for different orbit parameters and envimsh On this basis, a recom-
mendation for the best (available) orbit with respect tolthekground level is given.

Summarizing the experiences with the simulation toolkitan be said that the quality of the
results from these simulations depends strongly on theracgwf the geometric model of the
instrument as well as on a realistic representation of thatiparticle environment.

9.2 Outlook

The current simulation environment developed within thakvapplies to all kinds of X- and

-ray detectors. It allows a range of applications even béyspace-based instruments. Be-
sides the detector background, also scienti ¢ observatman be simulated with it. This was
indicated in Chapter 5 in the context of an observation of then@o X-ray Background. Fur-
thermore, arbitrary X-ray source populations can be plaaéun the eld of view, producing
counts that have to be registered and identi ed in the presenthe background interactions.
This will presumably be the next step for the Simbol-X sintigias. In this way, the model and
the environment can be used even after launch to be rst edrivith observations and to aid
in understanding the instrument behaviour.

The implementation of a more detailed camera model for eR®&hd the intensity of the
uorescence lines seen in the pn-camera background of XMéaAdn will both be subjects
of in-depth studies in collaboration with the HLL in the néaiure. The geometric models of
XMM and Simbol-X presented here are foreseen to be madeatlailo the scienti c commu-
nity soon.

The HEXIS (High-Energy X-ray Imaging Spectrometer) bal@xperiment led by the Uni-
versity of California, San Diego, and proposed to NASA thimmer is currently simulated with
an environment derived from the basics of the one presentdds work. Finally, simulations
for the background of the INTEGRAL (INTErnational Gamma-Rastraphysics Laboratory)
detectors with this environment will start soon in orderucalier prove and improve its capa-
bilities.

Simulations of the internal background of space-basedttetelike the ones presented here
are becoming an important factor in the development of netvuments. They allow to avoid
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otherwise unnoticed sources of background and to improvelétector geometry in order to
achieve optimum science output. The number of publicatmn#onte-Carlo simulations in
this context as well as the number of scientists in trEAGT4 space user community are in-
creasing rapidly. These simulations are also helpful foraaly existing missions as they can
de nitely contribute to our understanding of their backgnol composition.
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APPENDIXA

Details of the Simulation Environment

During the work for this thesis, the author was part of theeBce Payload Simulation Team
(SPST). Its members independently performed simulatiodis$ regarding various different
topics and reported them periodically at the meetings obtekground group. The geometry
was shared and important results were also cross-checkeedrethe members of the team.
Table A.1 shows the current and former members of the group.

Table A.1: The SPST background group is composed of experts in diff&skground elds and
in previous space experiments (e.g. XMM, Integral, BeppoSax)

Name Af liation

Briel, Uli MPE, Garching, Germany
Bulgarelli, Andrea | IASF, Bologna, Italy

Chipaux, ”emi CEA/DSM/DAPNIA, Saclay, France
Foschini, Luigi IASF, Bologna, Italy

Kendziorra, Eckhard IAAT, T ibingen, Germany

Klose, Christian TU Darmstadt, Germany

Kuster, Markus TU Darmstadt, Germany

Laurent, Philippe CEA/DSM/DAPNIA, Saclay, France
Tenzer, Christoph IAAT, T Ubingen, Germany

The simulation of physics processes by theA®T4 kernel is included into the respective simu-
lation environment by instantiating the different pag&land assigning the appropriate processes to
them. Table A.2 contains the complete list of all particlesaunted for in the environment presented
here.

Table A.2: Complete list of implemented particles

GEANT4 Class | Particles

Leptons e .€, v e T, T, LT,
Light Mesons ., 0K, K KO KO, O ©
Charm Mesons | D*,D ,D° D9, D}, Dy, J/
Bottom Mesons | B*,B , B%, B9, BY, B

Nucleons p, n,p, M

Strange Baryons , , *, , 9+ ~, 9o 0 0
CharmBaryons| &, 9, & & 0 + 0 & 70 & & "0 &
lons Alpha, Deuteron3He, Triton, other generic ions
Shortlived Baryon Resonances, Meson Resonances, Quarks
Others Gammas, optical Photons

0ol
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The following table gives the electromagnetic interacticonsidered in the simulations presented
in this work for each particle type.

Table A.3:List of electromagnetic physics processes included inithelation environment

Electromagnetic and Low-Energy (LE) Electromagnetic Bsses
Particle Process Name
Gamma LE Compton Scattering, LE Photoelectric Effect,
LE Gamma Conversion, LE Rayleigh Scattering
e Multiple Scattering, LE lonization, LE Bremsstrahlung
e Multiple Scattering, lonization, Bremsstrahlung, Annihilation
Multiple Scattering, lonization, Bremsstrahlung, PairdRrction,
Capture at Rest
* Multiple Scattering, lonization, Bremsstrahlung, PairdRrction
, Multiple Scattering, lonization
generic ions| Multiple Scattering, LE lonization
Shortlived | Multiple Scattering, LE lonization

The description of hadronic interactions iIre@NT4 is much more complex than that of electro-
magnetic interactions. In order to meet the multidiscigtinrequirements on this topic, the hadronic
framework in GEANT4 provides a large degree of functionality and exibility.etS of alternative
physics models are available, so that the user can freelysehappropriate models according to the
type of application. Each cross section table or physicsahioals its own energy range, so the user is
able to combine different modelsde Fig. A.1 for an overview of models available at certaiergn
ranges.

The modular structure of EANT4 hadronic interactions is separated into ve levels of ierpén-
tation framework $ee Fig. A.2 These have to be speci ed together with the models impiemng
them in order to assemble the hadronic physics for the siionlangine. However, there are default
cross section sets provided for each type of hadronic pso@&sRest, Elastic, Inelastic, Capture,
Fission). Some contain only a few numbers to parametrizescgections while others represent large
databases (in data driven models).

The number of options that are available to assemble a higdvbysics list is therefore quite large
and there are many particle species to be tracked that needlet® and consistent physics. There-
fore, the choice of model depends on the physics studiedcdihausion that should be drawn of this
is that no single model covers all energies or all particlesrauch care is required when assembling
the physics list. However, many prea-ssembled hadronisiphyists are available for topics like low
and high energy nucleon penetration shielding, low eneagmdetric applications, medical neutron
applications, low background experiments (underground) af course, space applications.
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Figure A.1: Overview of the valid energy ranges for different hadroniodel implementations in
GEANT4 (Wright/Helkinnen, CERN).

Process

Level 1 |Atrest| |In flight |

|
I
Level 2 [Cross sections]
| |

Level 3 IData driven| [Parameterized| |Theory driven |
Level 4 [ntranuclear cascade String/ parton
Level 5 QGSM frag. model | | Feynman frag. model | |Lund frag. model

Figure A.2: Hierarchy of the different interaction levels in the hadoomodel framework in
GEANT4 (Wright/Helkinnen, CERN).
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