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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-HT</td>
<td>serotonin (5-hydroxytryptamine)</td>
</tr>
<tr>
<td>BK</td>
<td>big conductance calcium-dependent potassium current</td>
</tr>
<tr>
<td>DCN</td>
<td>deep cerebellar nuclei</td>
</tr>
<tr>
<td>GABA</td>
<td>γ-aminobutyric acid</td>
</tr>
<tr>
<td>EPSC</td>
<td>excitatory postsynaptic current</td>
</tr>
<tr>
<td>IPSC</td>
<td>inhibitory postsynaptic current</td>
</tr>
<tr>
<td>STA</td>
<td>spike trigger average</td>
</tr>
</tbody>
</table>
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Abstract

Deep cerebellar nuclei (DCN) neurons generate the final output of cerebellum and receive abundant modulatory serotonergic inputs from brainstem neurons. The aim of this present study was to elucidate the influence of serotonin on signal processing performed by DCN neurons. Since signal processing is determined by the interplay between intrinsic and synaptic properties, the impact of serotonin on intrinsic as well as synaptic properties was investigated. To this end whole-cell patch clamp recordings were performed in rat cerebellar slices.

Serotonin caused a persistent membrane depolarization at current clamp recordings, which was mediated by an increase of tonic cationic currents and a concomitant decrease of tonic potassium currents. At the same time, serotonin influenced the waveform of action potentials that showed a reduced depolarization slope and peak amplitude, both indicating a reduced availability of voltage-gated sodium channels. However, serotonin showed a complicated effect at dynamic clamp recordings where the neuronal response depended on the average activity level before drug application. Spike rate was reduced by serotonin for depolarized high activity states and unaltered or slightly increased for hyperpolarized low activity states. The spike timing precision was not altered, showing that the response of DCN neurons to input transients was not affected by serotonin. The overall synaptic shunting level of the simulated synaptic inputs had also an impact as it shifted the degree of depolarization induced by serotonin. Therefore, the effect of serotonin on DCN activity was influenced twofold by background synaptic activity, first via its impact on the mean activity level and second via its shunting strength.

Due to the functional relevance of inhibitory transmission between Purkinje cells and DCN neurons, its modulation by serotonin was the second focus of this study. Two previous studies have described frequency dependent short-term depression of this synapse in response to repetitive activation with multiple spike trains. Using dynamic clamp in the present study revealed that short-term depression might stabilize the membrane potential close to the activation threshold thereby significantly extended the working range of DCN neurons into regimes of high inhibitory input activity. Short-term depression did not change spike timing precision showing that responses to input transients were unaltered. Serotonin
reduced the amplitude of evoked inhibitory postsynaptic currents potentially by reducing the release probability of presynaptic GABA<sub>A</sub> vesicles. However, short-term depression was not altered by serotonin at all tested frequencies, neither for the initial nor the steady-state phase. The time course of recovery from depression was not influenced by serotonin either.

Overall these results indicate that serotonin altered the input-output transfer function of DCN neurons. Therefore, serotonin might act in concert with short-term depression as a high-pass filter, making the response of DCN neurons less dependent on the mean level of inhibitory input while retaining their sensitivity to transient changes in input activity and synchronized input.
1. Introduction

The signal processing performed by a nervous system like the mammalian brain is determined by its network connectivity and by the properties of its neurons, especially their intrinsic and their synaptic properties. These properties are often plastic, a term by which we refer to the well known fact that they can be altered either in response to their own activation history or in response to a particular class of modulating inputs. Those neuromodulatory inputs are found in all brain structures and one factor hampering our understanding of brain function is our limited knowledge about the effects of modulatory inputs on information processing. Due to the large diversity of neuron types and the corresponding diversity of modulating mechanisms there is no simple answer to the question how neuronal signal processing is altered by modulating inputs. Instead, this question has to be studied for each neuron type separately and the insights gained this way need to be combined in network models to arrive at a quantitative and mechanistically founded description of information processing.

The main question addressed in the present project is the modulation of signal processing in neurons of the deep cerebellar nuclei (DCN) by serotonin (5-hydroxytryptamine, 5-HT). To this end, whole cell patch-clamp recordings were performed in rat cerebellar slices. Current clamp and voltage clamp recordings were used to characterize the effects of 5-HT on intrinsic and synaptic properties. The impact of 5-HT on the signal processing by DCN neurons was studied using dynamic current clamp. In these experiments, DCN neurons were stimulated with simulated synaptic inputs that represented the activity of a large population of excitatory and inhibitory input neurons. This way the impact of background synaptic activity was taken into consideration, that recently has been shown to play an important role for the signal processing in many neuron types (Desai and Walcott, 2006; Reig et al., 2006; Crochet et al., 2005; Wolfart et al., 2005; Zsiros and Hestrin, 2005; Destexhe et al., 2003; Mitchell and Silver, 2003; Shu et al., 2003; Chance et al., 2002).

The results section is organized in two parts. In the first part, the effect of 5-HT on the intrinsic properties of DCN neurons and the resulting consequences for the processing of given synaptic inputs are addressed. In the second part, the effect of 5-HT on inhibitory postsynaptic currents and the impact of short-term synaptic plasticity on DCN activity were investigated (Fig. 1). The results presented here might contribute to a better understanding
of cerebellar signal processing as a whole if they are taken into consideration within the framework of large scale cerebellar network simulations.

In the following introduction I will provide some background information to enable readers not especially familiar with the topics addressed here to follow the present study. In the first part the connectivity and physiology of DCN neurons are addressed, that represent the output neurons of the whole cerebellum. The second part gives a brief overview about synaptic short-term plasticity that is relevant for the inhibitory synapses between Purkinje cells and DCN neurons. The third part reviews some recent findings about the functional relevance of background synaptic activity that turned out to be crucial in my dynamic clamp experiments. And the last part, number four, will provide an overview of the serotonergic system as far as it is related to the cerebellum.

Besides questions of basic scientific interest that represent the main focus of the present study, its results might also be of practical interest within the context of clinical studies that related the treatment of cerebellar ataxia to the cerebellar serotonergic system (Takei et al., 2005; Trouillas et al., 1997; Trouillas, 1993). In those studies, two agonists of 5-HT1A receptors, tandospirone and buspirone, helped to reduce symptoms of some certain subtypes of cerebellar ataxia (Takei et al., 2005; Trouillas et al., 1997), and a precursor of 5-HT, L-5-HTP, had some value for the treatment of cerebellar ataxia (Trouillas, 1993). Knowing not only the mediating receptor subtypes but also their effects on signal processing might facilitate the success of goal-directed approaches in clinical therapy.

1.1. the Deep Cerebellar Nuclei (DCN)

DCN neurons integrate the excitatory input to the cerebellum that originates from various brain regions and inhibitory inputs that originates from the cerebellar cortex. The result of this processing represents the final output of the whole cerebellum. Despite the obvious relevance of the DCN for cerebellar information processing, their specific functional role is still under debate (Mauk, 1997). For example, the DCN have been viewed either as sequential locations for information storage or as active manipulators in motor learning behaviour, i.e. classically conditioned eyeblink response.

No matter what their specific role is, all signals that reach the cerebellum are finally processed within the DCN and transferred from there. Therefore, a better understanding of the signal processing within the DCN is likely to facilitate our understanding of cerebellar function in general.
1.1.1. intrinsic connection in cerebellar nuclei

The connectivity between the cerebellar nuclei, extra cerebellar brain regions and the cerebellar cortex is naturally crucial for the signal processing performed within the DCN. Based on gross anatomical criteria, cerebellar nuclei are divided into three regions: the dentate nucleus, the interposed nucleus (composed of emboliform and globose nuclei), and the fastigial nucleus (Fig. 2A). Each of these nuclei receives inputs from specific regions of the cerebellar cortex and project to specific brain areas related to motor function.

The dentate is the most lateral of all nuclei. It receives inputs from lateral cerebellar cortex and projects to motor, premotor and prefrontal cerebral cortical areas. The interposed, which is located between the dentate and the fastigial, receives inputs from paravermis and projects to lateral corticospinal and rubrospinal systems, controlling lateral descending motor systems. The fastigial, the most medial nucleus, receives inputs from midline cerebellar cortex and projects to cerebral cortex and brainstem regions, controlling medial descending motor systems (Ghez and Thach, 1991).

The DCN receive the majority of their synaptic input from Purkinje cells as suggested by quantitative electronmicroscopic studies of synapses. This GABA$_A$-type input accounts for ~70 % of all synapses in all three cerebellar nuclei for excitatory as well as inhibitory DCN neurons (Palkovits et al., 1977; De Zeeuw and Berrebi, 1995). This number illustrates already the dominant role of this inhibitory input in the control of DCN activity. Another ~16% of synapses are also GABAergic but do not originate from Purkinje cells. This input has been assigned to local inhibitory interneurons and to collaterals of inhibitory projection neurons (De Zeeuw and Berrebi, 1995). Besides inhibitory input, DCN receive excitatory input from climbing fibers and mossy fibers. Climbing fibers originate exclusively from the inferior olive. Mossy fibers in contrast originate from various brain regions including the spinal cord, the pontine nuclei that relay input from the cerebral cortex and several brain stem nuclei that receive input from spinal cord as well as higher brain centers including the cerebral cortex (Ghez and Thach, 1991). Altogether, these excitatory inputs contribute only about 10 % of all input synapses on DCN neurons (De Zeeuw and Berrebi, 1995).

1.1.2. properties of DCN neurons

Excitatory and inhibitory projecting neurons are diffusely distributed in DCN (De Zeeuw and Berrebi, 1995; Chen and Hillman, 1993; Batini et al., 1992). Excitatory glutamatergic DCN neurons have soma diameters between 15 and 25 µm and project to premotor areas.
such as thalamus, red nucleus and other brainstem nuclei. Inhibitory GABAergic neurons have smaller soma diameter between 5 and 15 µm and project exclusively to the inferior olive (De Zeeuw and Berrebi, 1995; Batini et al., 1992). Small DCN neurons with diameters of about 5 µm are GABAergic as well as glycinerergic and represent supposedly local inhibitory interneurons (Chen and Hillman, 1993; Chan-Palay, 1977). Despite some overlap between the soma sizes of these neuron types, soma size can serve as a first criterion to judge the projection type.

Three physiological properties of DCN neurons have been described in detail in the literature based on current clamp experiments because they are suspected to be of functional relevance. First, DCN neurons are continuously active in vivo (Aksenov et al., 2005; Holdefer et al., 2005; Rowland and Jaeger, 2005) despite ongoing inhibition from Purkinje cells, and are spontaneously active in vitro in the presence of synaptic blockers, indicating the existence of intrinsic pacemaking currents. Whether the continuous in vivo DCN activity is due to intrinsic depolarizing currents or due to a baseline of excitatory input or both is still unknown. Second, a depolarizing sag (Fig. 2C, bottom arrow) is developing after the onset of hyperpolarizing current injection. The hyperpolarization-activated inward rectifying I_h current is responsible for the sag (Aizeman and Linden, 1999). Third, a robust rebound depolarization accounted by T-type calcium current is elicited after the offset of hyperpolarizing current injection, often leading to a brief sodium spike burst and depolarization (Fig. 2C, upper arrow). Rebound depolarization can be induced by brief inhibitory inputs from Purkinje cells so that it provides the mechanism by which inhibitory Purkinje cells can drive postsynaptic excitation and calcium entry (Aizeman and Linden, 1999; Aizeman et al., 1998).

1.1.3. ionic currents in DCN neurons

As in almost all neurons, a fast TTX-sensitive sodium current is responsible for the generation of action potentials in DCN neurons (Raman et al., 2000). The action potential upstroke is in general dominated by the activation of sodium channels because potassium channels that contribute to the repolarization are activated with some delay. Therefore, it has been suggested that rate of depolarization of action potentials might serve as a reliable measure of the availability of voltage-gated sodium channels under experimental conditions where a direct measurement is not feasible (Azouz and Gray, 2000). Spike amplitude and threshold are also suggested as indicators of sodium channel availability (Miles et al., 2005;
Azouz and Gray, 2000). The action potential repolarization is mediated by several potassium currents. These currents comprise the ubiquitous rectified potassium current, an A-type potassium current, and a big-conductance calcium-activated potassium (BK) current (Sausbier et al., 2004; Kang et al., 2000). An interesting and functionally most likely important property of sodium channels is that only about 25% are available at the average membrane potentials of DCN neurons while the rest is already inactivated (Raman et al., 2000). Therefore, it is reasonable to assume that slight depolarization or hyperpolarization might have strong effects on DCN activity by altering the percentage of available sodium current.

What current type is responsible for the depolarizing drive that mediates spontaneous spiking activity of DCN neurons in vitro? Besides the voltage-gated currents just mentioned, DCN neurons have been reported to contain a persistent mixed cationic current with a reversal potential close to -34 mV. This current has been suggested to depolarize the membrane potential of DCN neurons during interspike intervals above spiking threshold (Raman et al., 2000). Together with an apamin-sensitive calcium dependent small conductance potassium current (SK), it results in a pacemaker activity that is responsible for the spontaneous in vitro spiking (Aizenman and Linden, 1999).

Blocking calcium currents with cobalt and thereby indirectly all calcium-dependent potassium channels abolished membrane potential repolarization and spiking completely (Raman et al., 2000). This illustrates the functional relevance of calcium-dependent potassium channels (BK, SK, and potentially others) for the ongoing activity of DCN neurons. Blocking only particular subsets of calcium-dependent potassium channels using BAPTA or apamin switched the spiking pattern of DCN neurons from regular firing to bursting (Aizenman and Linden, 1999), further illustrating the functional relevance of calcium-dependent potassium channels.
1.2. Synaptic Transmission

Information is transmitted between neurons via electrical or chemical synapses. The functional properties of chemical synapses are one crucial component for the processing of information in neuronal networks. This is illustrated by the fact that these properties are highly plastic meaning that the strength and duration of synaptic signal transduction depends in almost all synapses heavily on their activation history and on modulatory inputs that originate usually from other brain regions. The basic mechanisms of chemical synaptic transduction are standard textbook knowledge. Briefly, an action potential invading the presynaptic terminal triggers calcium entry into the terminal resulting in the fusion of neurotransmitter vesicles with the plasma membrane and subsequent transmitter release into the synaptic cleft. The released neurotransmitter molecules cross the synaptic cleft by diffusion, and bind to specific receptors on the membrane of the postsynaptic neuron. Depending on the nature of those receptors this results in a direct gating of ionotropic ion channels and a fast electric response and/or in a much slower response mediated via metabotropic receptors that influence the activity of various ion channels only indirectly via second messenger cascades. Each of the steps just described can be subject to modulation thereby altering the properties of synaptic transmission and subsequently information processing.

As just implied, two groups of ligand-gated transmitter receptors are distinguished, ionotropic and metabotropic. Ionotropic receptors are fast gating ion channels that alter their gating state in response to transmitter binding causing an alteration of the current flow across the postsynaptic membrane. This in turn results either in depolarization or hyperpolarization depending on the electric charge of the ions and the direction of flow. Metabotropic receptors act indirectly via second messenger cascades on the activity of ion channels. The targets of those signalling cascades can be transmitter-gated receptors but also intrinsic channels that are ion channels gated by voltage, calcium, and so forth or persistent channels that are permanently open. Furthermore, metabotropic receptors are not only located at the post-synaptic side of synapses but often also at the presynaptic side. Therefore, they can alter the properties of the transmission machinery on both sides of the synapse.

The most frequent neurotransmitters in the central nervous system are the amino acids GABA (γ-aminobutyric acid) and glutamate. Both act on ionotropic receptors. Glutamate causes postsynaptic depolarization via AMPA, NMDA, and kainate receptors. GABA
causes postsynaptic hyperpolarization binding to GABA$_A$ and GABA$_C$ receptors. However, metabotropic receptors are known for both transmitter molecules. For glutamate, 8 metabotropic receptors (mGluR$_{1-8}$) have been described, and for GABA one metabotropic receptor (GABA$_B$-R) is known. Despite these metabotropic effects glutamate and GABA are considered classical neurotransmitters because of the abundance of their ionotropic receptors within the central nervous system. Serotonin (5-HT), acetylcholine (ACh), noradrenaline (NA), dopamine (DA), and histamine (HA) in contrast are considered as neuromodulatory transmitter substances because they act either exclusively via metabotropic receptors within the central nervous system (NA, DA, HA) or metabotropic receptors outnumber ionotropic ones (5-HT, ACh). For 5-HT only one (5-HT$_3$) out of 15 receptor subtypes is ionotropic.

1.2.1. mechanism of short-term depression

As mentioned above, the strength of almost all synapses investigated so far is altered in a use-dependent fashion depending on their activation history. This phenomenon is referred to as synaptic plasticity. The strength of synapses can be increased (facilitation or potentiation), it can be decreased (depression) or complex mixed combinations of both might occur. Depending on the time scale of their development and duration, synaptic plasticity is classified as short-term (lasts from milliseconds to minutes) or long-term (lasts from hours to maybe a live time).

One question addressed in my thesis is whether 5-HT has an effect on the short-term depression that has been described for the synapse between Purkinje cells and DCN neurons (Peroarena and Schwarz, 2003; Telgkamp and Raman, 2002). Therefore, I will provide some background about short-term depression in the following. The exact molecular mechanisms underlying short-term plasticity, facilitation or depression, are not completely understood. Mostly presynaptic events are responsible for short-term plasticity in general. The calcium level within the presynaptic terminal, the so called residual calcium, is known as one of the most important factors (Zucker and Regehr, 2002). Changes in synaptic strength during trains of synaptic stimulation are primarily attributable to changes of the presynaptic calcium level. For example, changes of residual calcium were found to alter synaptic strength in rat cerebellar parallel-Purkinje synapses (Kreitzer and Regehr, 2000) and in rat neocortical neurons (Tsodyks and Markram, 1997). In the case of depression, postsynaptic events like receptor desensitization might contribute in some
synapses besides presynaptic events (Zucker and Regehr, 2002). On the presynaptic side, the number of vesicles at the release side might actually be reduced, depletion of the readily releasable pool (Zucker and Regehr, 2002; Brenowitz and Trussell, 2001), and/or the probability of vesicles of this pool to be released might be reduced (Malinina et al., 2005; Fuhrmann et al., 2004; Zucker and Regehr, 2002; Wu and Borst, 1999; Tsodyks and Markram, 1997). Fortunately for modelling purposes both cases are mathematically equivalent. These reductions are activity-dependent, meaning that higher synaptic stimulation frequencies result in stronger depression (Peroarena and Schwarz, 2003; Telgkamp and Raman, 2002; Wang and Kaczmarek, 1998; Tsodyks and Markram, 1997).

A reduction of stimulation frequency results in a recovery from depression. The molecular mechanisms underlying recovery are mostly unknown but the residual calcium level is also here crucial (Fuhrmann et al., 2004; Sakaba and Neher, 2001; Wang and Kaczmarek, 1998). An elevated presynaptic calcium level accelerated recovery from depression. This finding was supported in vitro at the calyx of held in rat medial nucleus of trapezoid body (MNTB), where calcium facilitated refilling of the depleted readily releasable vesicle pool. Calmodulin, a calcium binding protein, was identified as the calcium sensor there (Sakada and Neher, 2001). In the same structure of the mouse the presence of EGTA, a calcium chelator, blocked the replenishment of the readily releasable vesicle pool (Wang and Kaczmarek, 1998), confirming the role of residual calcium.

Not only the rate of depression but also that of recovery has been reported to increase with increasing synaptic stimulation frequencies (Sakaba and Neher, 2001; Wang and Kaczmarek, 1998). Also here, an increased presynaptic calcium level was important. Presynaptic calcium currents did not inactivate significantly in response to high frequency stimulation (Wang and Kaczmarek, 1998), and therefore an accumulation of presynaptic residual calcium was suggested as the most important parameter (Kreitzer and Regehr, 2000). However, such a calcium-dependence of recovery from depression might not be a general feature of all synapses as suggested by studies with conflicting results from different synapses. In rat cortical synapses replenishment did not depend on residual calcium in vitro (Wu and Borst, 1999). Furthermore, recovery from depression at the calyx of held was unchanged when calcium homeostasis was altered by adding fura-2, a calcium buffer (Weis et al., 1999). Impacts of neuromodulatory transmitters on recovery from depression have not been reported yet.
1.2.2. functional role of short-term depression

The functional role of short-term depression can be characterized as a temporal filter or a dynamic gain modulator within a mathematical framework of description (Chung et al., 2002; Chance et al., 1998; Abbott et al., 1997). In rat cortical neurons, short-term depression of excitatory transmission has been described as a dynamic, input-specific gain control mechanism that amplified the response of low frequency inputs in comparison to high frequency inputs (Abbott et al., 1997). Based on single cell modelling studies, it has been suggested that short-term depression might provide a mechanism to phase-shift in the input-output relation of neurons (Chance et al., 1998). Intracellular recordings performed in vivo in rats showed that short-term depression in excitatory inputs to thalamocortical synapses contributed to sensory adaptation without altering main intrinsic properties of neurons (Chung et al., 2002). Furthermore, short-term depression improved coincidence-detection of chick auditory neurons in nucleus laminaris by reducing inter-EPSC interval duration (Cook et al., 2003), which might improve sound localization that requires precise temporal processing of binaural inputs.

1.2.3. modulation of serotonin on synaptic efficacy

5-HT modulates the strength of synaptic transmission in various brain regions, often by altering the probability of transmitter release presynaptically. In rat dorsolateral septal nucleus, 5-HT enhanced excitatory transmission by increasing glutamate release via 5-HT2A receptor (Hasuo et al., 2002). In rat medial preoptic nucleus, 5-HT reduced both excitatory and inhibitory fast transmission by reducing transmitter release (Malinina et al., 2005). Manifold interactions between 5-HT and other metabotropic receptors have been reported. In rat prefrontal cortex, an agonist of mGluR-2 suppressed the enhancement of excitatory transmission in layer V pyramidal neurons that can be induced by DOI, an agonist of the 5-HT2A receptor (Marek et al., 2000). In rat midbrain slices, 5-HT attenuated the inhibitory effect caused by GABA_B receptor activation in dopamine-containing neurons via presynaptic 1_B receptors (Johnson et al., 1992). Such interactions of modulatory systems might open a way for new therapeutic approaches. Due to their complexity, the goal directed design of therapeutic approaches, however, will require an understanding of the related mechanisms not only on the pharmacological level but also on the signal processing level.

5-HT has been reported to modulate short-term plasticity in many synapse types, in most
cases via presynaptic mechanisms. In cultured sensorimotor neurons of the marine snail* *aplysia, homosynaptically released 5-HT influenced short-term depression and recovery from depression of excitatory synapses both indirectly, by altering the coupling between pre-synaptic action potentials and transmitter release, and directly, by changing the transmitter available for release (Zhao and Klein, 2006). In rat layer IV cortical neurons, 5-HT reduced presynaptic glutamate release and thereby the strength of excitatory synaptic via lB receptors (Laurent et al., 2002).

1.2.4. synaptic transmission in DCN neurons

As already mentioned, DCN neurons receive inhibitory inputs from Purkinje cells and excitatory inputs from mossy fibers and climbing fibers. Both can control DCN spiking precisely in time. Considering the massive inhibitory input from Purkinje cells to DCN neurons it is of particular interest that DCN spiking might be triggered by populations of Purkinje cells that pause in synchrony for brief time periods (≥ 20 ms) (Gauck and Jaeger, 2000, 2003). It is important to note that such a type of disinhibition is distinct from the one associated with rebound spiking because rebound spiking involves the activation of T-type calcium channels which are not involved here. The depolarizing drive could be provided instead either by persistent intrinsic inward currents and/or by a baseline of excitatory background synaptic activity (Gauck and Jaeger, 2003). Therefore, information might be transmitted very efficiently from the cerebellar cortex to the DCN via pauses of Purkinje cell activity (Gauck and Jaeger, 2003).

A study of paired pulse depression suggested that the synaptic connections between individual Purkinje cells and DCN neurons have many release sites (Pedroarena and Schwarz, 2003), something that was proposed earlier based on quantitative anatomical data (Palkovitz et al., 1977). The same paired pulse study implied that short-term depression is independent of release probability and of presynaptic origin (Pedroarena and Schwarz, 2003). Furthermore, repetitive stimulation showed that short-term depression of the inhibitory postsynaptic currents (IPSCs) is frequency-dependent (Pedroarena and Schwarz, 2003; Telgkamp and Raman, 2002). The level of depression increased with an increasing stimulating frequency (Telgkamp and Raman, 2002), indicating the high sensitivity to temporal information at this synapse.

The synaptic strength during steady-state depression was found to be comparatively high at the Purkinje-DCN synapse even for high stimulating frequencies (Peroarena and Schwarz,
2003; Telgkamp and Raman, 2002). These results were interpreted such that a mechanism might exist capable of limiting synaptic failure and thereby depression. Based on morphological and kinetic data it has been suggested that synaptic spillover might represent such a mechanism. According to electron microscopic reconstructions, the boutons of Purkinje terminals have multiple independent active zones. Statistics predicts that the probability for synchronous failure at all those zones decreases with an increasing number of zones. Therefore, the overall probability of synaptic failure should be low and a high response probability could be maintained even at high presynaptic firing rates (Telgkamp et al., 2004). Spillover between neighbouring zones could further reduce the level of depression. In contrast to Pedroarena and Schwarz (2003), Pugh and Raman (2006) showed that not only presynaptic but also postsynaptic mechanism are likely to contribute to short-term depression because GABA_A receptors at Purkinje terminals were found to desensitize and deactivate rapidly (Pugh and Raman, 2006). Such a postsynaptic desensitization might further limit the extend of depression at high frequencies.

Comparatively little is known about excitatory inputs to DCN neurons. Excitatory post-synaptic currents (EPSCs) in DCN neurons comprise three components: AMPA, fast-NMDA and slow-NMDA (Anchisi et al., 2001). The total NMDA component is about 83% of the AMPA component at a membrane potential of -60 mV. The amplitudes of fast and slow NMDA components are about equal at positive potentials ( > 0 mV) but the fast NMDA is larger at physiologically relevant hyperpolarized potentials (Anchisi et al., 2001). The functional role of excitation is still debated. In vivo studies are controversial in that excitatory inputs might provide an important drive for limb-movement regulation (Holdefer et al., 2004) but play only an accessory role for the classically conditioned eyelink response (Aksenov et al., 2005).

Besides ionotropic neurotransmitter receptors, GABA_B and metabotropic glutamate receptors exist in DCN neurons and at Purkinje terminals (Anchisi et al., 2001; Mougnot and Gähwiler, 1996; Morishita and Sastry, 1995). The reported effects of GABA_B receptor activation at the Purkinje-DCN synapse in vitro are conflicting: in one pharmacological study GABA_B autoreceptors were not activated neither by electrical stimulation of Purkinje cells nor by endogenous GABA release (Morishita and Sastry, 1995), however, pharmacological activation of the presynaptic GABA_B receptors by the agonist baclofen reduced the amplitude of evoked IPSCs (Morishita and Sastry, 1995) and the amplitude and frequency of spontaneous IPSCs (Mougnot and Gähwiler, 1996). However, GABA_B and
metabotropic glutamate receptors appear not to contribute to short-term depression as the application of their antagonists did not alter depression patterns induced by multiple stimulation of Purkinje-DCN synapses in cerebellar slices (Peroarena and Schwarz, 2003; Telgkamp and Raman, 2002).

Several neuromodulatory substances were found within the DCN, including serotonin (Geurts, 2002; Kitzman and Bishop, 1994), norepinephrine, acetylcholine and histamine (Schweighofer et al., 2004). Interactions between the serotonergic and the cholinergic systems have been reported in rat hippocampus (Izumi et al., 1994), cortex (Giovannini et al., 1998) and spinal cord (Cordero-Erausquin and Changuex, 2000). No such interactions are known in the DCN so far.
1.3. Synaptic Integration

There exists a large gap between our understanding of single neurons based on classical *in vitro* current clamp and voltage clamp studies and our understanding of their performance under natural conditions *in vivo*. One major reason is that most neurons are subjected to high levels of background synaptic activity *in vivo* that might fundamentally modify their properties such that their actual performance might not only deviate from but even contradict our expectations drawn from *in vitro* current clamp and voltage clamp experiments. One experimental approach to bridge this gap, at least to a particular degree, is the use of dynamic current clamp that allows one to stimulate neurons *in vitro* with simulated synaptic input in a way similar to the input they might experience under *in vivo* conditions. One major limitation of dynamic current clamp is that it necessarily provides a point source of input at the soma via the recording electrode thereby neglecting the fact that synaptic input is distributed all over the cell. How crucial this mismatch is for the validity of the results will depend on the electrotonic compactness of the neurons under study (see discussion). Therefore, some fundamentals about electrotonic compactness and high levels of background synaptic activity are addressed in the following paragraphs.

1.3.1. cable equation and electrically passive neuron models

Based on their passive electrical properties, neurons can be considered to act as low-pass filters. These properties are the starting point to estimate the electrical compactness of neurons. Passive electrical models can be constructed knowing the morphology and some basic electrical parameters like input resistance, membrane capacitance, membrane resistance and axial resistance. Passive models allow one to predict the propagation of e.g. synaptic inputs from the dendrites to the soma. On their way to the soma the input amplitude drops because current leaks out of the membrane and because the membrane capacitance is continuously charged and discharged. Solutions of the cable equation are one way to describe the signal amplitude $V(x)$ as a function of location $x$ in the unit of electrical length $\lambda$. For a tube of membrane with a sealed-end, corresponding e.g. to the dendritic branch of a neuron, the appropriate solution provides the following description of the signal amplitude as a function of length ($x$):

$$V(x) = V_0 \cosh(x_{\text{end}}/\lambda - x/\lambda)/\cosh(x_{\text{end}}) .$$
1.3.2. impact of ‘high conductance state’ on firing activity

Different from the quiescent environment *in vitro*, neurons *in vivo* are subjected to an intense bombardment by a barrage of ongoing excitatory and inhibitory synaptic input activity. This background synaptic activity will influence neuronal responses by increasing the membrane conductance, increasing the depolarization, increasing the amplitude of membrane potential fluctuation and reducing the input resistance compared to conditions *in vitro* and in anesthesia (Destexhe et al., 2003; Steriade et al., 2001; Matsumura et al., 1988), resulting in a ‘high conductance state’. It also makes neuronal responses more stochastic to external stimuli.

A number of *in vitro* and computational studies showed that background synaptic activity has a strong influence on the input-output transfer function of neurons (Wolfart et al., 2005; Fellous et al., 2003; Shu et al., 2003; Mitchell and Silver, 2003; Chance et al., 2002). According to those studies, background synaptic activity could modulate the overall gain of neuronal transmission, generate an input-output phase shift (Mitchell and Silver, 2003; Chance et al., 2002), alter the slope or offset of input-output relation (Wolfart et al., 2005; Mitchell and Silver, 2003; Chance et al., 2002), increase spike timing precision (Shu et al., 2003, Zsiros and Hestrin, 2005), enhance the sensitivity to small signal amplitudes (Shu et al., 2003) and modify the effects of neurotransmitters (Desai and Walcott, 2006). An *in vitro* study by Wolfart et al. (2005) demonstrated furthermore the complex interaction between intrinsic properties and background synaptic activity by showing how synaptic input switched firing patterns of thalamocortical neurons.

Intracellular recordings *in vivo* showed that even synaptic plasticity was modulated by the level of background synaptic activity (Crochet et al., 2005; Reig et al., 2006). An increased level of background synaptic activity decreased the amplitude of plastic changes but increased the probability to induce potentiation rather than depression. A low background level, in contrast, increased the amplitude of plastic changes but reduced the probability to induce potentiation rather than depression (Crochet et al., 2005). The degree of short-term synaptic depression was lower *in vivo* than *in vitro* (Reig et al., 2006).

The examples above illustrate the functional relevance of background synaptic activity. Many of these *in vitro* studies used dynamic current clamp approaches illustrating the additional insight into signal processing of neurons that conventional current clamp and voltage clamp experiments would not have provided. The question might come up,
especially to people exclusively working *in vivo*, whether experiments like that could be done right away *in vivo*? *In vivo* systems have of course the big advantage of an intact synaptic network. This advantage, however, has the downside that the time course and strength of most synaptic inputs is unknown and it can not be inferred from the neuron’s response. Therefore, provided that an understanding of neuronal signal processing is the scientific goal, a satisfactory analysis of those *in vivo* data would be impossible. Taken together, using dynamic current clamp *in vitro* offers several advantages over other *in vitro* and *in vivo* approaches. Therefore, I investigated the signal processing of DCN neurons and its modulation by 5-HT in cerebellar slices applying *in-vivo*-like synaptic input patterns with dynamic current clamp.

### 1.3.3. advantage of dynamic current clamp

As already mentioned, dynamic current clamp can be used to stimulate neurons in an *in-vivo*-like fashion with simulated synaptic activity *in vitro*. To this end, a current is injected via the patch clamp pipette into the neuron that is updated in real time for each step of data acquisition and current injection. The injected synaptic current (I$_{syn}$) is calculated based on a conductance model (G(t)) of the synaptic input within the computer. According to Ohm’s law the injected current is calculated as the product of G(t) and the synaptic driving force ($V_m - E_{rev}$), that is the difference between the momentary membrane potential ($V_m$) and the reversal potential of the simulated synapse type ($E_{rev}$):

$$I_{syn} = G(t)*(E_{rev}-V_m) .$$

The difference between a current clamp experiment and a dynamic current clamp experiment becomes obvious reflecting on this equation. In current clamp a fixed current waveform would be injected into the neuron independent from the neuronal response. In dynamic current clamp, the injected current depends on the neuron’s response that is its membrane potential. If the membrane potential is identical to the reversal potential the injected current is actually zero despite a large synaptic conductance. This is exactly how real synapses function *in vivo*. The simulated synaptic activity could represent the activity of one input neuron, the population activity of inputs of one kind, or the activity of several distinct input populations.
1.4. Serotonin

The serotonergic system originates in the brainstem raphe nuclei from two main cell groups, rostral (superior) and caudal (inferior). The rostral group is located mainly in the midbrain, it comprises three nuclei, dorsal raphe, median raphe, and centralis superior and its axons project to telecephalon, diencephalon, forebrain and cerebellum. The caudal group is located mainly in the medulla, it comprises three nuclei, raphe magnus, raphe obscurus and raphe pallidas and it projects to the spinal cord (Cooper et al., 2003; Jacobs and Fornal, 1995). Therefore, the serotonergic system reaches large parts of the central nervous system, where it modifies numerous synaptic and intrinsic neuronal properties.

1.4.1. multiple and heterogeneity effects of serotonin

5-HT is the neuromodulator studied most but understood least for the following reasons. First, there exists a large number of different 5-HT receptor subtypes and their effects are highly heterogeneous (Aghajanian, 2000; Glennon et al., 2000). 5-HT acts on intrinsic as well as synaptic properties of neurons. Second, few highly specific receptor agonists and antagonists are known for these receptors. The wide range of receptor subtypes and overlapping responses to drugs add to the fairly humble understanding of the serotonergic system (Glennon et al., 2000). A third reason is that multiple effects of 5-HT are to be expected at single nerve cells and none of the classical pharmacological studies ever tried to analyse the combined effects that 5-HT might have on signal processing.

So far 14 different 5-HT receptor subtypes distributed over 7 distinct families have been identified. This receptor diversity and their complex cellular distribution account for the multiple electrophysiological effects that 5-HT exerts in the central nervous system (Aghajanian, 2000; Glennon et al., 2000; Andrade, 1998). Of all receptors, only the 5-HT3 receptor is ionotropic, while all others are G-protein coupled metabotropic receptors. The 5-HT3 receptor has a mixed cationic permeability with a reversal potential of 0 mV.

The effect of 5-HT does not only depend on the set of activated receptor subtypes but also on the release and reuptake systems for 5-HT. 5-HT is released from neurons and therefore its release is supposed to be calcium-dependent and TTX-sensitive (Beas-Zarate et al., 1984, Mendlin et al., 1996). Besides typical synapses, 5-HT is also released by ‘volume trans-mission’. In volume transmission the release site is not part of a typical synaptic junction with postsynaptic specialisations but the neurotransmitter has to diffuse over longer distances to receptors that are often diffusely distributed over the surface of
potential postsynaptic targets. Through this mechanism, the affective field of one presynaptic active zone is extended. The non-junctional serotonergic terminals described in the cerebellum (Chan-Palay, 1977) suggest this kind of transmission. For volume transmission the distribution, activity and affinity of reuptake systems and transporters on neighbouring cells, neurons and glia alike, becomes especially relevant for the action of a neuromodulator like 5-HT. Blocking those transporters is expected to increase the extracellular concentration and thereby the amplitude and duration of 5-HT action.

1.4.2. interaction between serotonin and other neurotransmitter systems

Besides its effect via 5-HT receptors, in vivo and in vitro studies showed that 5-HT interacts with multiple neurotransmitter systems such as GABA (Malinina et al., 2005; Tan et al., 2004; Monckton and McCormick, 2002; Mitoma and Konishi, 1999; Kitzman and Bishop, 1997; Mitoma et al., 1994; Cumming-Hood et al., 1993; Johnson et al., 1992; Strahlendorf et al., 1989), glutamate (Malinina et al., 2005; Hasuo et al., 2002; Laurent et al., 2002; Marek et al., 2000; Thellung et al., 1993; Gardette et al., 1987; Lee et al., 1985), dopamine (Di Matteo et al., 2002) and acetylcholine (Cordero-Erausquin and Changuex, 2000; Giovannini et al., 1998; Izumi et al., 1994). Interactions like that raise the complexity of serotonergic actions and are likely to limit our understanding of the serotonergic system even further.

In case of the dopaminergic system, 5-HT has been reported to cause inhibitory effects by activation of 5-HT2C receptors (Di Matteo et al., 2002). A moderate to dense localization of 5-HT2A and 2C receptor mRNAs and proteins was found in substantia nigra and ventral tegmental area as well in the regions of their axon terminals (Esposito, 2006).

For the acetylcholinergic system, an immunocytochemical study showed that 5-HT1A receptors are localized on cholinergic neurons in the medial septum and diagonal band of Broca that project to the hippocampus in rats (Kia et al., 1996). In a microdialysis study in freely behaving rats, 5-HT increased hippocampus acetylcholine level via 5-HT1A receptors and reduced it via 5-HT1B receptor (Izumi et al., 1994). Potassium-evoked release of cerebral acetylcholine, however, was reduced by 5-HT via 5-HT3 receptors (Giovannini et al., 1998). In addition, three nicotinic acetylcholine receptor populations reduced 5-HT release tonically or non-tonically in rat spinal cord, suggesting a cholinergic regulation in descending serotonergic pathways (Cordero-Erausquin and Changuex, 2000).
In addition, application of corticotropin-releasing factor as well as acute stress were reported to prolong the enhancement of GABAergic transmission by 5-HT in rat prefrontal cortex \textit{in vitro} (Tan et al., 2004). This interaction supports a role of the serotonergic system for psychiatric disorders.

Because other neuromodulatory systems are present in the DCN, an interaction between the serotonergic system and those systems might be possible. Such interactions, however, have not been investigated yet.

1.4.3. relation between serotonin and motor activity

In the following I will give a brief overview about the functional role of the serotonergic system as it has been inferred from \textit{in vivo} recordings. The topic of my thesis is the effect of 5-HT on DCN activity but this is part of the larger question how the serotonergic and the cerebellar systems might interact. Defying considerable research efforts, it is still difficult to assign specific functions to the cerebellum. On a more general level, however, it is undisputed that the cerebellum is involved in motor control, motor learning, and the integration of motor commands with sensory information.

What is the function of the serotonergic system? In general, a close relation was found between the activity of serotonergic neurons and motor behaviour. Brain stem serotonergic neurons increased their firing rate during increased motor activity (Jacobs and Fornal, 1999; Veasey et al., 1995). \textit{In vivo} microdialysis studies revealed elevated 5-HT levels in cat cerebellum (Mendlin et al., 1996) and in rat forebrain (Rueter and Jacobs, 1996) during periods of increased overall motor activity. Serotonergic neurons in pontine and medullar cell groups were generally unresponsive to physiological stressors, like heat, pain, food and water deprivation, and so forth, but their activity was elevated during periods of increased muscle tone or tonic motor activity (Jacobs and Fornal, 1999). Therefore it has been suggested that the primary function of the brainstem serotonergic system might be to facilitate motor output on a gross behavioural level.

1.4.4. serotonergic modulation in the cerebellum

All regions of the cerebellum receive serotonergic innervation, mainly from the medullary and pontine reticular formation (Schweighofer et al., 2004; Kitzman and Bishop, 1994; Kerr and Bishop, 1991). This implies an important modulatory role of 5-HT on cerebellar function.
At the cerebellar input level, pontine nuclei and inferior olive are highly innervated by serotonergic fibers (Schweighofer et al., 2004; Möck et al., 2002; Placantonakis et al., 2000). The pontine nuclei receive serotonergic input from medullary raphe and reticular nuclei. The effect of this input is a membrane depolarization and a reduction of synaptic strength (Möck et al., 2002). The serotonergic input to the inferior olive originates from praragigantocellular reticular nucleus, raphe obscurus and pallidus. It results in membrane depolarization, enhanced firing rates and abolished subthreshold rhythmic oscillation of inferior olive neurons in vivo and in vitro (Placantonakis et al., 2000; Sugihara et al., 1995). Overall 5-HT appears to increase the level of activity at cerebellar afferents.

Various effects of 5-HT have been described in the cerebellar cortex. The serotonergic innervation of the cerebellar cortex originates from the reticular nucleus and the lateral tegmental nucleus (Kerr and Bishop, 1991). It was reported to reset the firing rate of Purkinje cells to a preferred state in vivo: the spike rate was increased for slow-firing neurons and was increased for high-firing neurons (Strahlendorf et al., 1984). A change in excitability might be caused by an inhibitory effect on the I_h current via 5-HT_2/1C receptors (Li et al., 1993).

Several effects of 5-HT on the synaptic efficacy of cerebellar Purkinje cells have been described. In vivo recordings suggest that 5-HT is reducing glutamate-induced excitation (Lee et al., 1985) and at the same time it is decreasing GABA-mediated inhibition (Strahlendorf et al., 1989). Recordings from Purkinje cells in vitro found an increase of the IPSC amplitude by 5-HT but no effect on EPSCs (Mitoma et al., 1994). 5-HT has also been reported to reinforce the inhibitory transmission on to Purkinje cells by enhancing the GABAergic transmission from cerebellar interneurons to Purkinje cells (Mitoma and Konishi, 1999). Furthermore, 5-HT enhanced the inhibitory input to Golgi cells most likely by activating Lugaro cells, an inhibitory interneuron of the cerebellar cortex (Dieudonné and Dumoulin, 2000). 5-HT has also been reported to reduce excitatory transmission between mossy fibers and granule cells in vitro (Thellung et al., 1993). Effects of 5-HT on other synapses in the cerebellar cortex have not been reported yet.

The focus of my study is the question how 5-HT modulates DCN activity and thereby signal processing. The effects of 5-HT on DCN activity described so far are ambiguous. Dense 5-HT positive varicosities are found in all cerebellar nuclei that are distinct from climbing and mossy fibers (Kerr and Bishop, 1991). These serotonergic afferents to DCN neurons originate from dorsal raphe nuclei, locus coeruleus, and dorsal tegmental nucleus.
(Kitzman and Bishop, 1994). The serotonergic fibers projecting to the DCN are distinct from those projecting to the cerebellar cortex. This implies that cerebellar cortex and DCN are modulated differently by the serotonergic system. *In vitro* studies reported either an increased DCN activity after iontophoretic 5-HT application (Gardette et al., 1987) or both, a decrease and an increase of DCN activity (Cumming-Hood et al., 1993). In contrast, *in vivo* studies reported either a reduced activity in the interposed nucleus by iontophoretic 5-HT application (Kitzman and Bishop, 1997) or various effects including inhibition, excitation and biphasic activity changes, in the dentate and the interposed nuclei (Di Mauro et al., 2003).

Several effects of 5-HT on synaptic transmission in DCN neurons have been described. *In vitro*, the strength of excitatory synaptic transmission was reduced after iontophoretic 5-HT application in the DCN (Gardette et al., 1987). *In vivo*, 5-HT reduced the effect of excitatory amino acid application and potentiated the effect of GABA application in the cat interposed nucleus (Kitzman and Bishop, 1997). Together these studies suggest that the overall effect of 5-HT mediated synaptic actions is to reduce DCN activity.

In consideration of those contradictory 5-HT effects, one important result of my study is that the level of background synaptic activity is likely to act as an important boundary condition that can influence the effect of 5-HT on DCN activity.
2. Material and Methods

2.1. Electrophysiology

2.1.1. slice preparation

Sprague-Dawley rats (10-15 days old) were anesthetized with isoflurane and decapitated. Parasagittal cerebellar slices were cut in 275 µm on a vibratome (Leica, Germany) in ice-cold slicing solution containing (in mM): 85 NaCl, 75 saccharose, 3 KCl, 4 MgSO$_4$, 1.2 KH$_2$PO$_4$, 26 NaHCO$_3$, 0.5 CaCl$_2$, 20 glucose, 0.5 ascorbic acid. Ascorbic acid is an antioxidative compound which helps neurons to survive oxidative stress caused by free radicals during the slice preparation; the reduced NaCl and CaCl$_2$ concentrations were intended to reduce stress by a reduction of spike activity and calcium influx. After cutting, slices were stored at room temperature for one hour before the experiment started while the solution was slowly replaced by ACSF containing (in mM): 125 NaCl, 3 KCl, 1.9 MgSO$_4$, 1.2 KH$_2$PO$_4$, 26 NaHCO$_3$, 2 CaCl$_2$, 20 glucose. Slices were incubated for 1-6 hours at room temperature before being transferred to the recording chamber. Slice and recording solutions were continuously oxygenated with 95% O$_2$ and 5% CO$_2$. The recording temperature was 33°C.

For unknown reasons, the success rates of DCN recordings from animals older than 16 days were so low that it was unfeasible for the present project. This difficulty is testified by the lack of any in vitro DCN studies with a notable number of older animals also from other studies (Pugh and Raman, 2005; Telgkamp et al., 2004; Telgkamp and Raman, 2002; Anchisi et al., 2001; Gauck and Jaeger, 2000; Aizenman and Linden, 1999; Aizenman et al., 1998). Since no difference in response properties was found for neurons recorded from 10 to 15 day-old animals, all animals of this range were pooled.

2.1.2. data acquisition

Data were recorded with SEC-05LX amplifier (npi, Germany), in discontinuous sampling mode with a switching frequency of 30 kHz and a duty cycle of $\frac{1}{4}$. Data acquisition and current injection was done at a sampling frequency of 10 kHz (DAQ board: PCI-6052E, National Instruments) in all experiments.
2.1.3. general electrophysiology

Whole-cell patch clamp recording were made from DCN neurons located mainly in the dentate nuclei, rarely in the interposed. Excitatory inputs were blocked either by 1 mM kynurenic acid or by 100 µM D-AP5 (Tocris, USA) and 25 µM DNQX, while inhibitory inputs were blocked by 10 µM bicuculline or 40 µM picrotoxin. In some experiments, serotonin reuptake receptors were blocked by 20 µM clomipramine (Tocris, USA), a selective 5-HT reuptake inhibitor. Electrodes were filled with the intracellular solution containing (in mM): 10 EGTA, 10 K-Hepes, 0.5 CaCl$_2$, 4 NaCl, 2 MgCl$_2$, 4 K$_2$-ATP, 0.4 Na$_2$-GTP, 10 Na-phosphocreatine, adjusted pH to 7.3 with KOH.

For voltage clamp recordings of 5-HT activated intrinsic currents, all voltage-gated sodium, potassium and calcium currents were blocked extracellularly using broad range blockers in regular recording solution (in mM): 10 TEA, 2 4-AP, 2 CoCl$_2$, 10 Hapes, 1 µM TTX, buffered to pH 7.4 with HCl. This was done to make neurons electrotonically as compact as possible and to isolate the 5-HT target currents, which were not blocked by these substances (see results).

2.1.4. synaptic recordings

For the measurement of postsynaptic currents, neurons were made electrotonically as compact as possible by blocking postsynaptic voltage-gated sodium, potassium and calcium currents by a modified intracellular solution containing (in mM): 112.5 CsF, 4 CsCl, 10 EGTA, 10 K-Hepes, 0.5 CaCl$_2$, 4 NaCl, 2 MgCl$_2$, 1 QX-314, 4 K$_2$-ATP, 0.4 Na$_2$-GTP, 10 Na-phosphocreatine, adjusted pH value to 7.3 with CsOH. Intracellular floride ions inactivate calcium currents thereby suppressed any calcium-mediated activity (Kay et al., 1986). Besides its electrotonic effect, this avoided an interference of long-term plasticity that might be induced otherwise by repetitive long lasting synaptic stimulation (Ouardouz and Sastry, 2000). Cells were held at 0 mV to achieve a sufficient driving force of about 70 mV for inhibitory synapse. All drugs were purchased from Sigma-Aldrich.

Postsynaptic currents were evoked by activation of input axons with 1, 10, 20, 50, 100 Hz with a 100-µsec width pulse, delivered through concentric bipolar stimulating electrodes placed in the surrounding nucleus region. A stimulation train of 1 Hz lasting for 10 seconds was applied 3 times to check the stability of the synaptic currents. The stimulus trains were applied at an intertrain interval of 5 seconds. The response current traces were averaged over 6 to 10 identical stimulus presentations.
2.2. Stimulus Construction

2.2.1. Current Clamp

Current clamp experiments were performed to determine the spike frequency-current relationship of DCN neurons as one measure of input-output characteristics. To this end, constant currents of 2-second duration with ±25, ±50, ±75, ±100 pA amplitude was injected and the corresponding membrane potentials 1 second before, during and 2 seconds after current injection was recorded. All these 5-second lasting current clamp traces were applied 2-3 times and were separated by pauses of 2 seconds from each other. The current pulses, as well as the dynamic clamp stimuli mentioned below, were applied before, during and after 5-HT perfusion, in the presence of both excitatory and inhibitory synaptic blockers.

2.2.2. Voltage Clamp

Voltage clamp experiments were performed to characterize currents underlying the intrinsic effects of 5-HT. The recorded neurons were held at a particular holding potential and the corresponding injected current to keep this voltage value was recorded, namely the holding current. The opening of an ion channel causes a current flux type that would bring the membrane potential closer to its reversal potential. The voltage clamp electronics, however, detects even slight deviations between the holding potential and the membrane potential and injects a counteracting current that prevents those deviations almost completely. The involved current types can then be identified by the kinetics and the pharmacology of this holding current that is a mirror image of the activated intrinsic currents.

The potential of -50 mV was selected as the baseline holding potential. The holding current was minimum at -50 mV, indicating that most intrinsic currents are closed at this potential. From -50 mV, voltage clamp commands to potentials ranging from -110 to +30 mV were applied. The voltage step lasted for 2 seconds, and the corresponding holding current was recorded from 1 second before until 2 seconds after these steps. The voltage command was performed before, during and after 5-HT application, in the presence of broad range blockers of voltage-gated channels.

2.2.3. Dynamic Current Clamp

Dynamic current clamp was used to investigate the impact of 5-HT on signal processing in DCN neurons. In general, at dynamic current clamp experiments a conductance is
simulated using a computer that represents the activity of synaptic or intrinsic ion channel populations. This conductance is used to stimulate real neurons in whole-cell patch clamp mode (Robinson and Kawai, 1993; Sharp et al., 1993). To this end, a current is injected via the recording electrode that is calculated from the simulated conductance and the driving force, which is the difference between momentary membrane potential and reversal potential of the tested ion channel type. Therefore, a dynamic interaction between real neurons and simulated synaptic inputs is established in dynamic current clamp (Fig. 3A).

In the dynamic clamp experiments, an *in-vivo* like synaptic current ($I_{syn}$) was injected into the patched neuron. It was calculated based on the instantaneously recorded membrane potential ($V_m$) and the time-dependent excitatory ($G_{ex}(t)$) and inhibitory ($G_{in}(t)$) conductances, according to this equation:

$$I_{syn} = G_{ex}(t)*(E_{ex}-V_m) + G_{in}(t)*(E_{in}-V_m).$$

The underlying calculation and current injection were done by computer for each sampling point during the recording. The sampling frequency was 10 kHz. The excitatory ($E_{ex}$) and inhibitory ($E_{in}$) reversal potentials were 0 mV and -70 mV, respectively. All excitatory and inhibitory input elements were simulated as poisson elements that generated spikes with an absolute refractory period of 3 ms and a given mean firing frequency. Each spike caused a simulated unitary conductance change ($g_{ex}$ or $g_{in}$) in the recorded neuron. $G_{ex}(t)$ and $G_{in}(t)$ represent the temporal linear sum of all unitary excitatory and inhibitory conductance changes (Fig. 3B):

$$G_{ex}(t) = \Sigma g_{ex}, \quad G_{in}(t) = \Sigma g_{in}.$$

The activity of 100 inhibitory input elements was simulated. They were either independently active (unsynchronized) or organized in 10 independently active groups of 10 synchronized elements per group (synchronized). Their input frequency ranged from 10 to 75 Hz for different stimuli. Unitary inhibitory conductance changes were calculated by a dual-exponential function with a rise time constant ($\tau_{rise}$) of 0.93 ms and a decay time constant ($\tau_{decay}$) of 13.6 ms (Anchisi et al., 2001):

$$g_{in} = 1/(\tau_{decay} - \tau_{rise})*\left(e^{-\left(t/\tau_{decay}\right)} - e^{-\left(t/\tau_{rise}\right)}\right).$$

Summation all those unitary inhibitory conductances resulted in an average value of 16 nS for a mean input frequency of 35 Hz.
To isolate the effect of inhibitory input, excitatory input was not amplitude modulated and consequently no unitary excitatory conductance changes were simulated. The impact of amplitude modulated excitatory input was addressed in an earlier study by Gauck and Jaeger (2003). Only the impact of one excitatory input parameter was addressed here, its voltage dependence. Therefore, excitatory input was simulated as a voltage dependent and a voltage independent version that were otherwise identical. The voltage independent version had always a constant conductance of 12 nS. The voltage dependent version was normalized such that it had a conductance of 12 nS for a membrane potential of -40 mV. The voltage dependent excitatory input was composed of a voltage independent AMPA component and two voltage dependent NMDA components, fast and slow (Anchisi et al., 2001). $G_{ex}(t)$ was calculated by the equation:

$$G_{ex}(t) = G_{AMPA}(\text{constant}) + G_{fastNMDA}(\text{constant}) * f_{fast}(V_m) + G_{slowNMDA}(\text{constant}) * f_{slow}(V_m).$$

The voltage dependence of NMDA component was introduced by a voltage-dependent multiplication factor calculated by this equation:

$$f(V_m) = 1/[1 + P_1*\exp(-P_2* V_m)].$$

The best fit to the experimentally reported voltage-dependence of NMDA current was achieved by setting $P_1$ and $P_2$ to 0.002 and 0.109 for the fast NMDA component, and to 0.25 and 0.057 for the slow NMDA component (Anchisi et al., 2001; Gauck and Jaeger, 2003).

All stimuli were calculated off-line in advance and stored on hard disk. All dynamic clamp stimuli lasted 10 seconds. They were applied 3-5 times in an interface fashion and separated by 1-sec pauses.

To investigate the effect of 5-HT on the firing activity of DCN neurons under in-vivo like synaptic inputs, a series of dynamic clamp stimuli was applied that contained always one inhibitory ($G_{in}$) and one excitatory ($G_{ex}$) conductance. The simulated inhibitory input was either synchronized or unsynchronized with input frequency of 10, 20, 35, 50 or 75 Hz. The simulated NMDA input was either constant or voltage-dependent. To address the impact of synaptic shunting, $G_{in}$ and $G_{ex}$ were multiplied with different gain factors: 0.5, 1, 1.5. The inhibitory input used here was synchronized and the tested frequencies were 20, 27.5, 35, 42.5 or 50 Hz. The gain factor alters neither the time course of simulated conductance nor the combined reversal potential ($V_{syn}$), but the injected synaptic current ($I_{syn}$) for a given driving force ($V_{syn} - V_m$) according to the equation:

$$I_{syn} = \text{gain}*(G_{ex} + G_{in})(V_{syn} - V_m).$$
2.2.4. simulation of short-term depression

The inhibitory synapses between Purkinje cells and DCN neurons express short-term depression if activated repeatedly. The impact of short-term depression on the firing activity of DCN neurons was tested in the absence and presence of 5-HT. To this end a series of dynamic clamp stimuli was constructed that extended the tested stimulus parameters described above (voltage dependence of NMDA excitation, inhibitory synchronization, and inhibitory input frequency) by short-term depression. To simulate short-term depression, a model by Varela et al (1997) was adopted. In this model, the response amplitude ($A$) was calculated as the product of the initial amplitude ($A_0$) and various dynamic variables for facilitation ($F$) and depression ($D$):

$$A = A_0 F_1 F_2 \ldots F_n D_1 D_2 \ldots D_n.$$  

The parameters describing the dynamics of $F$ and $D$ were fitted to data by Telgkamp and Raman (2002). Model construction and parameter fit was done by my supervisor Dr. V. Gauck and is not subject of my thesis. Nevertheless I will provide some information regarding these parameters in the following. $A_0$ was normalized such that the resulting average value of $A$ was equal for poisson stimuli with and without short-term depression at an inhibitory input frequency of 35 Hz. Facilitation variables ($F$) were not required and set to 1. Two depression variables, one with a fast kinetic ($D_1$) and the other with a slow kinetic ($D_2$), were sufficient to fit the data by Telgkamp and Raman (2002). The dynamics of $D_1$ and $D_2$ are determined by two parameters each, called $d$ and $\tau$, according to the following equations that describe the change of $D$ for successive time steps:

$$D \rightarrow D*d,$$

$$\tau_D \left( \frac{dD}{dt} \right) = 1 - D.$$  

The parameter $d$ ($\leq 1$) can be interpreted physiologically such that the releasable vesicle pool is depleted by a fixed ratio for each synaptic activation. The time constant $\tau$ describes the speed of recovery from depletion that proceeds exponentially towards a maximally loaded vesicle pool during the subsequent inter-stimulus time. The parameters $d$, $\tau$ of $D_1$ and $D_2$ were fitted to the data by Telgkamp and Raman (2002) employing a genetic algorithm.
2.3. Data Analysis

Long lasting recordings of around 3 hours were required because extensive stimulus sets were applied before, during and after 5-HT application to each DCN neuron. Such long lasting recordings turned out to be demanding and often frustrating, especially in the DCN. Many neurons that showed initially a perfect response developed a run down before the recording end and had to be excluded from analysis. Furthermore, a complete washout of 5-HT induced effects was rarely achieved even for neurons where an exceptional long washout time (≥ 90 min) was possible. Therefore, criterions to identify cells acceptable for data analysis had to be formulated regarding recording stability and partial washout of 5-HT. Cells with an overall drift < ± 5 mV in membrane potential were accepted for analysis. Among them, only cells with a partial recovery from 5-HT effect in membrane potential after 20-minute washout were included in the analysis.

Pooled data were analyzed using custom made software written in Matlab (MathWorks, USA) and Origin (Microcal Software, USA), and reported as mean ± SE. The analyzed parameters were mean firing rate (for current clamp and dynamic clamp), the spike timing precision (for dynamic clamp) and the holding current (for voltage clamp). The first 500 msec of the recording at dynamic clamp was discarded to exclude response transients from the analysis that were occasionally caused by voltage steps at stimulus onset.

The calculation of spike timing precision was based on spikes elicited in response to repetitive applications of identical stimuli. Each spike determined a time window of ± 5 msec. The number of spikes falling into this time window but elicited by the other presentations of the same stimulus was determined. Calculating the average of this number for all spikes in all stimulus presentations and dividing it by the number of stimuli minus one resulted in a preliminary precision value. The precision value expected by chance had to be subtracted from this value to determine the final or shuffle corrected (see below) precision value. The precision level expected by chance was determined in the same way from the same data as the preliminary precision after randomly rearranging the interspike intervals (shuffling) within each response trace. Subtracting the chance level from the preliminary precision resulted in the final shuffle corrected precision.

Several parameters were used to determine the effect of 5-HT on action potential waveform. Cells that responded with a depolarization block to current injection amplitudes between +20 and +75 pA were excluded from this analysis. The depolarizing slope of action potential was characterized as the slope from 20 - 80 % of the action potential.
amplitude. Spike amplitude was determined as spike peak minus spike threshold. Spike threshold in turn, was determined as the potential with maximal change in slope for an interval of 2 ms preceding each spike. The mean membrane potential was simply calculated as the averaged potential of the whole response. For a few cases the mean voltage was also calculated after excluding action potentials from the voltage traces. The deviation between both measures was negligible.

To analyze the effect of 5-HT on postsynaptic currents, the amplitude of evoked IPSC was calculated as the difference between IPSC peak current either to the holding current preceding each train or to the synaptic current preceding each stimulation. Spontaneous IPSCs were analyzed with Minianalysis Software (Jaelin Software, Leonia, NJ) by a detection threshold of 5 pA. The short-term depression that elicited by repetitive synaptic stimulation was characterized by steady-state amplitude which was calculated as the average of the IPSCs following the first 5 evoked events of each train.

Statistical analysis were made with pair-t test if not indicated otherwise, and p < 0.05 level was accepted to be statistical significant.
3. Results

The averaged soma size of all recorded neurons was $20.83 \pm 0.67 \mu m$ ($n = 42$). Although recorded cell types could not be distinguished based on positional information, because excitatory and inhibitory neurons were diffusely distributed in cerebellar nuclei (De Zeeuw and Berrebi, 1995; Batini et al., 1992), the averaged diameter exceeding 15 $\mu m$ indicates that mainly glutamateergic neurons were recorded (De Zeeuw and Berrebi, 1995; Batini et al., 1992).

Several difficulties turned out to make data collection in the present project an unfortunate inefficient endeavour. The two most relevant ones are briefly mentioned here. DCN slices are well known for being an extremely difficult preparation. The reasons are not known, but maybe DCN neurons are particularly vulnerable to the mechanical stress caused by the preparation because the large number of axonal fibers running through this structure might transduce shear forces during slicing on the tissue and cells. The long recording time (> 3 hours in each session) required in the experiments made the task even more difficult because a large proportion of the data had to be excluded from analysis based on the criteria formulated in the methods part. Therefore, the overall success rate was actually as low as 42 accepted recordings out of 393 preparations, and was even worse for postsynaptic experiments.

3.1. Effects of Serotonin on Intrinsic Properties

3.1.1. serotonin caused a depolarizing current

The recorded DCN neurons had a mean membrane potential of $-47.11 \pm 1.04$ mV and fired spontaneously on average with a frequency of $4.44 \pm 0.5$ Hz ($n = 25$) in the presence of 10 $\mu M$ kynurenic acid and 40 $\mu M$ picrotoxin. In 2 out of 25 cells, 5-HT had no effect in current clamp recordings. After application of 10 $\mu M$ 5-HT for 5-10 minutes, the membrane potential of DCN neurons was significantly depolarized by $7.99 \pm 0.92$ mV ($n = 23, p < 0.01$) and the spike rate was increased by $6.63 \pm 1.11$ Hz ($n = 23, p < 0.01$).

To confirm a complete block of all synaptic inputs, kynurenic acid was replaced to 100 $\mu M$ D-AP5 and 25 $\mu M$ DNQX. The recorded cells had a mean membrane potential of $-44.45 \pm 1.2$ mV ($n = 7$) and fired spontaneously at the frequency of $7.99 \pm 0.92$ Hz ($n = 6$, excluding 1 silent neurons). After 10 $\mu M$ 5-HT application for 5-10 minutes, the membrane potential was significantly depolarized by $5.38 \pm 0.95$ mV ($n = 7, p < 0.01$), but the change
in spike rate differed from cell to cell: 2 out of 6 cells had no evident change in firing rate (an decrease of $0.69 \pm 0.45$ Hz), and the rest 4 cells showed an increase by $4.41 \pm 1.77$ Hz. These two groups of excitatory blockers showed no significant difference in the recorded DCN neurons in mean membrane potential ($p = 0.58$), spontaneous firing rate ($p = 0.91$) and the magnitude of depolarization by 5-HT ($p = 0.15$) therefore all cells were pooled. The effects of 5-HT were long-lasting (up to 30 minutes) and could be washed away only partially (Fig. 4A).

Was the observed inter-cell variability of 5-HT effect cell type specific? All recorded neurons at current clamp were categorized by soma size and response to 5-HT to address this question in Table 1. 2 out of 32 neurons were insensitive to 5-HT at current clamp, and one of them is with soma diameter smaller than 15 µm while the other one is between 15 - 20 µm. For the rest 30 cells, no cells with soma size smaller than 15 µm were recorded. The majority of neurons with soma sizes between 15 - 20 µm responded to 5-HT with a clear depolarization and increased spike rate ($n = 14$), while 2 of these neurons were only slightly depolarized: one did not change the spike rate and the other one entered a depolarization block. All neurons larger than 20 µm responded to 5-HT with a significant depolarization and enhanced spike rate ($n = 13$). These data might indicate that smaller presumably inhibitory DCN neurons are rather insensitive to 5-HT. However, more data and an immunohistochemical identification of inhibitory neurons would be required to substantiate this hint. Overall, no correlation between soma size and 5-HT effect can be inferred from these data.

5-HT caused a parallel upward shift of the spike rate over a wide range of current injection amplitudes at current clamp (Fig. 4B), indicating a recruitment of a persistent depolarizing current. The firing rate during 5-HT application was reduced below the control level for large current values due to depolarization block (Fig. 4C).

The current underlying the depolarization by 5-HT was further examined by voltage clamp. Starting from a baseline holding potential of -50 mV, various voltage steps were applied and the additional currents required holding these target voltages were recorded. 5-HT (10 µM) always caused a net increase of a persistent inward current by $59.39 \pm 9.4$ pA ($n = 7$) at -50 mV, even in the presence of the blockers for the majority of voltage-gated sodium, potassium and calcium currents (Fig. 5A-B), indicating that these currents did not contribute to this effect. Therefore, the current types that could have contributed to the 5-
HT effect was restricted to an increase of persistent sodium current, a decrease of persistent potassium current, and a change of $I_h$ current. However, specific blockers are not available for most persistent current types. Blocking the $I_h$ current in DCN neurons with ZD-7288 for unknown reasons always resulted in a slow but substantial run down possibly because the ionic homeostasis was distorted. Therefore, the data had to be analyzed in a different way. IV-curves were constructed by plotting the holding current at the final 50 msec of each voltage step. This was done before and during 5-HT treatment and the resulting IV-curves were compared. Assuming that not just one but two persistent current types are activated by 5-HT the induced current ($\Delta I_{5-HT}$) is described by Ohm’s law:

$$I + \Delta I_{5-HT} = (G_{Na} + \Delta G_{Na})*(V_m - E_{Na}) + (G_{K} + \Delta G_{K})*(V_m - E_{K}).$$

According to this equation, only an opposite conductance change of equal strength in $G_{Na}$ and $G_{K}$ ($\Delta G_{Na} = -\Delta G_{K}$) would result in a parallel shift of the I-V curve, while any imbalance between $\Delta G_{Na}$ and $\Delta G_{K}$ would lead to an intersecting point. If only one conductance type, either $G_{Na}$ or $G_{Na}$, were modulated by 5-HT, then one would expect an intersecting point at the reversal potential of the target channel. In the case that 5-HT modulated two currents, the IV-curve intersection would be more depolarized than $E_{Na}$ for $\Delta G_{Na} > -\Delta G_{K}$, while it would be more hyperpolarized than $E_{K}$ for $\Delta G_{Na} < -\Delta G_{K}$.

The voltage clamp experiments actually revealed two patterns: a parallel shift of the I-V curve (Fig. 5C, n = 3) and an intersecting point at about +5 to +10 mV (Fig. 5D, n = 4). There is no intrinsic current type known with a reversal potential between +5 and +10 mV. This suggests that 5-HT activated two or more current types in an unbalanced way as just described. The finding of parallel IV-curves suggests also the concerted but balanced activation of several current types.

The $I_h$ current of DCN neurons (Raman et al., 2000) had also to be considered as a potential target of 5-HT, because 5-HT is known to act on $I_h$ in various neuron types (Bickmeyer et al., 2002; Li et al., 1993) including Purkinje cells of the cerebellum (Li et al., 1993). Testing such an impact experimentally turned out to be difficult due to the instability of DCN neurons after $I_h$ block, as already mentioned. A careful analysis of the voltage clamp data, however, suggested that the $I_h$ current was not altered by 5-HT in DCN neurons as described in the following. The gradual decline of the current traces in Figure 5B during the voltage steps was caused by the slow activation of the $I_h$ current. A baseline shift of these traces in Figure 5B resulted in an almost perfect match (not shown) indicating that $I_h$ was not altered by 5-HT. To quantify this, the IV-curves were not calculated by the last 50
ms (Fig 5B, squares) but by the initial current (Fig 5B, triangles) that was determined
fitting an exponential to the \( I_h \) and extrapolating it back to the start time of the voltage
command. Therefore, these initial current amplitudes are devoid of an \( I_h \) component. The
corresponding IV-curves (Fig. 5E, F) show the same pattern as the ones including \( I_h \) (Fig.
5C, D), an intersection at +5 mV (Fig. 5C, E) or a parallel shift (Fig. 5D, F). Taken together,
the depolarization of DCN neurons by 5-HT was most likely mediated by the activation of
a persistent depolarizing cation current and the concomitant reduction of a persistent
potassium current.

Like for the current clamp data, the question was addressed whether the effect of 5-HT
might correlate with soma size to infer any potential neuron type specific 5-HT action. The
relevant voltage clamp data are listed in Table 2 and did not reveal any relation between
cell type and 5-HT action.

3.1.2. serotonin reduced sodium channel availability

The analysis provided so far focused on persistent effects of 5-HT. The available
literatures, however, provide abundant examples for 5-HT effects on transient voltage-gated
currents (Aghajanian, 2000; Melena et al., 2000; Placantonakis et al., 2000; Andrade, 1998).
To address a potential 5-HT effect on such currents in DCN neurons, the spike triggered
average (STA) of the voltage trace was calculated and the action potential waveform was
analysed in current clamp.

The STA at spontaneous spiking (Fig. 6A) revealed that 5-HT (10 µM) caused a
significant reduction in the depolarizing slope by 39.95 ± 5.53 % (n = 22, p < 0.01), a
reduced action potential amplitude by 12.28 ± 1.83 mV (n = 22, p < 0.01) and an increased
spike threshold by 4.5 ± 1.2 mV (n = 22, p < 0.01). These findings suggested a reduction of
voltage-gated sodium channel availability (Miles et al., 2005; Azouz and Gray, 2000) by 5-
HT.

However, the membrane potential is not controlled in the current clamp experiments and
depolarization by itself will cause the same phenomena. Therefore, the action potential
parameters were plotted as a function of mean potential (Fig. 6B). After having eliminated
the impact of depolarization, 5-HT significantly reduced action potential slope by 19.3 ±
6.7 % (n = 9, p < 0.05) and action potential amplitude by 6.12 ± 1.6 mV (n = 9, p < 0.01),
respectively. The spike threshold was slightly but insignificantly increased by 1.32 ± 0.84
mV (n = 9, p = 0.16).
Furthermore, 5-HT reduced the amplitude of fast-afterhyperpolarization (AHP) and shifted slow-AHP upwards (Fig. 6A, arrows). Slow-AHP was partially recovered after long-time washout but fast-AHP not. This effect further reduced the de-inactivation of voltage-gated sodium channels and speeded depolarization block by 5-HT. Taken together, these results show that 5-HT did affect not only persistent current types but also transient voltage-dependent currents that contributed to the action potential waveform.

3.1.3. activity-dependent effect of serotonin under simulated synaptic inputs

Next, we investigated the alteration of firing activity after intrinsic properties were changed by 5-HT. Dynamic current clamp was used to introduce simulated synaptic inputs into the recorded neurons. First, we applied voltage dependent and independent NMDA components combined with synchronized and unsynchronized inhibitory inputs at 35 Hz, the mean firing frequency of Purkinje cells in vivo (Stratton et al., 1988; Savio and Tempia, 1985). The spike response and raster plot for a short time segment from one typical neuron is shown in Figure 7A. However, no significant difference in firing activity was found during application of 5-HT (10 µM) in all testing conditions (Fig. 7B) even though 5-HT increased spontaneous spike rate in the same neurons (Fig. 7B, spontaneous spiking).

For further elucidation, stimuli of identical excitatory component but with an extended range of inhibitory input frequency, from 10 to 75 Hz, were applied. Surprisingly, the effect of 5-HT was activity dependent, different from the results in current clamp. The input-output functions before and during 5-HT treatment intersected at the inhibitory frequency of around 35 Hz, in accordance to our former results. The spike rate was reduced by 5-HT at more depolarized potentials, where the inhibitory input frequency was lower, but left unchanged or slightly increased at more hyperpolarized potentials in all tested conditions (Fig. 8A). This can be characterized as a normalizing effect on the input-output characteristic of DCN neurons that was found to be significant mainly at depolarized activity states (Fig. 8A, 10 Hz). Take the response to synchronized inhibitory and voltage-dependent excitatory inputs as an example (Fig. 8A, top left). During application of 10 µM 5-HT the spike rate was significantly reduced by 9.36 ± 2.97 Hz at an inhibitory input frequency of 10 Hz (n = 8, p < 0.05), by 5.49 ± 2.49 Hz at 20 Hz (n = 8, p = 0.06), and significantly decreased by 1.8 ± 0.55 Hz at 50 Hz (n = 8, p < 0.05), by 46.76 ± 27.79 % at 75 Hz (n = 8, p = 0.14).
The effect of 5-HT on spike timing precision was also analysed because this parameter and the spike rate together determine the amount of information that a neuron can possibly transmit. In contrast to the spike rate, there was basically no change in spike timing precision by 5-HT (Fig. 8B), indicating a generally unaltered signal reliability in the tested frequency range. The only exception was a significant decrease of precision at unsynchronized inhibitory inputs of 10 Hz and voltage-dependent excitatory inputs by $13.75 \pm 6.8\%$ (Fig. 8B, third, $n = 8$, $p < 0.01$).

Increased depolarization and reduced sodium channel availability represent opponent influences on the excitability of DCN neurons. Therefore, the question arises what their combined effect was on cell activity. In the following it will be shown that their concerted action resulted in the activity-dependent effect of 5-HT described above. This conclusion will be tested experimentally by altering the strength of the synaptic shunting effect. I will start with an explanation of synaptic shunting in the context of the present dynamic current clamp experiments.

Each ion channel type, whether synaptic or intrinsic, has a partial voltage clamp effect. If a channel is activated, it will generate a current ($I_{ion}$) that is given as the product of its conductance ($G_{ion}$) and the driving force that is the difference ($E_{ion} - V_m$) between its reversal potential and the membrane potential:

$$I_{ion} = G_{ion} \cdot (E_{ion} - V_m).$$

If only one channel would be open at a time, $I_{ion}$ would flow until $V_m$ reached $E_{ion}$ and $I_{ion}$ would cease not because the channel closed but because the driving force vanished. In this respect each channel or current type exerts a partial weak voltage clamp effect on the membrane potential of a neuron. Most of the time not only one but many ion channel types are active, and each of them pulling $V_m$ towards its own reversal potential. The combined action of these ion channels, however, can be characterised by the combined reversal potential ($V_{syn}$) that lies in between the reversal potentials of all active ion channels. The combined reversal potential corresponds to a weighted sum of the individual reversal potentials and is given for the synaptic conductances simulated in the present study by the following equation:

$$V_{syn} = \frac{(E_{ex} \cdot G_{ex} + E_{in} \cdot G_{in})}{(G_{ex} + G_{in})}.$$

The corresponding injected current ($I_{inj}$) is given by this equation:

$$I_{inj} = (G_{ex} + G_{in}) \cdot (V_{syn} - V_m).$$
The voltage change that the activation of a single presynaptic input (excitatory ($g_{ex}$) or inhibitory ($g_{in}$)) might induce ($E_{ex}g_{ex}$ or $E_{in}g_{in}$) is divided by the total of all synaptic inputs ($G_{ex} + G_{in}$). Therefore, it is immediately clear that its impact will become smaller and smaller with an increasing number of other active input elements, corresponding to what is commonly referred to as synaptic shunting.

Hence, $V_{syn}$ provides a very efficient way to describe the simulated synaptic current $I_{syn}$ as it allows one to collapse all synaptic equilibrium potentials into one potential ($V_{syn}$) and all simulated conductances into one conductance ($G_{ex}+G_{in}$). Note that not only $G_{ex}$ and $G_{in}$ but also $V_{syn}$ are now functions of time.

The interaction between 5-HT action and synaptic shunting is illustrated in Figure 9. In current clamp 5-HT increased the net inward current thereby depolarizing the cell. In dynamic current clamp the synaptic current was shifted after 5-HT application such that its hyperpolarizing component was increased (Fig. 9B). This shift corresponds to a synaptic outward current that shunted the 5-HT induced inward current at least partially. As a result the depolarizing effect of 5-HT was either reduced or even totally abolished like for the neuron shown in Figure 9A.

From these considerations it is clear that we can manipulate the amount of 5-HT induced depolarization in dynamic clamp experiments by changing the absolute strength of the simulated synaptic input simply by multiplication of ($G_{ex} + G_{in}$) with a particular factor that I will call ‘gain’ in the following. Note that such a gain factor will not alter the combined reversal potential as it cancels out of the equation for $V_{syn}$. The central idea behind the subsequent experiments was to manipulate the 5-HT induced depolarization via the synaptic gain and to see whether the balance between the opponent 5-HT effects on excitability could be shifted this way.

To this end, a series of stimuli with inhibitory input frequencies of 20, 27.5, 35, 42.5 and 50 Hz, was applied for gain factors of 0.5, 1 and 1.5. The strength of the synaptic shunting current at gain factor 0.5 is just half that at gain factor of 1 for a given driving force, as described by the equation:

$$I_{syn} = \text{gain} \times (G_{ex} + G_{in})(V_{syn} - V_m).$$

The results of Figure 10 showed that the effect of 5-HT on DCN activity indeed depend on the strength of synaptic shunting that is represented by the gain factor. DCN activity was increased by 5-HT at gain 0.5, unaltered at gain 1 and decreased at a gain 1.5
(Fig. 10A, top panel). To fully appreciate this result, especially the fact that activity was reduced at gain 1.5, it is important to note that the membrane potential was depolarized by 5-HT for all gain factors (Fig. 10A, middle panel). Obviously, an activity reduction cannot be caused by a depolarization on its own. An explanation is provided by the finding that the spike slope, which represents a sensitive measure for sodium channel availability, was reduced for all gain factors (Fig. 10A, bottom panel). Therefore these data strongly support the interpretation that the relative impact of two opponent influences on excitability, namely depolarization and sodium channel availability, was shifted by changing the gain factor. At gain 0.5 the effect of depolarization dominated and net excitability was increased, at gain 1.5 the reduced sodium channel availability is dominated and net excitability was reduced, and at gain 1 both effects just cancelled each other. This shift of relative impact can be understood mechanistically by observing carefully membrane potential and spike slope. The spike slope during 5-HT application was almost identical for all gain factors (Fig. 10A, bottom panel). Therefore it can not account for the shift in activity. The 5-HT induced depolarization however, that is the difference between both curves, decreased continuously with increasing gain (Fig. 10A, middle panel). Therefore, by increasing the strength of synaptic shunting via the gain factor, the positive influence of depolarization on excitability was gradually reduced resulting in a reversal of the 5-HT action from increasing to decreasing.

The impact of synaptic shunting on the 5-HT induced activity change just described allows one to make a prediction that is tested in the following. The model states that two opponent excitability effects, depolarization and sodium channel inactivation, cancel each other exactly where the input-output curves before and during 5-HT application cross each other. Increasing synaptic shunting should reduce the impact of depolarization and shift the balance in favour of reduced sodium channel availability. This in turn should result in a shift of the crossing point of the input-output curves towards more hyperpolarized membrane potentials that correspond to higher inhibitory input activities. Figure 10B shows the result of a representative experiment where this prediction was tested. The result corresponds exactly to the model predicting. The crossing point between input-output curves is shifted towards larger inhibitory input frequencies for an increasing strength of synaptic shunting.

Taken together, the activity dependent effect that 5-HT exerted in DCN neurons in dynamic current clamp experiments can be understood based on its opponent excitability
effects, i.e. an increased net inward current with resulting depolarization and a reduced sodium channel availability
3.2. Effects of Serotonin on Inhibitory Postsynaptic Currents

In the experiments described so far, the effect of 5-HT on intrinsic properties and its consequences for the processing of given synaptic input activity were investigated. The next question was whether 5-HT might also directly influence synaptic input in DCN neurons. Such an effect comes was suggested by numerous studies that reports effects of 5-HT on synaptic effects in other neuron types (Monckton and McCormick, 2002; Möck et al., 2002; Mitoma and Konishi, 1999; Andrade, 1994; Mitoma et al., 1994; Thellung et al., 1993; Strahlendorf et al., 1989; Lee et al., 1985). Furthermore, 5-HT receptors have been reported to play a presynaptically modulatory role in various brain areas (Zhao and Klein, 2006; Malinina et al., 2005; Ha suo et al., 2002; Laurent et al., 2002; Andrade, 1994). Due to the functional relevance of inhibitory input to DCN neurons (Gauck and Jaeger, 2000), the effect of 5-HT on inhibitory input was the focus of this part.

Serotonergic modulation of inhibitory transmission between Purkinje cells and DCN neurons was studied by voltage clamp recordings in the presence of AP-5 (100 µM) and DNQX (25 µM) to block excitatory synaptic input. Postsynaptic currents were evoked by repetitive extracellular electrical stimulation with frequencies of 1, 10, 20, 50 and 100 Hz. The 1-Hz stimuli lasted 10 seconds, while the remaining stimuli lasted as long as 100 repetitive stimulations of that frequency.

Since the stimulating electrodes were placed in the DCN in vicinity to the recorded neurons, it could not be ruled out that collaterals of local inhibitory neurons were activated besides Purkinje cell axons. However, given the predominance that synapses from Purkinje cells on DCN neurons, 85 % of somatic and 50 % for dendritic synapses (Chan-Palay, 1977), it is likely that mostly Purkinje terminals were activated in the experiments.

3.2.1. effect of serotonin on IPSCs and short-term depression

All recorded neurons responded to trains of repetitive stimulation with short-term depression for all tested stimulating frequencies (Fig. 11A, left). The magnitude of depression was frequency-dependent as described earlier by Telgkamp and Raman (2002) and Pedroarena and Schwarz (2003). At 50 and 100 Hz, individual postsynaptic currents did not decay back to prestimulus baseline, but a substantial steady-state baseline was observed (Fig. 11A, left, 50 and 100 Hz). Synaptic failures were absent at stimulus frequencies ≤ 20 Hz, but they were present for stimulation frequencies ≥ 50 Hz. The percentage of failures was not analysed separately, instead they were implicitly taken into account.
account averaging current traces in response to repeated identical stimulus presentations. Facilitation of postsynaptic current was never seen. Bicuculline (10 µM) abolished the amplitude of evoked IPSCs to 3.9 ± 1.3 % of control amplitude (n = 5), revealing their GABAergic origin. One out of 5 neurons was excluded from analysis due to its insensitivity to 5-HT.

The waveform parameters of evoked IPSCs were fitted by a dual-exponential function. At stimulating frequency of 1 Hz and holding potential at 0 mV, the time constants were 1.69 ± 0.3 ms for rising and 20.16 ± 1.8 ms for decay under control conditions, and 1.81 ± 0.29 ms for rising and 19.96 ± 1.9 ms for decay after 10 µM 5-HT application (n = 5). The corresponding p-values revealed that there was no significant difference between control and 5-HT (p = 0.89 for rising time constant, 0.19 for decay time constant).

5-HT (10 µM) reduced the amplitude of evoked IPSCs over all tested input frequencies (Fig. 11A, right) but did not alter the activity-dependence of short-term depression. This was revealed by the normalization of IPSC amplitudes before and during 5-HT application by the amplitude of the first corresponding IPSC (Fig. 11B, n = 3).

The impact of 5-HT on short-term depression was further analysed by dividing the response traces into an initial and a steady-state response. The initial response was calculated as the average amplitude of second to fifth IPSCs, while the steady-state was calculated as the average amplitude following the first 5 IPSCs. Naturally, the amplitude of the first IPSC (P_1) within traces did not depend on stimulation frequency (Fig. 11C, top left). Therefore P_1-amplitudes was taken as an activity independent measure of 5-HT on IPSC amplitude. 5-HT (10 µM) reduced P_1 amplitude by 34.91 ± 10 % at 1 Hz (n = 5, p = 0.06), 44.71 ± 11.7 % at 10 Hz (n = 5, p = 0.07), 43.16 ± 10.2 % at 20 Hz (n = 5, p < 0.05), 40.15 ± 8.6 % at 50 Hz (n = 5, p < 0.05), and 38.28 ± 7.5 % at 100 Hz (n = 5, p < 0.05). The average reduction of P_1 by 5-HT is 40.24 ± 1.74 % with no significant difference between stimulus frequencies. Second, 5-HT reduced the amplitude of the second to fifth IPSCs (P_2-5, Fig. 11C, top middle) by 45.67 ± 12.2 % at 1 Hz (n = 5, p = 0.08), 40.55 ± 16 % at 10 Hz (n = 5, p = 0.14), 33.93 ± 11.5 % at 20 Hz (n = 5, p = 0.07), 35.77 ± 8 % at 50 Hz (n = 5, p < 0.05). A significant reduction of P_2-5-amplitudes was found with increasing frequencies. The steady-state amplitude of IPSCs (P_ss, Fig. 11C, top right) was reduced by 5-HT by 47.11 ± 12.44 % at 1 Hz (n = 5, p = 0.08), 44.01 ± 11.1 % at 10 Hz (n = 5, p = 0.15), 27.71 ± 11.6 % at 20 Hz (n = 5, p = 0.07), and 10.22 ± 18.9 % at 50 Hz (n = 5, p = 0.1).
This reduction degree did depend significantly on the stimulus frequency. The reduction of initial IPSC amplitude ($P_{2-5}/P_1$) during short-term depression showed no significant difference (Fig 11C, middle bottom): 17.59 ± 14.0 % at 10 Hz (n = 5, p = 0.6), 20.87 ± 0.9 % at 20 Hz (n = 5, p = 0.33), 8.6 ± 22.35 % at 50 Hz (n = 5, p = 0.11). The steady-state reduction during short-term depression ($P_{SS}/P_1$) was also slightly less pronounced after 5-HT application but the corresponding differences between control and 5-HT were also here insignificant (Fig. 11C, right bottom): 10.24 ± 5.6 % at 10 Hz (n = 5, p = 0.21), 30.62 ± 15.38 % at 20 Hz (n = 5, p = 0.1), and 57.72 ± 16.3 % at 50 Hz (n = 5, p = 0.18).

Taken together, 5-HT reduced the overall IPSC amplitude by about 40 % but did not alter the activity dependence of IPSC amplitudes as seen during stimulus conditions in which short-term depression was induced.

### 3.2.2. effect of serotonin on spontaneous IPSCs

Spontaneous presynaptic activity results in spontaneous postsynaptic events, the analysis of which can provide some information about the underlying mechanisms. DCN neurons held at 0 mV displayed outward spontaneous IPSCs (sIPSCs) with peak amplitude ranging from 5 to 170 pA (Fig. 12A, top trace), with an average amplitude of 16.6 ± 12.9 pA and inter-event interval of 61.86 ± 108.14 ms (from 6100 events). 5-HT application reduced both amplitude and frequency of sIPSCs (Fig. 12A, middle trace). All events were completely blocked in the presence of 10 µM bicuculline (Fig. 12A, bottom trace).

During 10 µM 5-HT application, mean inter-event interval was 73.85 ± 137.76 ms (from 5118 events, p < 0.001) and amplitude 14.62 ± 8.86 pA (p <0.001). The cumulative curve of inter-event interval was shifted to right (Fig. 12B), showing an increased proportion of longer inter-event intervals after 5-HT. The cumulative curve of amplitude was shifted to left, indicating an increased proportion of smaller sIPSC amplitudes after 5-HT (Fig. 12C). A reduction in sIPSC amplitude by itself does not allow yet a definite distinction between pre- and postsynaptic mechanisms because it could be due to reduced transmitter release and/or due to receptor desensitization. The reduced sIPSC frequency, however, can only be of presynaptic origin, indicating that a reduced release probability is at least one part of the synaptic 5-HT effect.
3.2.3. effect of serotonin on recovery from depression

An important aspect of short-term depression not addressed yet is the recovery from depression. To study whether 5-HT would modulate recovery, stimulus spike trains were split in two parts with a step-like transition from high (depression train) to low stimulating frequencies (recovery train). During recovery IPSC amplitudes increased from the depression to 50 - 70 % of the first IPSC in depression train (Fig. 13A-B). Before this level was reached, transiently increased IPSC amplitude was observed (Fig. 13A). This transient was unlikely caused by the time constant that determined the depression because it was much slower.

The rate of recovery in both initial and steady-state phases was positively correlated to the preceding depression frequency, in both control and 5-HT conditions (Fig. 13A-C). As a measure for recovery, the first IPSC amplitude and the average IPSCs amplitudes following the first 5 IPSCs in recovery train were divided by the first IPSC amplitude in depression train (Fig. 13B-C). The recovery ratio at initial and steady-state phases over all tested frequencies was listed in Table 3. Based on these data presented here, no significant influence of 5-HT on recovery from depression can be inferred (Fig. 13D). It can not be excluded, however, that a larger sampling base might reveal such a difference.

3.2.4. impact of short-term depression in inhibitory inputs on spiking

The dynamic clamp experiments presented so far did not take short-term depression at the Purkinje cell to DCN synapses into consideration. Therefore, the dynamic clamp experiments described above were extended taking into account short-term depression. See the methods part for a description of its implementation. The experiments just described revealed that 5-HT did not alter the dynamic properties of short-term depression. Therefore, the parameters extracted from Raman et al. (2002) were suitable to simulate short-term depression not only for control conditions but also for 5-HT application. Since the absolute IPSC amplitude, however, was altered by 5-HT, the inhibitory input conductance had to be normalized to make results comparable. The normalization was chosen such that the mean inhibitory conductance with and without short-term depression was identical for an inhibitory input frequency of 35 Hz. This value was preferable since DCN showed identical frequency responses before and during 5-HT application at this level of inhibitory input. This way matched reference points were established for the effects of 5-HT and short-term depression.
depression. As before, excitatory input was identical for all conditions and the frequency of inhibitory inputs was varied.

Short-term depression increased the output frequency of DCN neurons at high (> 35 Hz) inhibitory input frequencies thereby extending their working range to more hyperpolarized potentials (Fig. 14, left, filled gray circle). There was almost no change of output frequency for low (< 35 Hz) inhibitory input frequencies. The responses to synchronized inhibitory inputs and voltage-dependent excitatory inputs (Fig. 14A, right, black and gray filled columns) were significantly increased by 3.19 ± 0.27 Hz at 50 Hz input (n = 5, p < 0.001), by 3.93 ± 0.64 at 75 Hz input (n = 5, p < 0.01), but insignificantly reduced at depolarization range by 0.87 ± 1.76 at 10 Hz input (n = 5, p = 0.64) and by 1.73 ± 0.8 at 20 Hz input (n = 5, p = 0.09). This effect of short-term depression can be characterized as a normalization of the output spike rate for high inhibitory input frequency.

This normalization effect of short-term depression was further enhanced after 5-HT application (Fig. 14A, left, gray open circles). The spike rate was increased by 1.74 ± 0.76 Hz at 50 Hz input (n = 5, p = 0.08), by 0.67 ± 0.39 Hz at 75 Hz input (n = 5, p = 0.16). For low inhibitory input activity, 5-HT caused a reduction of input spike rate by 5.52 ± 3.08 Hz at 10 Hz (n = 5, p = 0.14), 2.05 ± 2.48 Hz at 20 Hz (n = 5, p = 0.45; Fig. 14A, right, gray filled and open columns). These effects did not reach significance levels of p ≤ 0.05 due to variability between cells. Similar effects were found for synchronized inhibitory input and constant excitatory input (Fig. 14B). For unsynchronized inhibitory inputs these effects were much less pronounced (Fig. 14C-D).

The combined effect of short-term depression and 5-HT was further analysed by calculating the mean membrane potential (Fig. 15). Short-term depression caused a depolarization of the mean membrane potential at high inhibitory input frequencies (>35 Hz) for all stimulus conditions. Thereby, further hyperpolarization with increasing inhibitory input was almost completely prevented. At low inhibitory input frequencies, in contrast, short-term depression caused only a slight hyperpolarization (Fig. 15, left, gray filled circle). 5-HT caused an additional depolarization for all stimulus conditions (Fig. 15, left, open black and gray circles).

For synchronized inhibition and voltage-dependent excitation (Fig. 15A, right, black and gray filled columns), short-term depression depolarized the mean membrane potential value
from -58.1 ± 0.36 to -45.82 ± 0.61 mV at 75 Hz inputs (n = 5, p < 0.001), from -50.98 ± 0.52 to -45.77 ± 0.64 mV at 50 Hz inputs (n = 5, p < 0.001); while membrane potential was hyperpolarized from -32.47 ± 1.61 to -35.76 ± 1.45 mV at 20 Hz inputs (n = 5, p < 0.001), from -25.56 ± 2.09 to -28.89 ± 1.95 mV at 10 Hz (n = 5, p < 0.001). With short-term depression, application of 5-HT depolarized membrane potential overall insignificantly (Fig. 15A, right, gray filled and open columns). The effects of short-term depression were highly significant for all stimulus conditions (Fig. 15A, right, gray filled and open columns), while the additional depolarization caused by 5-HT was significant only for high inhibitory input without short-term depression (Fig. 15A, right, black filled and open columns). The mean membrane potential was depolarized by 5-HT from -50.98 ± 0.52 to -48.61 ± 1.18 mV at 50 Hz input (n = 5, p < 0.05), from -58.1 ± 0.36 to -56.23 ± 0.75 mV at 75 Hz input (n = 5, p < 0.05). Taken together, the effects of short-term depression and 5-HT on membrane potential extended the operation range of DCN neurons for high inhibitory input activity.

Information transmission is not only determined by spike rate but also by spike timing precision the analysis of which is presented in the following. Overall, spike timing precision was neither altered by short-term depression nor by 5-HT significantly (Fig. 16, left). Two exceptions were found for the trivial reason that neurons did not spike without short-term depression. Short-term depression increased precision from 0 % to 59.55 ± 3.85 % at 75 Hz input of synchronized inhibition and voltage-dependent excitation (Fig. 16A, right, gray filled column, n = 5, p < 0.001) and from 0 % to 14.51 ± 4.88 % at 50 Hz input of unsynchronized inhibition and voltage-dependent excitation (Fig. 16C, right, gray filled column, n = 5, p < 0.05). Spike precision was also enhanced from 12.13 ± 6.2% to 27.57 ± 3.87 % at 10 Hz input of unsynchronized inhibition and constant excitation (Fig. 16D, right, black and gray filled columns, n = 5, p < 0.05). In this case precision might have been increased because short-term depression hyperpolarized the strongly depolarized membrane potential thereby increasing sodium channel availability. Taken together, these results suggest that information transmission is unlikely to be altered via effects of short-term depression or 5-HT on spike timing precision.
3.3. Pharmacological Consideration

Although the pharmacology of 5-HT was not the topic of the present study, some experiments were performed to address the question of which 5-HT receptor subtypes might mediate its effect on intrinsic DCN properties. To this end, specific agonists and antagonists for each receptor subtype were bath applied under current clamp. From immunohistochemical studies, it’s known that 5-HT1, 2, 3, 5 receptor subtypes are expressed in rat cerebellar nuclei (Guerts, 2002). A broad range of 5-HT concentration (in µM: 0.1, 0.2, 0.5, 1, 2, 10) was tested, and identical effects was found from 1 µM to 10 µM (n = 2). The 5-HT1 receptor agonist RU-24969 (0.5 µM, n = 2) and 5-CT, a 5-HT5 agonist (5 µM, n = 3) caused effects identical to 10 µM 5-HT (Fig. 17A-B).

The effect of antagonists was dose-dependent. Application of 5-HT1 receptor antagonist of Cyanopindolol (20 µM) prevented the depolarization by 1 µM 5-HT (n = 2), but failed to block that by 10 µM 5-HT (n = 2). Application of SB-266970 (20 µM), an antagonist of 5-HT5 receptor, blocked the depolarization by 5 µM 5-CT (n = 1) but failed to prevent that by 10 µM (n = 3). In contrast, cinanserin (20 µM, n = 1), an antagonist of 5-HT2 receptors, and Y-250 (20 µM, n = 3), an antagonist of 5-HT3 receptors, failed to block the effects by 1 µM 5-HT. Overall, these results indicate that 5-HT1 and 5-HT5 receptors are the most likely candidates mediating the effects of 5-HT on the intrinsic properties of DCN neurons.
4. Discussion

How serotonin alters the signal processing of DCN neurons is the main question of my PhD project. The current clamp and voltage clamp experiments showed that 5-HT has an influence on intrinsic as well as synaptic properties of DCN neurons. First, 5-HT caused two opposing effects on excitability: it depolarized the membrane potential and it reduced the availability of voltage-gated sodium channels. The resulting impact of 5-HT on the firing activity of DCN neurons was determined with dynamic clamp and depended crucially on the interplay of these intrinsic effects and synaptic background activity. An activity-dependent effect of 5-HT was found, where the firing rate was reduced for depolarized pre-drug activity states but unaltered or slightly increased for hyperpolarized pre-drug states. Second, 5-HT reduced the strength of inhibitory input to DCN neurons without changing synaptic short-term depression significantly. Altogether the effect of 5-HT can be described as a change in the input-output transfer function that shifts the working range of DCN neurons to more hyperpolarized activity regimes reducing at the same time its slope.

4.1. Methodological Argumentations

Dynamic current clamp and its results represent an important part of this work. Therefore, two methodological aspects of dynamic current clamp are discussed in the following. Both aspects deal in different ways with the question how close a dynamic clamp experiment might be to the *in vivo* situation. The dynamic clamp method itself is described briefly in the introduction and detailed in the methods part.

The synaptic current representing the activity of whole populations of simulated input elements is usually injected via the patch clamp pipette into the soma of the recorded neuron. Therefore, the applied synaptic input is provided as a point source neglecting that synaptic input is distributed all over the cell *in vivo*. If everything else were identical to the *in vivo* situation how severe would the error be that one introduces this way? The following will show that the answer to this question depends on the neuron type, e.g. on the electrotonic compactness of a neuron. The voltage at the end of a sealed end core conductor like a dendrite is described by the equation:

\[ V_{\text{dendrite}} = V_{\text{soma}}/\cosh(x_{\text{dendrite}}/\lambda), \]

where \( \lambda \) represents the electrical length of its semi-infinite counterpart. The electrotonic length of DCN dendrites is maximally 0.5 \( \lambda \) (Steuber et al., 2004). Therefore, the amplitude
difference between somatic and dendritic voltage signals is less than 12% in DCN neurons \((1 - \frac{V_{\text{dendrite}}}{V_{\text{soma}}}) \times 100\). Pyramidal cells in contrast have a dendritic length of about 2 \(\lambda\) (Ulrich and Strick, 2000) and consequently the voltage difference between soma and dendritic tip will be 73%. This clearly illustrates that the error introduced by simulating a point source of synaptic input will crucially depend on the electrotonic properties of the recorded neurons and that it is comparatively low for the compact DCN neurons. The same is true for the shunting effect that is affected only half as strong by distance as the amplitude of voltage signals (Williams, 2004).

Another aspect of the dynamic clamp approach is actually not specific but applies to all simulation methods. That is the question how well the properties of the simulated activity match that in vivo. In the present study this applies to the properties of the simulated synaptic activity. Relevant parameters are for example the number of input elements, their mean frequency, their activity patterns, and the amplitude, time course and voltage dependence of postsynaptic conductances. Some of these parameters are known quite accurate, some are known approximately and others are completely unknown. The time course and the voltage dependence of postsynaptic conductance changes are known quite precisely (Pedroarena and Schwarz, 2003; Telgkamp and Raman, 2002, Anchisi et al., 2001). The amplitude of postsynaptic conductances are either unknown (AMPA and NMDA components) or their estimates vary over a wide range (Pedroarena and Schwarz, 2003; Telgkamp and Raman, 2002). The same is true for the number of input elements were the estimates range from 30 to 800 (Palkovitz et al., 1977). The activity patterns of individual input elements, excitatory and inhibitory, might be available, but the population activity of the input elements of individual DCN neurons is completely unknown. Therefore, assumptions have to be made for those partly or completely unknown parameters. With respect to the total mean inhibitory and total mean excitatory input for example, two parameters also completely unknown but of utter importance, it turns out that the number of input elements and the amplitude of individual inputs are interchangeable. 100 inputs of amplitude 1 (here arbitrary unit) provide the same mean input as 400 inputs of amplitude 0.25. What changes are statistical properties of the input, e.g. the amplitude fluctuation of the total input will drop from 100 to 400 elements. Because of this commutability, the stimulus design started out with the assumption that the overall input has to be in a kind of equilibrium that allows the neurons to spike with reasonable, that is in vivo-like, rates. This determined the balance between excitatory versus inhibitory inputs.
and due to the interdependence just described also the input amplitude as soon as a particular input number was chosen. Starting out with such a consideration about equilibrium might seem a bit unusual. But it makes perfect sense taking into consideration that many of the processes that physiologists studied in the past, including synaptic and intrinsic plasticity, are serving actually the goal to maintain homeostasis which is required to keep neurons in an operational regime where they can respond best to incoming signals.

The amplitude of the simulated inhibitory inputs was actually lower than the lowest of the widely ranging estimates (Peroarena and Schwarz, 2003; Telgkamp and Raman, 2002), therefore the dynamic clamp stimuli under rather than overestimated the impact of synaptic shunting that was crucial for the results. For excitatory input only two aspects were simulated: its overall mean and its voltage dependence. The amplitude fluctuation caused by unitary excitatory events was neglected. This does not impose any limitation since inhibitory inputs can trigger action potentials via brief disinhibition (Gauck and Jaeger, 2000) just as reliable and frequent as excitatory inputs as described in Gauck and Jaeger (2003). With respect to the pattern of inhibitory input activity randomly spiking input elements were chosen. On the one hand, because information about population input activity is not available on the other hand because this approach is akin to the white noise approach from systems theory. The basic idea behind that is to probe a system with a wide range of input patterns to evaluate its dynamic response properties. The simulated input was not white noise of course, because the postsynaptic conductances act as low pass filters. But otherwise, e.g. because of the random Poisson-like input activity, the DCN neurons were activated with a large range of input dynamics likely to cover the physiologically relevant one. This range was further extended by testing two levels of input synchronization resulting in two levels of input fluctuation around identical means and various inhibitory input frequencies. Therefore, the dynamic clamp stimuli probed DCN neurons with a wide range of potentially occurring stimulus properties.
4.2. Effects of Serotonin on Intrinsic Properties

5-HT had multiple effects on intrinsic DCN properties. In current clamp, it depolarized the membrane potential and reduced the availability of voltage-gated sodium channels. Both 5-HT actions are expected to influence DCN excitability but in opposite directions. Depolarization was caused by an increase of a tonic cationic current as well as a reduction of a tonic potassium current most likely via the activation of 5-HT$_1$ or/and 5-HT$_5$ receptors. At dynamic current clamp, 5-HT caused an activity-dependent effect on firing performance. This activity dependence was due to background synaptic activity that influenced the state of the neuron and thereby indirectly the effect of 5-HT. Therefore, the effect of 5-HT is likely to depend also on the state of the network comprising the input elements of DCN neurons.

4.2.1. regulation of firing by serotonergic effect and background synaptic activity

Based on the results from the current clamp and dynamic clamp experiments, a model (Fig. 18) was developed to explain the activity-dependent effect of 5-HT. The question this model is supposed to explain is why 5-HT did not alter DCN activity always in the same manner but instead caused a slight increase for low and a reduction for high pre-drug activity levels? The brief answer is that background synaptic activity determined the relative impact of two 5-HT actions, depolarization and sodium channel reduction. Membrane depolarization is usually addressed as an increase in neuronal excitability (Perrier et al., 2003; Möck et al., 2002; Monckton and McCormick, 2002; Andrade, 1998). Reduced sodium channel availability, in contrast, is addressed as a reduced excitability as it will reduce the probability for a given input to trigger an action potential. The third player in this game is synaptic shunting that depends linearly on the strength of background synaptic activity. Synaptic shunting has been reported to decrease the slope of neuronal input-output transfer functions (Mitchell and Silver, 2003; Chance et al., 2002). Figure 18 illustrates how these three factors are thought to interact in the control of DCN activity.

The voltage and current clamp experiments showed that the 5-HT induced an inward current and the resulting depolarization depended little on the DCN membrane potential. The availability of sodium channels however dropped with an increasing depolarization. If 5-HT is depolarizing DCN neurons while reducing their sodium channel availability, it is difficult to predict whether the spike rate should rise or fall. The relative impact between these 5-HT effects is obviously decisive here. At hyperpolarized potentials sodium channel
availability is high enough such that the additional recruitment of sodium channels by depolarization will outnumber the reduced availability by 5-HT. Consequently, 5-HT will increase the spike rate. At depolarized potentials sodium channel availability is already low and a further reduction by 5-HT will outnumber an additional recruitment by depolarization. The net effect is a reduced spike rate after 5-HT application. Therefore, the input-output curves before and after 5-HT application should cross each other at an intermediate activity level. This exactly was observed experimentally. If the model where correct, one should be able to predict the results of new experiments. This was done. Background synaptic activity determined the DCN activity level to a considerable degree via its shunting effect. Therefore, it should be possible to manipulate the 5-HT induced depolarization by changing the strength of synaptic shunting. A reduced shunting magnitude should allow more depolarization and shift the crossing point to more depolarized potentials. An increased shunting, in contrast, should reduce 5-HT induced depolarization and shift the crossing point to more hyperpolarized potentials.

These predictions were actually confirmed in two kinds of experiments. This was an important support for the interpretation of the data. Furthermore it nicely demonstrates how the effect of a given neuromodulatory input might depend on the functional context as it is set by the network activity of non-modulatory inputs. Interestingly, a similar activity-dependent effect of 5-HT has been described in vivo where the spiking activity of Purkinje cells was reduced for high pre-drug activity and enhanced for low predrug-activity (Strahlendorf et al., 1984).

### 4.2.2. ionic channels modulated by serotonin

The effects of 5-HT on the intrinsic properties of DCN neurons that were crucial for the activity dependence just described were a reduction of voltage-gated sodium channel availability, an enhancement of tonic cationic current and a reduction of tonic potassium current. This was concluded indirectly based on an evaluation of the action potential slopes and the IV-curves. The underlying channel types, however, were not identified pharmaco-logically. On the one hand, this was not the focus of the present study; on the other hand, this would have extended its time frame tremendously. Potential candidates for involved current types, however, are known from other preparations. 5-HT has been reported to depolarize rat spinal motoneurons by inhibiting a TASK-1-like potassium current (Perrier et al., 2003) and in mouse PFC neurons it reduced the availability of a slow-inactivated
sodium current (Carr et al., 2003). In mice DCN neurons, a voltage-independent tonic cationic current is responsible for the depolarization during the interspike interval period (Raman et al., 2000). This current might be a candidate to be modulated by 5-HT via type 1 and/or 5 receptors. However, it was not possible to test this experimentally because this current has not been characterized pharmacologically yet.

A reduction in sodium channel availability by 5-HT was inferred from a reduced uprising action potential slope. This is supposed to be a highly sensitive measure because no other channel type alters its activation stronger during the uprising AP slope than sodium channels (Azouz and Gray, 2000). The slope reduction was partially washed out, like the other 5-HT effects, ruling out the possibility that it was caused by a reduction in recording quality over time. Other criterions, like spike amplitude and spike threshold, are also used to estimate the sodium channel availability. Those parameters were not presented here but they were analysed as they underlie the calculation of AP slope. The spike amplitude was also reduced by 5-HT, but spike threshold was not if plotted against the mean membrane potential even so the spike rate was. One possible reason might be that potassium channels that contribute to the spike threshold were also reduced by 5-HT such that its effects on sodium and potassium channels cancelled each other regarding spike threshold. The discrepancy between this criterion and the others is nevertheless puzzling. Because of the dominant role of sodium channel activation for action potential upstroke, however, the slope criterion appears to be the most reliable one. Therefore the reduced depolarizing slope was taken as an indicator of reduced sodium channel availability by 5-HT.

Are other intrinsic currents of DCN neurons also possible targets of 5-HT? The spike triggered averages of the voltage trace suggest that 5-HT reduced a fast afterhyperpolarizing current in DCN neurons. This could either be an A-type potassium current or a BK current (Kang et al., 2000). Since the availability of voltage-gated sodium channels is about 25 % for the spontaneous activity level of DCN neurons (Raman et al., 2000), a reduced after-hyperpolarization is likely to further reduce the sodium channel availability reducing their de-inactivation after spikes. Therefore, the overall intrinsic effects of 5-HT depolarized DCN neurons but at the same time it reduced their spike generation ability.

According to the current clamp and voltage clamp recordings, two groups of DCN neurons might have been recorded. DCN neurons differed with respect to the IV-curves and with respect to their propensity to enter a depolarizing block after 5-HT application.
However, no correlation was found between these properties and the soma size of DCN neurons that can serve as a criterion to separate small, intermediate sized and large DCN neurons (Czubayko et al., 2001; Chan-Palay, 1977). However, it can not be excluded that various neuron types were recorded that more elaborate anatomical and immunohistochemical methods would have allowed identifying. The long recording times, however, made such an anatomical analysis unfeasible because a reciprocal correlation exists between the success of anatomical reconstructions and recording time (personal experience communicated by Dr. V. Gauck, Dr. F. Sultan, and Dr. D. Jaeger).

Agonists of 5-HT1 and 5-HT5 receptors had the same effect as 5-HT on the availability of sodium channels. A similar action of 5-HT is known from rat cortical neurons, where the activation of 5-HT1A receptor blocked voltage-sensitive sodium channels (Melena et al., 2000). The finding that different receptor subtypes mediated identical effects is in contradiction to the classical suggestion that each 5-HT receptor subtype should have its unique specific action. One possible reason for such a result might be that the actions of the serotonergic drugs used were not specific enough (Glennon et al., 2000). Another possibility, however, is that various receptor subtypes use actually a common final path of signaling cascades (Andrade, 1998). Examples are known also from other preparations like the mouse subthalamic nucleus where 5-HT increased the membrane excitability via 5-HT2C as well as 5-HT4 receptors while activation of 5-HT1 receptor resulted in a reduction (Stanford et al., 2005). Furthermore, in mouse hippocampus CA1 neurons, activation of 5-HT4 as well as 7 receptors increased Ih and shifted its activation curve (Bickmeyer et al., 2002). Therefore, the 5-HT1 and 5 receptor triggered signaling cascades might converge onto a common final signaling path in DCN neurons.

The results presented here differed with respect to the effect of 5-HT on spontaneous activity of DCN neurons from two former in vitro studies where 5-HT was applied iontophoretically and different effects on spontaneous activity of rat DCN neurons were observed (Cumming-Hood et al., 1993; Gardette et al., 1987). However, these two studies are even conflicting with each other, in which either excitation or inhibition as well as excitation or no impact was reported. Different experimental procedures might be responsible for these differences.
4.3. Effects of Serotonin on Synaptic Transmission

Besides intrinsic properties I tested also the effect of 5-HT on the synaptic properties of DCN neurons and focused on inhibitory input because of the prominent functional role that it likely has for DCN neurons. 5-HT reduced the strength of inhibitory synapses to DCN neurons over a wide range of presynaptic firing frequencies. Within this frequency range, however, neither short-term depression nor recovery from depression were altered by 5-HT. Therefore, 5-HT reduced the strength of inhibitory synaptic transmission but did not alter short-term plasticity.

4.3.1. mechanism of serotonin action

Recording spontaneous IPSCs revealed a reduced frequency and reduced postsynaptic amplitude after 5-HT application. The first observation would result from a reduced release probability for vesicles while the second result could result from reduced sensitivity of postsynaptic GABA_A receptors but also from a reduced presynaptic vesicle release probability. Therefore, the results indicate that presynaptic as well as postsynaptic mechanisms are responsible for the effect of serotonin on inhibitory synaptic transmission to DCN neurons. The recording of miniature IPSCs combined with a statistical analysis and/or single channel recordings might reveal the contribution of pre- and postsynaptic mechanisms to the synaptic 5-HT effect. Those experiments, however, were beyond the scope of the present project.

The present results seem to be in conflict with an in vivo study by Kitzman and Bishop (1997), where 5-HT potentiated the inhibitory effect of GABA in the interposed nuclei. However, more complicated uncontrolled effects of 5-HT on local networks in the study by Kitzman and Bishop might account for the difference.

4.3.2. functional role of short-term depression in DCN activity

Short-term depression can be addressed in general as a temporal filter of synaptic transduction (Chung et al., 2002; Chance et al., 1998; Abbott et al., 1997). Therefore, short-term depression adds a dynamic property to the signal transduction between Purkinje cells and DCN neurons that is likely to be of functional importance (Telgkamp and Raman, 2002; Pedroarena and Schwarz, 2003). Its functional role, however, has not been studied yet. In the present work some of these functional aspects were addressed using dynamic current clamp. Inhibitory conductance traces were generated taking into consideration the dynamics
of short-term depression. To this end the parameters of a model by Varela et al. (1997)
were fitted to match the data published by Telgkamp and Raman (2002). Model
development, fitting procedure and stimulus generation were all done by my supervisor Dr.
V. Gauck and are therefore not extensively described here. A brief description of the model
by Varela et al. (1997) and the other procedures is provided in the methods part. 5-HT and
short-term depression both influence the signal processing in DCN neurons and therefore
the question was how each of these factors acts in isolation and what their combined action
might be. For low and intermediate frequencies of the inhibitory input elements there was
little difference in the membrane potential with and without short-term depression. For high
input frequencies, in contrast, the membrane potential was much more depolarized with
short-term depression compared to control. Increasing the inhibitory input frequency caused
actually little additional hyperpolarization at high frequencies. As a result the DCN neurons
continued to spike at inhibitory input levels where they were completely silenced otherwise.
Meanwhile, the spike timing precision on the other hand was not altered by short-term
depression. It depends on the amplitude fluctuation of the inhibitory input conductance
(Gauck and Jaeger, 2000, 2003) which in turn depends on changes in input frequency and
on input synchronization. Short-term depression has no effect whatsoever on input
synchronization and its consequences. Its effect on momentary frequency changes as
present in Poisson-like input patterns is also negligible as the unaltered spike timing
precision suggests. Based on paired pulse depression experiments (Pedroarena and Schwarz,
2003) one might have expected otherwise. But such an argument would hold only on a
superficial level. Paired pulse stimulation overestimates the depression occurring during
ongoing activity because it relates high input frequencies, the reverse of the interval
between paired pulses, to an unphysiologically low input frequency close to zero, the
reverse of pauses between stimulation pairs.

Taking into consideration that Purkinje cells can maintain high frequencies it is an open
question how DCN neurons maintain an ongoing activity in the presence of such a barrage
of inhibitory input. The finding presented here might provide an important aspect to answer
this question. Spike rate and spike timing determine together the amount of information that
can be transmitted via a spike train. The dynamic clamp experiments showed that short-
term depression extended the range of information transmission for DCN neurons very
effectively into the regime of high inhibitory input activity. On function of short-term
depression would consequently be a progressive suppression of synaptic strength with
increasing inhibitory input frequencies such that DCN neurons are able to respond to incoming signals like brief changes in spike rate or pulses of synchronized input even at high inhibitory input frequencies.

Like short-term depression, 5-HT increased the spiking activity at hyperpolarized potentials. This effect was less robust for 5-HT then short-term depression but it acted in the same direction. At depolarized membrane potentials, where short-term depression had little impact, 5-HT caused a robust reduction in spike rate. Therefore, short-term depression and 5-HT acted together in changing the input-output characteristic of DCN neurons such that differences in baseline inhibitory input activity were filtered out to a large part but the effects of brief changes in frequency and input synchronization were transmitted effectively.

5-HT reduced also the strength of inhibitory synaptic inputs. This finding was not implemented in the dynamic clamp experiments but the results would have been identical except for one scaling factor valid for all input frequencies. A single scaling factor is sufficient because 5-HT changed the IPSC amplitude but left short-term depression unaltered. Therefore, DCN neurons would become further depolarized by 5-HT via its synaptic effect but in contrast to its intrinsic effects without a reduction in DCN excitability. The resulting DCN activity would exactly correspond to the recorded input-output frequency curves but shifted somewhat to the right corresponding to higher inhibitory input frequencies.

The level of 5-HT is elevated in the cerebellum during periods of increased motor activity (Mendlin et al., 1996). What effects might it have on DCN activity? Based on the results presented here, one can expect that 5-HT acts in concert with short-term depression such that DCN neurons are capable to transmit transient input signals over a much wider range of inhibitory input activity then it would be possible without these two adapting mechanisms.
4.4. Functional Consideration

4.4.1. serotonin: the functional role?

Is there a specific functional role of serotonin in the central nervous system? The serotonergic system has been suggested to serve many different functions such as motor activity, sleep cycle, stress and learning (Schweighofer et al., 2004; Jacobs and Fornal, 1999) and it regulates a variety of ionic currents in different brain regions. There seems to be no uniform action or effect of the serotonergic system in the brain (Glennon et al., 2000; Andrade, 1998). Based on its high heterogeneity regarding receptor subtypes and its widespread distribution, it has been suggested that the serotonergic system might be ideally suited to remodel membrane excitability in various brain regions rather independently from each other adjusting each region to its specific functional requirements (Andrade, 1998). The cooperation between 5-HT and other neuromodulatory transmitter systems, briefly described in the introduction, adds a further level of complexity but is likely to serve the same goal of adjusting various local networks to the momentary computational demands (Schweighofer et al., 2004; Andrade, 1998).

All parts of the cerebellum receive abundant serotonergic innervations. It is interesting to note that 5-HT has been reported to reset Purkinje cells in vivo to a preferred intermediate firing rate (Strahlendorf et al., 1984), a finding very similar to the activity-dependent effect of 5-HT on DCN neurons described in the present study. The exact functional role of 5-HT in the cerebellum remains to be resolved. The present study, however, provides evidence that the serotonergic input acts together with other adaptive mechanisms like short-term depression to adjust the working range of DCN neurons such that they can transmit transient signals for a wider range of inhibitory input levels. Similar functional roles are accomplished by mechanisms of adaptation in various sensory systems. The study by Strahlendorf et al. (1984) indicates that 5-HT might serve a similar function in the cerebellar cortex.

4.4.2. clinical consideration

Several possible causes for cerebellar ataxia have been reported including disturbances of the cerebellar serotonergic system (Trouillas, 1993), a loss of inhibitory input from the cerebellar cortex to the DCN (Sausbier et al., 2004; Orr, 2004) and an enhanced excitability of DCN neurons (Shakkottai et al., 2004). On the other hand it has been reported that treatment of ataxia with serotonergic substances might release symptoms (Trouillas et al.,
The present study provides evidence that 5-HT might actually reduce hyper-activity within the DCN by reducing the slope of its input-output function and thereby making DCN activity less dependent on the baseline level of Purkinje cell input. Future therapeutical approaches might benefit from a more detailed mechanistic understanding of 5-HT actions on the cellular level.
Figure 1. Scheme of this project.
Figure 2. Gross anatomy and electrophysiological properties of DCN neurons. A, Gross features of three DCN nuclei. (Adapted from Principle of Neuroscience) B, Synaptic organization of cerebellar circuit. C, The response of DCN neuron at hyperpolarizing current injection. A depolarizing sag is developing after the onset of hyperpolarizing current injection, and a rebound depolarization after the offset of current injection.
Figure 3. Dynamic current clamp. A, Main principle of dynamic current clamp. Based on the equation $I_{syn} = G_{ex}(t) \ast (E_{ex} - V_m) + G_{in}(t) \ast (E_{in} - V_m)$, an in-vivo like current ($I_{syn}$) is calculated from the driving force and the simulated conductance and injected into the recorded neuron. B, Construction of dynamic clamp stimulus. This example is with 100 inhibitory input elements each spiking at 35 Hz and 10 excitatory input elements spiking at 20 Hz. The total inhibitory conductance ($G_{in}(t)$) is the sum of all unitary conductances ($g_i$) that replace the poisson-distributed input spikes: $G_{in} = \Sigma [1/(\tau_{decay} - \tau_{rise}) \ast e^{-(t/\tau_{decay})} - e^{-(t/\tau_{rise})}].$ The same procedure was used for the excitatory conductance ($G_{ex}(t)$).
Figure 4. Effect of 5-HT on the firing activity of DCN neurons at current clamp. A, The voltage trace of one typical neuron, before (black line), during (dark gray) 10 µM 5-HT application and after long time wash (light gray). B, The relation between mean firing rate and injected current, before (black filled circle), during (open circle) 10 µM 5-HT application and after long time washout (gray filled circle), averaged from 27 neurons. C, Depolarization block induced by depolarizing current injection, from one typical neuron.
Figure 5. Effect of 5-HT on current-voltage relation (IV-curves) at voltage clamp, in the presence of TTX, TEA, 4-AP, Co$^{2+}$. Control (black), 5-HT (gray). A, The holding current trace corresponding to the voltage step from -50 mV to -20 mV. B, Holding current in response to a voltage step from -50 mV to -80 mV. C, Parallel shift of IV-curve by 5-HT from one representative neuron. D, IV-curve after 5-HT application intersects with IV-curve under control at +5mV, from one representative neuron. E-F, The same analysis as in C and D after $I_h$ current subtraction.
Figure 6. The effects of 5-HT on action potential waveform of DCN neurons in current clamp. A, Spike triggered average of voltage trace of one typical DCN neuron, before (black line), during (dark gray) 10 μM 5-HT application and after long time washout (light gray) under spontaneous spiking. B, Rate of depolarization (top) at current injection of 25, 50, 75 pA plotted as a function of the corresponding mean potential values, the same analysis for spike amplitude (middle) and spike threshold (bottom), averaged from 9 neurons. *P < 0.05, **P<0.01 with paired-t test.
**Figure 7.** The effect of 5-HT on the spike rate under dynamic clamp at inhibitory input frequency of 35 Hz. 

A, Voltage trace and raster plot in response to synchronized inhibitory and constant excitatory inputs, from one typical neuron. 

B, Spike rate in response to four simulated stimuli: synchronized (syn) or unsynchronized (unsyn) inhibition (in) and voltage-dependent or constant excitation (ex) before (filled column) and during (open column) 5-HT application, averaged from 6 cells. *P < 0.05 with pair t-test.
Figure 8. The effect of 5-HT is activity-dependent at dynamic clamp. A, Spike rate plotted as a function of inhibitory input frequency, in response to simulated stimuli of synchronized or unsynchronized inhibitory ($G_{\text{in}}$) inputs combining with voltage-dependent or constant excitatory ($G_{\text{ex}}$) inputs, before (filled circle) and during (open circle) application of 10 µM 5-HT, averaged from 9 cells. B, Spike precision against inhibitory input frequency, with a time window of ± 5 ms. *$P < 0.05$ with paired t-test.
Figure 9. Synaptic shunting effect. Data were from one typical neuron in response to dynamic clamp stimulus of synchronized inhibitory inputs at 50 Hz and constant excitatory inputs, before (black) and during (gray) 10 µM 5-HT application. A, Spike triggered average (STA) of voltage trace. B, STA of injected current.
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Figure 10. Synaptic shunting effect acts as a gain control factor, modulating the spike rate with 5-HT together. Data were from one representative neuron, before (filled circle) and during (open circle) 10 µM 5-HT application. A, Spike rate (top), mean membrane potential (middle) and action potential slope (bottom) plotted as a function of gain factor values at synchronized inhibitory frequencies of 35 Hz and voltage-dependent excitatory inputs. B, Spike rate plotted as a function of inhibitory input frequency at gain factor 0.5 (top), 1 (middle), 1.5 (bottom), at synchronized inhibition and voltage-dependent excitation.
Figure 11. Multiple pulse depression of Purkinje-DCN compound IPSCs, in the presence of 100 μM AP5 and 25 μM DNQX. A, The evoked IPSCs in response to multiple spike trains of 1, 10, 20, 50 and 100 Hz before (left panel) and during (right panel) 10 μM 5-HT application, from one typical neuron. B, Depression pattern against time for different input frequencies, normalized by first evoked IPSC, before (filled circle) and during (open circle) 10 μM 5-HT application, averaged from 3 neurons. C, The rate of depression is frequency-dependent, as shown in plots of first IPSC (left), second to fifth IPSCs (middle) and steady-state IPSCs (right) against presynaptic input frequencies, averaged from 3 neurons. *P<0.05 with pair-t test.
**Figure 12.** Changes in spontaneous IPSCs (sIPSCs) by 5-HT. They were recorded from DCN neurons clamped at 0 mV in the presence of 100 µM AP5 and 25 µM DNQX. **A,** Examples of consecutive traces of sIPSCs from one typical neuron (top), 30 minutes after 10 µM 5-HT application (middle), and after 10 µM bicuculline application (bottom). **B,** Inter-event interval cumulative probability of sIPSCs before and after 5-HT. **C,** sIPSCs amplitude cumulative probability distribution.
**Figure 13.** Recovery from short-term depression. **A**, IPSCs were evoked by the presynaptic firing frequency of 10, 50 and 100 Hz for 100 stimulation then followed by a 10 sec, 1 Hz recovery train, before (left) and during (right) 10 µM 5-HT application, from 1 typical neuron. **B**, time course of recovery train at 10, 20, 50, 100 Hz then a 10 sec, 1 Hz recovery train (left); at 20, 50, 100 Hz then a 10 sec, 10 Hz recovery train (middle); by 50, 100 Hz then a 5 sec, 20 Hz recovery train (right); normalized to first IPSC at depression train, averaged from 3 neurons. **C**, The same analysis as in B, during 10 µM 5-HT application. **D**, No significant difference in recovery time course by 5-HT.
**Figure 14.** The impact of short-term depression in inhibitory inputs on firing activity in DCN neurons, averaged from 5 cells. Spike rate was plotted as a function of inhibitory input frequency, under different simulated synaptic inputs with and without short-term depression in inhibitory components before and during application of 10 μM 5-HT. The followings are the tested simulated synaptic inputs. A, Synchronized inhibitory inputs and voltage-dependent excitatory inputs. B, Synchronized inhibitory inputs and constant excitatory inputs. C, Unsynchronized inhibitory inputs and voltage-dependent excitatory inputs. D, Unsyn-chronized inhibitory inputs and constant excitatory inputs. **P < 0.01, ***P < 0.001 with pair-t test.
Figure 15. Stabilization of membrane potential in DCN neurons by short-term depression in inhibitory inputs. Mean membrane potential was plotted as a function of inhibitory input frequency, under the same stimulations in Figure 13. *P < 0.05, **P < 0.01, ***P < 0.001 with pair-t test.
Figure 16. Spike timing precision was not significantly altered by short-term depression in inhibitory inputs. Spike precision was plotted as a function of inhibitory input frequency, with a time window of ± 5 ms, under the same stimulations in Figure 13. *P < 0.05, **P < 0.01, ***P < 0.001 with pair-t test.
Figure 17. Depolarization by 5-HT was mediated via 1 and 5 receptors. A, depolarization was mimicked by application of RU-24269 (1 μM), the agonist of 5-HT1 receptor, from one representative neuron. B, the same effect by 5-CT (5 μM), the agonist of 5-HT5 receptor, from one representative neuron.
**Figure 18.** Firing performance is determined by the interaction between background synaptic activity and dominant intrinsic effect by 5-HT
**Table 1.** Classification of recorded nuclei neurons at current clamp experiments by soma size and the response to 5-HT.

<table>
<thead>
<tr>
<th>cell category</th>
<th>soma size (µm)</th>
<th>Vm (mV) control</th>
<th>Vm (mV) 5-HT</th>
<th>spike rate (Hz) control</th>
<th>spike rate (Hz) 5-HT</th>
</tr>
</thead>
<tbody>
<tr>
<td>insensitive to 5-HT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N = 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cell 1: 13.33</td>
<td>-42.28 ± 0.9</td>
<td>-45.45 ± 1.2</td>
<td>6.50 ± 0.7</td>
<td>1.75 ± 0.4</td>
<td></td>
</tr>
<tr>
<td>cell 2: 16.67</td>
<td>-46.89 ± 0.6</td>
<td>-46.98 ± 1.6</td>
<td>6.90 ± 0.7</td>
<td>6.90 ± 0.7</td>
<td></td>
</tr>
<tr>
<td>N = 17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>enhanced spike rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>by 5-HT in 14 cells</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cell 1: 15.56</td>
<td>-44.86 ± 0.2</td>
<td>-39.20 ± 0.2</td>
<td>9.75 ± 0.4</td>
<td>9.5</td>
<td></td>
</tr>
<tr>
<td>cell 2: 18.21 ± 0.5</td>
<td>-47.18 ± 1.3</td>
<td>-40.57 ± 1.3</td>
<td>3.90 ± 0.7</td>
<td>8.46 ± 0.9</td>
<td></td>
</tr>
<tr>
<td>reduced spike rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>by 5-HT in 2 cells</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cell 1: 15.56</td>
<td>-44.86 ± 0.2</td>
<td>-39.20 ± 0.2</td>
<td>9.75 ± 0.4</td>
<td>9.5</td>
<td></td>
</tr>
<tr>
<td>cell 2: 20</td>
<td>-51.57 ± 2.6</td>
<td>-45.90 ± 1.8</td>
<td>8.59 ± 2.1</td>
<td>7.44 ± 2.4</td>
<td></td>
</tr>
<tr>
<td>1 silent cell</td>
<td>20</td>
<td>-43.1 ± 1.3</td>
<td>-39.15 ± 0.2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>N = 13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; 20</td>
<td>24.7 ± 0.9</td>
<td>-46.77 ± 1.5</td>
<td>-38.17 ± 2.1</td>
<td>4.62 ± 0.6</td>
<td>11.06 ± 2</td>
</tr>
</tbody>
</table>

**Table 2.** Classification of recorded neurons at voltage-clamp experiments by the response to 5-HT.

<table>
<thead>
<tr>
<th>neuron</th>
<th>IV relationship</th>
<th>conductance change (pS)</th>
<th>soma size (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Parallel</td>
<td>-91</td>
<td>15.56</td>
</tr>
<tr>
<td>2</td>
<td>parallel</td>
<td>1342.3</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>Parallel</td>
<td>-405.3</td>
<td>31.11</td>
</tr>
<tr>
<td>4</td>
<td>cross at +10mV</td>
<td>-24.8</td>
<td>17.78</td>
</tr>
<tr>
<td>5</td>
<td>cross at +5mV</td>
<td>-280.1</td>
<td>18.89</td>
</tr>
<tr>
<td>6</td>
<td>cross at +5mV</td>
<td>-231.3</td>
<td>18.89</td>
</tr>
<tr>
<td>7</td>
<td>cross at +5mV</td>
<td>291</td>
<td>20</td>
</tr>
</tbody>
</table>
Table 3. The effect of 5-HT on time course of recovery from depression, normalized to the first IPSC in depression train, averaged from 3 cells. Steady-state phase is the averaged IPSCs amplitude following the first 5 recovery events for recovery train of 1 Hz, and following the first 50 recovery events for recovery train of 10, 20 and 50 Hz.

<table>
<thead>
<tr>
<th>frequency (Hz)</th>
<th>from</th>
<th>to</th>
<th>P1 (%) control</th>
<th>5-HT</th>
<th>steady-state phase (%) control</th>
<th>5-HT</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1</td>
<td>10</td>
<td>70.15 ± 15.3</td>
<td>54.2 ± 1.8</td>
<td>86.11 ± 11.4</td>
<td>61.28 ± 5.5</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>10</td>
<td>62.8 ± 5.6</td>
<td>70.35 ± 8.7</td>
<td>74.15 ± 3</td>
<td>70.28 ± 3.1</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>10</td>
<td>74.4 ± 2.7</td>
<td>87.64 ± 5.7</td>
<td>75.96 ± 4.9</td>
<td>83.09 ± 1.7</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>10</td>
<td>79.03 ± 2.5</td>
<td>96.56 ± 17.9</td>
<td>82.16 ± 8.5</td>
<td>86.07 ± 6.1</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>10</td>
<td>37.1 ± 5.2</td>
<td>35.21 ± 3.1</td>
<td>39.24 ± 0.3</td>
<td>42.65 ± 0.4</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>10</td>
<td>43.71 ± 15.3</td>
<td>49.48 ± 14.8</td>
<td>43.23 ± 0.4</td>
<td>53.32 ± 0.7</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>10</td>
<td>50.98 ± 6.7</td>
<td>58.12 ± 18.2</td>
<td>47.92 ± 0.4</td>
<td>49.89 ± 0.7</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>20</td>
<td>39.01 ± 8.8</td>
<td>38.17 ± 12.1</td>
<td>47.99 ± 0.5</td>
<td>47.13 ± 0.4</td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td>20</td>
<td>51.04 ± 12.3</td>
<td>57.71 ± 11.4</td>
<td>36.59 ± 0.4</td>
<td>48.1 ± 0.4</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>50</td>
<td>51.43 ± 7.2</td>
<td>53.85 ± 20.7</td>
<td>32.72 ± 0.2</td>
<td>43.64 ± 0.3</td>
</tr>
</tbody>
</table>
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