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Abstract

This study deals with the simulation of inductive hardening of conducting workpieces made of
steel. The aim is to calculate the propagation of heat in the workpiece. Based on this knowledge,
the hardened zone can be predicted with sufficient precision. Since the simulation is to be applied
in industry, workpieces and inductors are supposed to have a complex three dimensional shape.
The electromagnetic calculations are based onjtizesi-static approximation of Maxwell’'s equa-

tions in frequency domajrand the non-linear heat conduction equation is used to evaluate the
temperature distribution.

The focus of this treatise is on the computation of the electromagnetic fields, especially on the
boundary element methodBEM) applied in order to master the unbounded exterior of the
conductors. In the interior of the conductors, the skin effect plays an important role and the elec-
tromagnetic fields show a rapid decay. If the numerical solution is to resolve this effect, the mesh
must be very fine at the surface, whereas this is not necessary elsewhere. To save storage, the
mesh isrefined adaptivelyn the interior, with the aid of a residual based error estimator. The
equations for the conducting region are solved usifigite element metho(FEM). A hierar-

chical system of three models is presented for the coupling of the BEM equations for the exterior
with the FEM equations for the interior. Tlegldy current approaclks the model with the most
convenient properties. THEEM/BEM couplingis strong and symmetric, the equations have a
unique solution, and the convergence of an iterative solver can be guaranteed. There is also a
quasi-optimal a priori error etimate for a conforming Garlerkin discretization baseztiga
elementsand Raviart-Thomas elementslowever in terms of implementation the eddy current
approach is also the most complicated one. ifppedance modadan be used as an approxi-
mation. It is based on the same equations for the two regions but in this model the coupling is
realized only weakly by imposing so-called impedance boundary conditions on the surface of the
conductors. The weak coupling has the advantage that the BEM and FEM parts can be solved
independently. In order to get a first rough estimate of the electromagnetic fieldsatires-
tostatic approachs developed. As far as the BEM computations are concerned it assumes the
negligible penetration depth of a perfect conductor and the FEM/BEM parts are coupled only
uni-directionally. A kind of scalar magnetic potential is used in all three models, and in regions
with nontrivial topology they are multivalued. In that case, the jumps of the magnetic potentials
at suitable cutting surfaces or cutting cycles are associated with the total currents in the conduc-
tors, these surfaces or cycles must be added to the meshes. For this purpdgeridom for the
automatic construction and classification of generatorgfofl',,, Z) for triangulated surfaces

is introduced. Unlike the FEM matrices, the BEM matrices are dense and cannot be stored com-
pletely. A H2-Matrix Approximatioris applied on the four utilized kernels of elaborate structure.
Analytical solutionsare developed to verify the electromagnetic computations.

The non-linear heat problem is solved with an implicit Euler method. Measurements of the sur-
face temperature during the process are made for the validation of these calculations. Com-
parisons of the predicted hardened zone in the simulation with real hardened items are most
important for the program’s verification.



Zusammenfassung

Diese Arbeit behandelt die numerische Simulation des induktiateids leitender Werkstke

aus Stahl. Ziel ist die transiente Berechnung der Temperaturverteilung im \Wekkdéren Ken-

ntnis eine ausreichend genaue Vorhersage @etrel#done erlaubt. Die Form der Wenkské und
Induktoren muf als allgemein dreidimensional angenommen werden, da die Simulation in der In-
dustrie angewandt werden soll. Die elektromagnetischen Berechnungen basiereraasaser
tatischen Niherungder Maxwell Gleichungemm Frequenzbereich. Zur Temperaturberechnung
wird die nichtlineare Vdimeleitungsgleichung benutzt.

Das Hauptaugenmerk dieser Dissertation liegt auf der Berechnung der elektromagnetischen Fel-
der, inshesondere auf d&andelementmethodéBEM), die zur Behandlung des unbesahk-

ten AuRenraums eingdfit werden. Im Leiterinnern spielt d&kin Effekieine wichtige Rolle,
aufgrund dessen die Felder nach innen schnell abfallen. Soll dieser Effekt in der Simulation
aufgebst werden, so mul3 das Mesh an der Leiterobeni 'sehr fein sein. Um Speicher zu spa-
ren, wird das Mesh im Leiterinnern mit Hilfe einBesiduen basierten Fehlersitzers adaptiv
verfeinert Die Gleichungen werden mit einéiniten Elementmethod@EM) gebst. Rir die
Kopplung der BEM-Gleichungen ddsuReren mit den FEM-Gleichungen des Inneren wird ein
hierarchisches System aus drei Modellen vorgestellt.\Biglbelstromansatist das Model mit

den besten Eigenschaften. IHEM/BEM-Kopplungst stark und symmetrisch, die Gleichungen
sind eindeutigdsbar, und die Konvergenz eines iterativarsers kann garantiert werderurF"

eine konforme Garlerkin Diskretisierung niieantenelementeand Raviart-Thomas Elementen
existiert auf3erdem epjuasi optimaler a priori Fehlerscitzer. Allerdings ist der Wirbelstroman-

satz auch am schwierigsten zu implementieren. Ibgsedanzmodélann als Nitherung benutzt
werden. Es basiert auf denselben Gleichungermfil3en- und Innenraum, die hier aber, unter
Anwendung von Impedanz-Randbedingungen, nur schwach gekoppelt sincthagaetostati-

sche Ansatwurde entwickelt, um einen ersten groben Eindruck der elektromagnetischen Felder
zu erhalten. Hier geht man im BEM-Teil von der vernadsigbaren Eindringtiefe eines perfek-

ten Leiters aus, wobei der FEM-Teil nur einseitig angekoppelt wird. In allen drei Modellen wird
eine Art skalares magnetisches Potential benutzt. Dabei wird man mit dem typischen Problem
der Unstetigkeit in nicht einfach wegzusammeangénden Gebieten konfrontiert. Die Spgée

des Potentials an frei afilbaren Schnit@ichen bzw. Obewdichenpfaden sind mit den Gesamt-
strdmen in den Leitern verkupft. Zu diesem Zweck wurde eildlgorithmus zur automatischen
Konstruktion und Klassifizierung von Generatoren ¥oi{I',,, Z) auf triangulierten Oberfichen
entwickelt. Die BEM-Matrizen sind im Gegensatz zu den FEM-Matrizen niohtddesetzt und
konnen deshalb nicht komplett gespeichert werden. EiReMatrix Approximationsmethode
wurde deshalb auf die vier auftretenden komplizierte Kerne angewandt. Zur Verifikation der
elektrodynamischen Berechnungen wurdealytische bsungerentwickelt.

Das nichtlineare \&meleitungsproblem wird mit Hilfe einer impliziten Euler Methodeogel”
Messungen der Obeaithentemperaturatirend des Prozesses wurden zum Zwecke der Validie-
rung dieser Rechenergebnisse durchgef Vergleiche zwischen der berechneteartdZzone mit
realen gehiteten Teilen sind die wichtigsteddlichkeit zur Verifikation des Programms.






The devil is a squirrel, and | know him well...






Contents

1

2

Introduction 1
Phase Transitions and Heat Propagation 9
2.1 Solid State Physics . . . . . . . . . . 9
2.2 ThermalProblem . .. .. .. ... ... .. ... 10
Electromagnetic M odels and Equations 12
3.1 EddyCurrentApproach . . . ... . . . . . . . . 17
3.1.1 Mathematical Prerequisites . . . . . . .. .. ... ... ....... 17
3.1.2 Symmetric FEM/BEM-Coupling. . .. .. ... ... ... ...... 22
3.2 ImpedanceModel . . . . . . ... 24
3.3 Magnetostatic Approach . . .... . .. ... L 25
3.3.1 Mathematical Prerequisites . . . . . . . ... ... ... ....... 25
3.3.2 A Modelfor Perfect Conductors . .... . .. .. ... ... ...... 27
3.3.3 Boundary Element Method and Spatial Current . . . ...... . .. .. 33
Excitation and Discretization 34
4.1 Excitation . . . . .. . .. e 34
4.2 Discretization . . . . . ... e 36
4.2.1 Basis Functions &, (T,), NDi(Th), -« o v v v oo oo i 37
4.2.2 Matrix Representation ... . . . . .. . .. ... 40
4.3 Semi-Analytical IntegrationoftheKernels ... . . . . ... ... ... .... 41
4.4 Paths. . . . . . . e e 45
441 FindaBasis. .. .. ... ... .. .. e a7
4.4.2 Construct Linear Independent ncbe-Cycles ... . . . ... ... ... 52



CONTENTS

443 SUMMAIY . . . . o e e e e e e e e e e e 55
5 Solution Procedures 57
5.1 Solutioninthelnterior . . . . . . . . . . ... .. 57
5.1.1 Material Parameters .... . . . . . . ... .. .. 58
5.2 lIterative Solver forthe BEM Part. . . . . . .. ... .. ... ... ...... 61
5.2.1 Preconditioning . . . . .. ... e 64
5.2.2 Numerical Experiments. . . . . . . . . . . ... . .. ..o 65
5.2.3 Kernel Elimination . . . . . .. ... ... .. .. ... .. .. ..., 70
5.3 H?2-Matrix Approximation . . .. . . . . . . ... 72
5.3.1 Interpolation and Multiplication . . .. ... . ... ... ....... 73
5.3.2 Numerical Experiments. . . . . . . . . . . ... .. 78
6 Validation 83
6.1 Analytical Solutions . . . . . . . . ... 83
6.1.1 Conducting Sphere in the Alternating Field of a CurrentLoop . . . . .. 83
6.1.2 Conducting Cylinder in the Alternating Field of a Current Loop . . . . . 91
6.2 \Validation of the Magnetostatic Approach . . . .. .. ... ... ...... 96
6.3 \Validation of the Impedance Model . . . . ... . .. .. ... .. .. ..... 97
6.3.1 The Current Density at the Surface in the Impedance Model . . . . . .. 97
6.3.2 Sphere . . . . . . e 98
6.3.3 Cylinder .. .. .. . ... 100
6.4 \Validation of the Eddy Current Approach ... . . . . . .. ... ... .... 102
6.5 Measurements of the Surface Temperature. .. .. . . . . .. ... ... .... 104
7 Results 108
8 Conclusions 112

List Of Notations
List of Figures
Bibliography

List of Publications
Danksagung



Chapter 1

| ntroduction

The hardening of steel is an old, established procedure. First mentioned 2800 years ago in
Homer’s epic poems, hardening was described as the work of a smith, who heated the steel
until it was glowing and then hardened the part by ducking it into cold water. Pioneer work for
the explanation of the process was done by Max von Laue, a German physicist who found in
1912 with the aid of Rihtgen’s X-rays that atoms have a periodic configuration in crystals. It

is clear that the properties of a metal are determined by this configuration, and the hardening
is nothing else but a phase transition, i.e., a change in the configuration of the atoms. So what
Homer’s smith did was to initiate two phase transitions: If steel is heated up to a temperature of
720°C it firstly changes into austenite. Ducking the item into water causes a fast cooling, and the
atoms of the lattice congeal into a new hard phase, the martensite.

Of course, heating and fast cooling must still be done nowadays if steel is to be hardened, but
heating techniques have changed since Homer’s days. Depending on the desired outcome, the
most promising heating strategy is employed. Martensite is hard but also brittle, thus some work-
pieces have to be hardened only in a precisely defined region in order to avoid cracks during use.
Examples are the driveshaft of a car with its joints. They should remain flexible in the interior
and abraison resistent on the surface. A fast and precisely localized heating strategy which is
restricted to regions close to the surface must be applied. Induction heating, the subject of this
examination, accomplishes these demands. It has become a standard procedure when it comes
to handling metals as part of a manufacturing process [Ben90]. Hardly any other non-intrusive
technology can compete with induction heating in terms of speed, controllability and heating
power. Cooling of the hot workpieces is still done by pouring water on it.

Controlling the inductive hardening process, however, entails a detailed quantitative insight into
the spatial conversion of electric energy into heat, and how the heat propagates through the
material. This is the topic of the present study. The insights are to be gained by a numerical
simulation. In the future, this simulation is meant to constitute the kernel of a program to be
applied in the industry, thus it must be able to deal with parts of arbitrary geometry. This restricts
the involved algorithms to a much smaller class than would be the case if the program were used
by its developers only. So in addition to electrodynamics and heat propagation, a further goal
consists in finding a numerical scheme able to deal with all geometries automatically.

During induction heating, a rotating conductiwgrkpieceis exposed to a time-dependent elec-
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Figure 1.1: Typical setting for induction hardening

tromagnetic field generated by an alternating current imduactor, usually some coil. The field
penetrates the conductor and, according to Faraday’s law, trigddyscurrentsit is the Ohmic

losses due to the eddy currents which, eventually, heat the conductor. The dominant skin effect
causes the workpiece to be heated chiefly in a thin layer at the surface. The induced eddy currents
can be located exactly if the right inductor is chosen. Thus, the hardened zone in the workpiece
depends heavily on the shape of the inductor. The program to be developed assists in finding an
adequate one. This is the reason why the project could also be caleputer-aided inductor
design The shape can as well be found by empirical experiments, but numerical simulations
promise to find it faster, more comprehensively, and cheaper.

Much work has been done on developing codes for the numerical simulation of induction heating.
Some approaches resort to semianalytic methods [HGU94, GHZU95], but these are confined to
very simple geometries. Other settings feature cylindrical symmetry and have been tackled by
codes based on essentially two-dimensional models [RS96, SR97]. A survey of techniques which
can be applied to genuinely three-dimensional induction heating problems is given in [MML94].
There, the authors stick to vector-valued surface currents as principal unknowns in the boundary

element method.

In this work, an unsymmetric 'real life’ situation is considered as depicted in Figure 1.1. The
conductor may be some technical item like a bolt, an axle, or a screw and may feature a rather
complex topology with a few holes drilled into it. The inductor has the topolgy of a torus and
may neither intersect nor touch the conductor. It might be a copper pipe bent into a coil carrying
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some coolant inside. The item to be heated circulates slowly with approxinfat&ly in order

to achieve even heating. Chunks of highly permeable non-conducting materials are placed close
to the inductor to deflect the magnetic fields. All the shapes are usually available in the form of
CAD data, their surfaces composed of smooth facets.

The inductor is fed with a sinusoidal alternating current®fo 40k A at medium-range frequen-

cies of5 to 30k H z. The size of the items is a few centimeters, and the whole process takes only
a couple of seconds. It is important to realize that the two main physical effects, electromagnetic
induction and heat conduction, occur on vastly different time-scales. This means that there is
hardly any change in the temperature of the conductor within one cycle of the electromagnetic
fields. Thus, a partial decoupling can be employed and the simulation can be done by carrying
out the following two steps in turns [PKU97, CG@4]:

1. Compute eddy currents and Ohmic losses based on material parameters that are determined
by a stationary temperature distribution.

2. Update the temperature distribution by taking into account the heat generation computed
in the first step.

The mentioned phase transition into austenite takes place at the temperai&afThe hard-

ened phase martensite originates when the workpiece is quenched under a shower. The aim of
the simulation is not the high precision calculation of the phase transitions. The thermodynamic
processes are taken into account only in a rough way. It is assumed that the workpiece is hard-
ened in the zone with temperatures ab888°C' because the dynamic of the process predicts

the respective regions will completely be transformed into austenite, which is essential for the
desired phase change into martensite under the shower. Chapter 2 gives more insight into the
phase transitions and explains how the heat propagation is calculated numerically.

This study mainly pays attention to the electromagnetic aspects of the problem. Frequencies, di-
mensions and material parameters justify the use ofjtiasi-static approximation of Maxwell’s
equation in frequency domain

The dominanskin effectcommands attention in the interior of the conductors: It denotes the
rapid decay of the electromagnetic fields away from the surface of a conductor. Roughly speak-
ing, the fields are present only up to a certslkin depth) below the surface of the conductor.

This strongly local behavior enforces adaptive techniques in the interior if the storage is to stay
manageable. Anadaptive finite element methddEM) based orinear edge elements used

for solving Maxwell’s equations inside the conductors.

If the right completion conditions are chosen, this seems to be a feasible scheme for the un-
bounded exterior of the conductors as well. The rotation of the workpiece is an obstacle, however.
One could argue that even for rotating workpieces it is possible to restrict oneself exclusively to
FEM methods if two grids are used for workpiece and inductor, that have a grinding connection.
But this argumentation no longer holds if the arbitrary geometry of both parts has to be taken into
accout autonomously by the program. An auspicious alternative is the us®ohdary element
method(BEM) on aLagrangian meshit automatically fulfils two purposes: The unbounded ex-
terior is included without any approximations, and the rotation is not a difficulty for a Lagrangian

3



CHAPTER 1. INTRODUCTION

mesh. These are the main arguments why this method is used here. The focus of this dissertation
is on the BEM part and on all the ingredients essential for its implementation.

The FEM part of the interior and the BEM part of the exterior domain must be coupled. In
Chapter 3, a hierarchical system of three models is developed for the coupling. All three models
disregard the induction by the movement of the workpiece, for the following reason: It rotates
only with a frequency of approximateh H z, which can be neglected compared with the fre-
guency of some H z of the alternating exciting current in the inductor.

The eddy current approacfrom Section 3.1 establishes a strong and symmetric coupling of
the two parts. The equations are uniquely solvable, and due to their symmetry, the convergence
of a fast iterative solver can be guaranteedquasi-optimal a priori error estimatexists for

a conforming Garlerkin discretizatign.e., the error between the numerical solution and the
continuous solution of the quasi-static approximation vanishes for decreasing meshwidths. These
are nice properties, but the implementation of this model takes a lot of effort because everything
is coupled strongly.

A possibility for a partial decoupling of the FEM part and the BEM part isithgedance model

of Section 3.2. The FEM part in the equations of the eddy current approach can be split off by
applyingimpedance boundary conditioriBhis is a good approximation if the item is relatively

'flat’. Thus one expects problems at edges and corners. The impedance model has the advantage
that FEM and BEM parts can be implemented separately, and that all occuring operators are also
needed in the eddy current approach. So if the impedance model is step one of an implementation,
nearly everything is prepared for the eddy current approach.

Since both models are based on a formulation including some kind of scalar magnetic potentials,
one is faced with the typicabpological problemsThe potential is multivalued if the conductors

are not simply connected and it has discontinuities at scutteng surfacesAs far as the BEM

part is concerned, the traces of these cutgoteson the surface, and they are needed in both
models. An algorithm for the automatical construction of those paths is presented in Section 4.4.

As already stated above, the mesh must be refined adaptively in the interior of the conductors in
order to resolve the skin effect. This is done with the aid ifsadual based error estimatpex-

plained in simple terms in Section 5.1. The additional elements are mainly located at the surface
of the conductors and they do not cause great difficulties for the sparse FEM operators, but for
the dense BEM operators they are a problentafpression techniquaust be applied that is
presented in Section 5.3.

The material parameters of steel C45, the material used for all realistic simulations, are shown
in Section 5.1.1. Each of the coefficients depends on the temperature. As already mentioned,
the timescales of electromagnetics and thermodynamics are different, and for the electrody-
namic part it is sufficient to update the coefficients after a certain timespan. Additionally, the
magnetic permeability,,. depends on the strength of the magnetic field. Ténomagnetic be-

havior causes the electromagnetic models tanbe-linear, and in frequency domain one has

to cope with this problem by usingme-aveages ofthe permeabilityand by applying aelax-

ation schemeBoth is explained in Section 5.1.1. The complete algorithms of the eddy current
approach and the impedance model work according to Figure 1.2 and Figure 1.3.



program EDDY CURRENT MODEL
I npUt: (IEzciting y WEzciting s WRotation » €Refine NSteps ) Heatmgtzme ; NRotation>

{
read M eshes;

read Material Parameters;

set T' = Room Temperature,
__ Heatingtime .
At o NSteps

//Comment : Refinement loop
repeat
{
find Paths;
fill BEM-Operators,
apply H?-Compression;
fill FEM-Operators,
//Comment : Rotation loop
for (Position= 1 to Position= Npr,tati0n) SOlVe with relaxation:
{ Strongly Coupled FEM/BEM;}
if (Error-Estimation < egcine) break;
else Refine M eshes;
}

//Comment : Main loop
for (Step= 1 to Step= Ngteps)
{
update Material Parameter s(7);
//Comment : Rotation loop
for (Position= 1 to Position= Npr,tati0n) SOlVe with relaxation:
{ Strongly Coupled FEM/BEM;}
calculate Temper ature Distribution T'(t = (Step — 1) - At,--- ,t = Step - At);
}
}

Figure 1.2: Program of the eddy current approach
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program |MPEDANCE MODEL
I npUt: (IEzciting y WEzciting s WRotation » €Refine NSteps ) He@tmgmme ) NRotation>

{
read Meshes;

read Material Parameters;

set T = Room Temperature;
At = Heatingtime .
o NSteps

//Comment : Refinement loop
repeat
{
find Paths;
fill BEM-Operators,
apply H?-Compression;
fill FEM-Operators,
//Comment : Rotation loop
for (Position= 1 to Position= Ngotation) SOIVE with relaxation:
{
solve BEM;
transfer BEM-result to FEM;
solve FEM;;
}
if (Error-Estimation < egcine) break;
else Refine M eshes;

}

//Comment : Main loop
for (Step= 1 to Step= Ngteps)
{
update Material Parameter s(7);
//Comment : Rotation loop
for (Position= 1 to Position= Npr,tati0n) SOlVe with relaxation:
{
solve BEM;
transfer BEM-result to FEM;
solve FEM;;
}
calculate Temper ature Distribution T'(t = (Step — 1) - At,--- ,t = Step - At);

}

}

Figure 1.3: Program of the impedance model



The magnetostatic approachf Section 3.3 is developed in order to get a first rough estimate

for the currents, temperatures and hardened zones. It is completely different from the two mod-
els above, and its algorithms cannot be reused there. However, it is easy to implement. So it is
useful to get a first 'feeling’ for the occuring physical phenomena, for the performance of some
numerical features, and for the problems to be expected. The penetration depth is small for good
conductors, about.1mm for steel at room temperature. As a consequence, the bulk of the in-
ductor and the workpiece have little impact on the electromagnetic fields. A perfect conductor
can be assumed into which the fields cannot penetrate. The magnetostatic approach uses this
assumption, and a boundary integral equation has to be solved which is completely independent
of the interior of the conductors and therefore also independent from the material parameters.
The result is that the current flows only on the surface. The spatial current in the workpiece is
still needed, however, because it is the source of the heat. For this purpose, the surface current
is distributed into the interior by applying the skin effect formula of a plane. Here the material
coefficients come into play, and although the model is very simple, it yields relatively good re-
sults, at least for flat surfaces. It is based on a scalar magnetic potential, and in this model the
cutting surfaces themselves are needed. They must be constructed by hand in advance. Here this
is sufficient because the magnetostatic approach is only a preliminary study. The algorithm of
the model is presented in Figure 1.4.

Construct Cutting Surfacesin advance;

program MAGNETOSTATIC MODEL

l npl'It: (IEmciting y WExciting » W Rotation s €Refine » NSteps ) Heatmgtzme ; NRotation)

{
read Meshes;
read Cutting Surfaces;
read Material Parameters,

set T' = Room Temperature,
__ Heatingtime .
At o NSteps

for (Position= 1 to Position= Ngtation) SOlVEe BEM;

//Comment : Main loop
for (Step= 1 to Step= Ngteps)
{
update Material Parameters(T);
//Comment : Rotation loop
for (Position= 1 to Position= Ng.:.:i0n) Calculate Spatial Current;
calculate Temperature Distribution T'(t = (Step — 1) - At ,--- ,t = Step - At);
¥
}

Figure 1.4: Program of the magnetostatic approach
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The outline of this thesis is as follows: First, the physics behind the hardening process and the
numerical scheme for solving the thermal problem will be explained in the Chapése Tran-

sitions and Heat Propagatiomhen the hierarchical system of the three models for the electro-
magnetics is introduced in the Chapkgectromagnetic Models and Equatioishe description

starts from the most precise eddy current approach, continues with the impedance model, and
ends at the most simple one, the magnetostatic approach. All the tools which are necessary to
solve the developed equations of the eddy current model and the impedance model numerically,
including the path algorithm and the compression technique, are presented in the CBapters
citation and Discretizatiorand Solution ProceduresThe verification of the program with the

aid of analytical solutions and the measurements of the surface temperatures is conducted in the
Chaptevalidation The final comparison of the hardened zone in simulation and reality is shown

in the ChapteResults The last Chapte€Conclusiongjives a summary and presents an outlook

for future studies.



Chapter 2

Phase Transitions and Heat Propagation

2.1 Solid State Physics

Steel is primarily a mixture of the crystalerrite andcementitgBS92]. The ferrite or-Fe is

an undeformed body-centered cubic lattice of iron. The cementite consists©ftn 0.5 to 6

percent of carbon. Except for these states of equilibrium, steel has further meta stable phases at
room temperature. They have different properties. One of these meta stable phaseensite

It is hard but also brittle. The hardening process aims at this phase. Martensite can be described
as a tetragonal contorted ferric lattice with homogeneously distributed and atomically dissolved
carbon. Meta stable means that the time necessary to recover the state of equilibrium is much
longer than the lifetime of the part. The hardening process, i.e., the transformation from ferrite
to martensite, consists of two steps:

1. Heating (Formation Of Austenite)

If steel is heated above0°C, the a-Fe transforms intoy-Fe, which is a face-centered lattice.

The carbon dissolves and diffuses in the ferric lattice, as long as it is homogeneously distributed.
After a certain timespan above0°C', the material is transformed intustenite This is a homo-
geneously mixed crystal of-Fe with imperfections of atomically dissolved carbon. The degree

of conversion depends on the speed of heating and on the length of the timespan. The precise
description of the regions where the conversion took place can be evaluated with the so-called
time-temperature-austenite-diagrd@irA-diagram) [Ben90]. The induction hardening takes ap-
proximately three seconds. According to the valid ZTA-diagram, those regions of the workpiece
that are heated abo®80°C' are considered to be hardened in the simulation.

2. Cooling (Formation Of Martensite)

If the workpiece were cooled down to room temperature the same way as it was heated up, the
state of equilibrium would be recovered. So the cooling must be carried out differently. If a fast
method similar to a shock is applied, then the carbon atoms stay in their positions in the lattice
because diffusion is not possible. They are still homogeneously distributed and atomically dis-
solved, buty-Feis converted back into a ferrite. It is now tetragonal contorted due to the carbon

9



CHAPTER 2. PHASE TRANSITIONS AND HEAT PROPAGATION

atoms [Hor79]. In other words, if a shock-like cooling is applied, the austenite transforms into
martensite. The distortion is the reason for the hardness. The material is harder if the imbedded
amount of carbon is higher. Of course, this phase transition is also a time-dependent process.
Based on the knowledge of the temperature distribufian ¢), the hardened zone can be deter-
mined with the aid of dime-temperature-transition-diagra(@TU-diagram) [BS92].

If the worpiece is heated inductively, energy will only in a thin layer at the surface be dissipated
due to the skin effect. So for sufficient small heating times the workpiece is only in this layer
hotter theri720°C'. Hence austenite and martensite can only be built in there, and the workpiece
stays flexible in the interior, whereas it is hard and abrasion resistent on the surface.

2.2 Thermal Problem

As discussed in the last section, the thermodynamical processes that lead to a conversion of steel
into the desired martensite are complicated. The precise description of the involved phase transi-
tions is not part of this study and they are only briefly taken into account via standard techniques
for the calcuation of the temperature distribution with phase changes. The heat conducting equa-
tion [LMTS96]

oT o||E|?

p-cp-azdiv(n-gradT)—i— 5

(2.1)

with the mass density, the heat capacity,, the heat conductivity;, the timet, and the tem-
peraturel” and has to be solved for this purpose. The source of the heat are the Ohmic losses
""QL”Q of the eddy current depending on the electric conductivignd the electric field. The
material coefficients depend on the temperature according to Figure 5.1. These coefficients are

non-smooth at the temperature@@)°C' where the phase transition takes place.

The thermal radiation at the surface has to be taken into accountiatiiasion conditionsare
used as boundary conditions. It $efan-Boltzmann’iaw that yields the total energy density
S(T) of a black-body’s radiation at the temperatdie

S(T)=—k-gradT -n=c-aq- (T*—Ty), (2.2)

with the Stefan-Boltzmann constany, the outer normal vectar, and room temperatufg . The
workpiece differs from a black-body, and an empirical facttwetween 0.8-0.9 is used to take
care of this difference.

The temperatur@’ in the heat conduction equation (2.1) is discretized by means of hat functions
¢; attheN nodesi € {1... N} and it yields an equation of the form

M-T=K-T+Q, (2.3)
N——

£(T,t)
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2.2. THERMAL PROBLEM

with the (N x N)-dimensional matrice®!, K and the vectorT', Q € RY according to
My = [ ey dyav,
Q
Kij = —//<;~gradwi-gradwjdv,
Q
T;eR,

E2
Q - /M-WW—/ S idS,
Q 2 o0

with i, j € {1... N}. HereQ) € R? is the conducting domain with the surfag@. The equation
is solved with the aid of an implicit Euler method with a forward difference scheme [LMTS96].
The scheme looks like

(M"+0AtKY) - T = (M"—(1-0)AtK") -T"+ At-Q", (2.4)
with 0 < 6 < 1. Here T™ denotes the vectdI’ at the " step, and the same holds for the

other items. The inversion of the matd” that is needed in each step is iteratively done with a
preconditioned CG solver.
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Chapter 3

Electromagnetic M odels and Equations

In this chapter, the three models for the description of the electromagnetic fields are presented.
They represent a hierarchical system of approximations oédiay current modeh frequency
domain, which can be derived from the fMlaxwell equation$Jac75]

divD = p, (3.2)
divB = 0, (3.2)
0B
1IE = ——— 3.3
cur 5 (3.3)
oD
IH = j+ — 3.4
curlH = j+ 57 (3.4

with the electric displacemend, the charge density, the magnetic inductio, the electric
field E, the time t, the magnetic fielH, and the current densify The eddy current model in
frequency domain is a time-harmonic special case ofjtlasi-static approximatioof Maxwell's
equations. In this approximation thesplacement curren%% in Amgere’s law(3.4) is neglected.

The use of the quasi-static approximation should first be motivated for the case of homogeneous
linear conductor8 = pH, D = ¢E, j = oE with the magnetic permeability,, the dielectric
constante, and theconductivityo. The two equations (3.2), (3.3) are automatically fulfilled if
electromagnetic potenials and¢ with B = curl A andE = —(grad ¢ + A) are employed.
For the two remaining equations, it then follows

div(grad ¢ + A) - ,

€

curlcurlA = —po(grado + A) — g%(gradgb +A),

with the speed of light = /i in the material. For time harmonic processes (Wk%rean be

replaced byw) this means that the displacement current can be neglegtedst <. So for steel
and copper at angular frequencigsf some kHz the quasi-static model is a good approximation.
This argumentation cannot be applied for linear non-conductorsowith). In this case one has
to solve the equation

1 02

(A—gw)A(X,t) = —,uj(x,t) (35)
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in Lorentz-gaugewith the position vectok. With the aid of retarded potentials this can be solved
with [Nol90]

A(x,t) = A(x)e™,

L x|
A(x) = “/ & i(x)dx.

4 Jpo x = x|

So for the exterior vacuum, the solution of the quasi-static madgl(x) = £ [., ﬁ dx'is

a good approximation if one is only interested in a neighborhHpod x'|| < L of the exciting

currents [Dir96], withwL/c < 1, L € R.,. Additionally, to neglect the displacement current
always means to neglect space charges. This can be seen at the continuity etjugtien—p

and (3.4). So the quasi-static model should only be applied if no big capacities are involved. The
material parameters, fequencies, and lengths that are used in the inductive hardening process are
in such a range, that the above constraints are fulfilled, and the quasi-static approximation would

be applicable if the material was linear and homogeneous.

Steel is a non-homogeneous and ferromagnetic material, thus also non-linear, and it meets the
following material relations

B = pop([H|,T) H= pu(|H|,T) - H, (3.6)
D = ¢ E=¢E, (3.7)
j = o(TE, (3.8)

with the relative magnetic permeability. depending on the the strength of the magnetic field and
the temperatur#’, the constant, = 1 independent of temperature and field, and the temperature-
dependent conductivity. In [ABNOO] it is shown that the quasi-static approximation is also ap-
plicable for such kinds of materials in the limit of small frequencies. This is no proof that the
guasi-static approximation can also be applied in the inductive hardening process, but together
with the above argumentation for linear-homogeneous materials, it is a good justification.

Splitting off the time-dependency via the approd&ix, t) = B(x)e™* for each field and plug-
ging the material relationships into the quasi-static Maxwell’'s equations yields

div(eE) = p, (3.9
div(uH) = 0, (3.10)
curlE = —iwuH (3.11)
curlH = oE. (3.12)

At the interface between two media tjuenp conditiongJac75]

o = [n-D] (3.13)
0 = [n-B] (3.14)
0 = [nxE] (3.15)
k = [nxH] (3.16)

can be derived from Maxwell's equations. Hares the normal on the common surfadeis a
surface current anglis a surface charge density. The surface items are mathematical idealizations

13



CHAPTER 3. ELECTROMAGNETIC MODELS AND EQUATIONS

that do not exist in physical reality. They are only useful in some special arrangements. Excess
charges of a conductor, for example, are located very close to the surface within a distance of
some,&ngstrzms [Jac75], and the surface densitg meaningful in a macroscopic sense. In the
situation of very good conductors and high frequencies the skin effect restricts the currents to a
thin layer at the surface, which from a macroscopic point of view can be seen as a surface current
k. This fact will later be used in the magnetostatic approach in Section 3.3.

At infinity the fields have to vanish in order to keep the energy of the electromagnetic fields finite,
soradiation conditiondhave to be added to the eddy current model that now can be written as

div(eE) = p, phascompactsuppart (3.17)
div(iuH) = 0, (3.18)
curlE = —iwuH | (3.19)
curlH = oE, (3.20)
mxE] = nxH|=0, (3.21)
Ex) = O(x|™®) , H(x)=O0(x|?) for|x|— oo. (3.22)

The solutions for the electric field and the magnetic fielH have to be part of the Hilbert space
X (R?) := H(curl, R?) N H(div, R?®), where for an open subs@tof R?

H(curl,Q) = {veL*Q); curlv e L*(Q)}, (3.23)
H(div,Q) = {veL*Q); divve L*(Q)}, (3.24)
L*(Q) = {U Q= R, ||| r20) = { i ]v(x)]%ﬂx]i < oo} ; (3.25)
L*(Q) = L*Q), (3.26)

equipped with the norms

Vlfe@ = /Q|01(X)|2+|02(X)|2+|v3(X)|2dX (3.27)
VIfreure) = [IVIEz@ + lcurl vi[ia, (3.28)
IVIiraivo) = ||V||i2(ﬂ)+||diVV||%2(Q)7 (3.29)

||V||§((Q) = ||V||i2(9)+||Cur1V||%2(Q)+||diVV||%2(Q)- (3.30)

Note that the norrﬁE||§((R3) is strongly related to the energy of the electromagnetic fields, at least
in the charge free case. Divergence and curl have to be understood in the sense of distributions
[W1082], since the fields may have discontinuities, for example at the interface of two media.
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In this work anE-based formulation is used and the magnetic field is eliminated. Then it holds

div(eE) = p, inQT, (3.31)
curl 1 curlE = —iwoE, inR?, (3.32)
]
1
mxE] = [nx—curlE]=0, atoQ, (3.33)
i
E(x) =0(|x|%), curlE(x) = O(x|™®), for|x|— oo, (3.34)

with the conducting domaif2~ and the exterior vacuufi™ = R3 \ Q. The central equation
(3.32) is valid everywhere, whereas Coulomb’s law (3.31) can only be applied.iifthe reason

is that the eddy current model is only an approximation of Maxwell’s equations, and if one
applies thediv-operator on (3.32) there might be inconsistencies in the conducting r@gion

with o # 0. So Coulomb’s law is a kind of gauging in this model. The jump conditions (3.33)
which are chosen at the interface of conducting and non-conducting region are the transmission
conditions of normal and tangential component of the electric field.

To find a viable numerical scheme for solving the eddy current model is not an easy task, mainly
because of three physical reasons: First, the permeabitigpends on the strength of the mag-
netic fieldH, which leads to a non-linear problem in the interior of the conductors. Second, the
dominantskin effecis a purely local effect, and only adaptively refined grids can be used if the
effect is to be resolved and if the amount of storage has to remain sufficiently small at the same
time. Third, one has to tackle the unbounded exterior domain.

As far as the interior of the conductors is concerned, a finite element scheme (FEM) based on
edge elements offers the most attractive option [Bos98], [Mon92]. Their use is mandatory in or-
der to capture the singularities of the fields at material interfaces [BBHL99], [Bos99], [CDN99],

as for example at the interface plates/workpiece. Nodal formulations cannot be used because of
their difficulties with the singularities of the fields at reentrant corners [PBTO0O0]. Additionally, a
relaxation methods used for the non-linear part of the calculation arising from the field depen-
dency of the permeability. To approach the exterior, one often extends the mesh from the interior
to the exterior region, and homogeneous boundary conditions are introduced in a sufficiently
large distance from the conductors. This technique is not applicable here because the workpiece
is rotating. A boundary element method (BEM) is used to deal with the unbounded exterior. So
it is possible to use only one Lagrangian mesh that is rotating.

The FEM/BEM parts can be linked properly [Hip02] and the resulting numerical scheme is called
eddy current approach. A quasi-optimal error etimator exists for this approach that guarantees the
convergence of a conforming Garlerkin discretization. This means that the difference between the
approximative numerical solution and the real solution of (3.17)-(3.22) vanishes for decreasing
meshwidth, — 0. In the eddy current approach the coupling is strong and symmetric, i.e.,
FEM and BEM variables are tackled simultaneously in the same symmetric system of equations.
The convergence of an iterative solver can be guaranteed. The implementation of the model is
complicated because of different reasons. In the interior one has to deal not only with the linear
equations of a uniform mesh, but also with adaptive mesh refinement and non-linear methods for
the permeability. The temperature distribution has to be calculated there, too. On the boundary,
elaborate BEM operators have to be implemented. They need a special treatment if the items have
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CHAPTER 3. ELECTROMAGNETIC MODELS AND EQUATIONS

a non-trivial topology. A compression technique also has to be applied for the BEM operators
because of the huge amount of storage that they need. So what is desireable is a possibilty to
develop the FEM/BEM parts independently, i.e., one searches elctromagnetic models where only
a weak coupling of FEM and BEM variables is required.

Such kinds of models can be found by studying the most dominant physical effect, the skin effect.
This should first be done for an idealized situation: At the surface of a flat semi-definite, con-
ducting, permeable, and linear medium, a spatially constant magneticHig{t), = H cos wt,

is applied parallel to the surface, as shown in Figure 3.1. Then the solutions of (3.17)-(3.22) for

H, = Hycoswt Lo

1, o

Figure 3.1: Skin effect

the magnetic field and the electric field are given [Jac75] by the real parts of

H, = Hye #/0eiz/6-w1) (3.35)

E, = —(1+1) ,/ H e~z 0wt (3.36)

with the penetration depth
0 =4/ i (3.37)
How

So fields and currents are decreasing in the interior of the conductors and for steel with the given
material parameters, frequencies and temperatures one finds a penetration depth in the range of
[0.05mm —6.0mm]. A first possibility for an approximation is to neglect the fields in the interior.

This leads to the magnetostatic approach of Chapter 3.3, which is only a rough approximation
because the penetration depth of some millimeters at high temperatures and strong fields is not
small enough to get a good approximation. Another observation is that for flat surfaces the so-
calledimpedance boundary conditi¢8S01]

nxE = 7 -nx(nxH), (3.38)

with 71 = (1+z),/’2‘: (3.39)
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3.1. EDDY CURRENT APPROACH

is valid on the surface with outer normal This condition can also be used for the decoupling

of FEM and BEM part and it follows the impedance model of Chapter 3.2. The implementation
of this model is as complex as the implementation of the full eddy current approach because
all fundamental components are required, such as the BEM operators, the FEM operators, com-
pression, non-linearity, and adaptivity. But due to the weak coupling it can be programmed by
different persons using different software packages, which is a big advantage.

The three schemes are introduced in the following sections. For sake of clear derivations of the
central model equations, the necessary mathematical tools are provided in advance in a short
introduction at the beginning of the sections.

3.1 Eddy Current Approach

3.1.1 Mathematical Prerequisites

The eddy current approach is a numerical scheme for solving the equations (3.17)-(3.22). The
variational formulation is discretized with a Garlerkin method, and unique solvability can be
shown with the aid of théax-Milgram theoremFirst of all, this fundamental theorem will be
introduced [DL90]. Then a representation formula is presented which is needed to derive the
BEM equations of the exterior domain by taking the Dirichlet and Neumann traces. A summary
of the properties of the resulting BEM operators is given at the end of this section.

Definition 1 (Sesquilinear Form) LetV be a vector space ofi. A sesquilinear fornfu, v) —
a(u,v) onV x V,isamapping” x V' — C, with the properties

a(uy + ug, v ) a(u1,v) + a(uz,v),
a(u, vy + vo a(u,v1) + alu, vy),
a(Au,v) = )\a(u v),
a(u, \w) = a(u,v).

Definition 2 (Continuous Sesquilinear Form) LetV be a complex Hilbert space equipped with
the norm|| - ||,. The sesquilinear forrfu, v) — a(u,v) onV x V' is called continuous if there
exists a constant > 0 with

la(u, v)| < e lullv[lollv - Vu,0e V.

Definition 3 (Antilinear Form, Antidual) LetV be a topological space over the fiefkdor C.
An antilinear formL on V' is an antilinear mapping oV into C:

L(Ul + ’UQ) = L(Ul) + L(’UQ)
L(w) = ML(v) Vo,umeV, XeC

The space of the continous antilinear forms [DL90] is called the antidual and is here denoted by
V.
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CHAPTER 3. ELECTROMAGNETIC MODELS AND EQUATIONS

Theorem 1 (Lax-Milgram Theorem) Let VV be a complex Hilbert space equipped with the
norm|| - ||lv, a(u,v) a continous sesquilinear form o x V, and L € V' a continuous an-
tilinear form onV'. Then the problem:

Findu € V such that a(u,v) = L(v), Yv eV,

is called a variational problem. It has a unique solution if the sesquilinear fefmv) is V-
elliptic, i.e., if there exists a constant> 0 with

la(v,0)] = c-llully, YveV

Theorem 2 (Representation Formula[Hip02]) LetQ) c R? be a Lipschitz domain with exte-
rior unit normaln andG the singular function for the Laplacian in three dimensions

1 1
G(Xa y) =T o XYE R?’v X 7é y. (340)
A |x —y|

If E € C?(Q2)3 is a vector field withliv E and curl curl E compactly supported and decaying
uniformly for |x| — oo like E(x) = O(]x|™!) and curl E(x) = O(|x|™!), then it holds with
I':= 00

E(x) = — curl, / (nx E)(y)G(x,y)dS(y) + / (n x curlE)(y)G(x,y)dS(y)+

+ grad, / (n-E)(y)G(x,y)dS(y) + / curlcurl E(y)G(x,y)dy—  (3.41)
T Q
— /div E(y)grad, G(x,y)dy ,x€.

Q

This is an analogy to the Stratton-Chu formulas for the full Maxwell equations. Subsequently
domains, normals, and fields are defined in correspondence with Figure 3.2.

Q
n B+ *
T T
‘?i\ // E. \\
7 \
Q_
. /
~_

Figure 3.2: Definitions of the domains
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3.1. EDDY CURRENT APPROACH

The following limits, traces, and boundary operators are needed

E. = tliljrtloE(x +tn), (3.42)
VEBE(x) = tlirfoE(X +in) X n, (3.43)
75E(x) = nx (tl—ig:lOE(X +itn) X n), (3.44)

f EX) = 7pE(x) set 1pE(x) i= 1HB(x). (3.45)
1EE(x) = tlirfo (curlE(x +tn)) x n, (3.46)
f FER) = E®X) set wB(x) = 11EC) | (3.47)
AL = i(curl E. xn), (3.48)
RS

CE = ~} curlx/(n x E)(y)G(x,y)dS(y), (3.49)

r
A = o [A)GEy)dS) (350)

T

SE = 7 grad, [ (n-E)y)Gxy)aS(y). (3.51)
NE = ~n curlx/(n x E)(y)G(x,y)dS(y), (3.52)

T
BA = 7 [A)Gxy)dS(y) (3.53)

The BEM operator€, A, S, N, B exist because the following potentials are continuous map-
pings

[Emoxyasy) BT - HLE), @58

pv = [E¥Gy)dSy) : HAD) - HLE), (359
T
Py = curlx/(n x E)(y)G(x,y)dS(y) : HI%(F) — H(div;R?).  (3.56)
T
For the definitions of the spaces see the next page and [DL90]. It holgs | = [yvpa]| = 00N
the boundary, and the traceg, 74, in A andN can be replaced by, and~y, see [Hip02] for

proofs. The exterior Dirichlet and Neumann traggs ~;; can be applied on the representation
formula and it follows for constant, and fields withcurl curl E = 0 anddiv E = 0 that

E; = CE; + pu AN, — SEy, (3.57)
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CHAPTER 3. ELECTROMAGNETIC MODELS AND EQUATIONS

This can be transformed into

Er = C(pEy) + ppAxy — SE, (3.59)
pexy = N(BEL) + piBAy. (3.60)
because of yE, = u, A, , CE = C(y,E), andNE = N(v5E). The spaces where the BEM

operators act must be defined precisely for further mathematical analyses. They should not be
derived in detail here, but motivated [AHO1] by looking at thabolev space

HYQ) = {veL*(Q); D*v e L*Q) Vo <1}. (3.61)

This is the space of all square-integrable functions L?(2) with each first weak derivative
D>y € L*(Q2) square-integrable. It is an interesting space because each compodefR Yf
can also be differentiated once. Tinece theorenensures that fdripschitzdomaing? the range
of the Dirichlet tracey, (H(12)) is another Sobolev spadé: (992) over the boundary2 and
equipped with its own norrfi-|| . by Its dualis here denoted Hy 2 (952) andH:z (F), H3(I)

are the three dimensional counterparts The trageand~; are mappings oiﬂ (F), H? (D),

which are generalizations 6{2( ) for non smooth". Roughly speakmgHH( ) contains the

tangential surface vector fields which areH¥e (I';) for each smooth componeht of I and
feature a suitable 'weak tangential continuity’ across the edges of;tfecorresponding 'weak

normal continuity’ is satisfied by surface vector fielddr (I'). The associated dual spaces will

be denoted b;Hf(P), HI%(F). For details and notations see [BCO1]. There it is also shown
that both tracesp and~, are continuous mappings

vp : H(curl;Q)) — Hfé(curlp,f‘), (3.62)
{v € H(curl;Q?), curlcurlv =0} — H‘ (lep, I, (3.63)
with

H 2 (curlp,I) = {ve H‘%(r), curlpv € H3(I)}, (3.64)

1 1
H *(divp,I') = {ve HH (F), divpv € H2(I')}, (3.65)
curlpv := n-(curlV), (3.66)
gradr¢ = nx (grad® x n), (3.67)
divp := —grad} . (3.68)

Here ¢ is a function on the boundary andis a tangential vectorfield on the boundadyand
V are their extensions in the normal direction. The occuring BEM operators are examined in
[Hip02]. A first property is represented by the fact that they define continuous linear mappings

=

A i H (D) — HE (D), (3.69)
B : H,*(divy,T)—~ H, (din,F), (3.70)
C : H *(curly, ) H, (curlp,F), (3.71)
N @ H *(curlr,T) — H, *(divp,T). (3.72)
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3.1. EDDY CURRENT APPROACH

Later, the vector field& in the BEM operators (3.42)-(3.53) will be identified with the electric
field. As a first physical statement, it should be pointed out that a current cannot flow through the
1

surface of a conductor. As a consequence, it follows HF (divr0,I") with

H, *(divr0,T) = {A€H, *(divr,T), dived = 0}. (3.73)
This can be seen by applying the relatiting (u x n) = curl u-n to the definition of\ in (3.48)
divp A = divr(% curlE x n) = curl % curlE-n=—iwoE -n=—iwj-n. O
The inner product:, :),_ is defined as
(@.b), = [ a0 b dS(x) (3.74)

r
on the boundary, and it holds

(¢.SE), = / ¢(x) 7 grad, / (n-E)(y)G(x,y) dS(y) dS(x)

r

_ / ¢(x) - grad, / (n-E)(y)G(x,y)dS(y) dS(x)

r

=~ [dive¢t) - [ B)3)Gxy)dS(y) dS(x)

— 0 V¢eH, *(div0,T). (3.75)
The following properties of the BEM operators are derived in [Hip02].

(BC,q), = (¢.(C - Id)a), Vqe H.*(curly,T),¢ € H, ? (divr0,T). (3.76)

_1
2

Theorem 3 The bilinear form orHH (divr0,T") induced by the operatoA is symmetric

(A¢,m), = (¢, An), V(¢ neH, >(divr0,T), (3.77)
and there is a constamnt> 0 depending o’ such that

(AN A), > A, VA € H * (divr0, ). (3.78)

H 2 (divr,I)

Theorem 4 The bilinear form induced by the boundary integral operason HI%(CUI'lr, )
IS symmetric

_1
(p,Naq). = (Np,q). Vp,qe H *(cul,T), (3.79)
and negative semidefinite. In particular,

_1
— (Nu,u)_ > c||curlp uHi{,% Vue H *(curly, ), (3.80)

()
holds for some constant> 0.
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3.1.2 Symmetric FEM/BEM-Coupling

After this formal preparation, the system of equations used in the eddy current approach can now
be derived. In the two different regiots_ of the conductors and their exteriQr, (see Figure
3.2), the fundamental equations (3.31)-(3.34) can be written as

1
curl — (curlE_) = —iw(cE_ +jj) Vx e Q. (3.81)
/.
and
divE, = 0, (3.82)
curlcurlE;, = 0, Vx € . (3.83)

In the first equation the exciting currejatis added and it holds for the real currgnt cE_ +
Jjo- The excitation will be specified more precisely in Chapter 4. The jump conditions on the
boundaryo()_ are

0 = nx (E;y—E_), (3.84)
1 1
0 = —(curlE_ xn)— —(curlE; xn) = A_—A,. (3.85)
H— M
Conclusions:
wE = 7pE=1)E (3.86)
A= A=Ay, (3.87)

so there is no need to distinguish between the variables of the exterior and the variables of the
interior. The equation of the interior domain follows from equation (3.81) by testing and by
applying Stoke’s theorem

1
—iw / (cE+jo) - vdy :/curl [; curl E] - vdy, (3.88)
_ -
1 1
—iw/(aE +Jjo) - Vdy = / ;curlE ~curlvdy — / (; curlE xn)-vdS(y). (3.89)
Q- 0

With the definition of the continuous sesquilinear fog(ii2, v) and the productj,, v)q_

1

qE, v) = iw/aE-de+/—curlE-cuerdy, (3.90)
Q- ol H

o vla. = [do-vdy (3.91)

Q_

this formula can be rewritten as
q(E7 V) - <A7V>-,— = q(E7 V) - <A77DV>T = _iw<j07 V>Q_' (392)
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3.1. EDDY CURRENT APPROACH

For the exterior vacuum, the equations (3.59) and (3.60) are valid because of (3.82) and (3.83),
so one finds

piA = N(pE) + u B, (3.93)
vE = C(ypE) + u,AX — SE. (3.94)

Testing the equations wiif € Hﬁ (divr0,I") andv € H (curl; 2_) yields

((1- B)Ayov). —i<N<vDE>,va>T _ (3.95)
<Ca(I_C)(fyDE>>7— - My <C7A)‘>-r = 07 (396)
WE ) — opv). = —iwlio, Vo . (3.97)

where the terr{¢, S E)__ dissapears because of equation (3.75). By inserting (3.97) into (3.95),
one eventually arrives at the variational problem:

Seek\ € H; *(divr0,I") andE € H (curl; ©2_) such that

4(E, v) - Mi (N(1oE), 1pv), — (BApv), = —iwljo, via,  (3.98)
<Ca (C - I)(’VDE»T + M <C7 AA>7— - 07 (399)

_1
2

forall ¢ € H, *(divr0,I') andv € H(curl; Q2_).

Theorem 5 (Unique Solvability) The sesquilinear forn® induced by the equatior{8.98)and
(3.99)is elliptic and continuous, and the variational problem is uniquely solvable.

Proof: Continuity is a consequence of the continuity of the BEM operators, and ellipticity fol-

lows from the theorems 3 and 4 by using the relation (3.76)|and iy| > maz{|z|, |y|} >
szl + 1yl :
2

4B, B) ~ = (NGoE). 10B), — (BAE), + (A, (C = D(10E), + e (A AX),

1
= [ 4B, B) — — (NOE), 70B), + s (A AN,

1 — 1 S ——
> o / oE-Edy+ [ —curlE:curlEdy — (N(7pE),pE). + (AX A)..
-

v

2 2 2
e (FBlB e+ leusteroBIE 3+ INE 3 )

1
HH Q(diVF,F)
2 2
> c (HEHH(curl;Q_) + HAHH*%(diVF F)) )
Il ’

The unknowsypE do not need to be considered explicitly since they are included in the
unknownsE of the interior field. Uniqueness now follows from Lax-Milgram’s theorentl.
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CHAPTER 3. ELECTROMAGNETIC MODELS AND EQUATIONS

The sequilinearforng is not symmetric@{(E, A); (v, {)} # Q{(v,¢); (E, X)}: Complex con-
jugation and multiplication witli—1) of equation (3.99) and adding equation (3.98) yields

A{(E, A); (v, Q)}

_ ( 4(B, v) — = (N(wE),70v), — (BAov), — 16 (C— DB, — iy (6. AN),

- ( 0(B.¥) = - (B.NOpv), — (A (C = Do), - B o], - ps (A, A>T)

- (&(E, V)= o (NGov), 20B), — I8 (C = Dov], - oBLBO), — e (A Ac>f)

_ ( 8] — - (N(yov).10B), — (BE2wB), — (8 (C = T, — e A<>,) ,

by using the theorems 3 and 4 again, and equation (3.76). Unfortunately it Jidlds’) #
q(v, E)

1 -
qE, v) = z'w/aE-de—i—/—curlE-curlvdy
o Oc H=

_ 1 -
= w (W/av-Edy> + (7/,ucurlv-curlEdy)
C C N
. = 1 - -
=+ (w/av~Edy) + (7/curlv-curlEdy> = q(v, E),
fh_
C

Q¢

so the symmetry is slightly disturbed lyE, v). This can be cured by splitting into real and
imaginary part (see Chapter 4).

3.2 |Impedance Model

In the previous section, a formulation of the eddy current model was derived which strongly
couples the interior of the conductors with their boundary. So the numerical solving procedure
also has to cope with the variables of both regions in one big system of equations arising from
the equations (3.98) and (3.99). In terms of implementation, this proves to be much more com-
plicated than if both regions are only weakly or unidirectionally coupled. As a way to reach this
simplification, the impedance model will now be introduced. Therefore, the impedance boundary
condition of equation (3.38)

yoE = nA (3.100)

withn = (1—2'),/2“—;, (3.101)
g

is plugged into the equation (3.95) and one gets a formulation that can be solved in two steps:
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3.3. MAGNETOSTATIC APPROACH

_1
2

STEP 1: SeekA € H, *(divr0,T') andypE € HI_%(CUI‘IF, ') N L*(T) such that

<%'7DE,'7DV> — i (N(vpE),vpv), — (BA,ypv),. = 0, (3.102)
<Ca (C - I)(fyDE»T + My <C7 A)‘>-r = 07 (3103)

_1 _1
forall ¢ € H, *(divr0,T) andypv € H > (curly, T) N L*(T),
STEP 2: SeekE € H(curl;)_) such that

qE,v) = —iw(o, V)a_ + (X V)., (3.104)

forallv € H(curl;Q)_).

Thus boundary integrals and volume integrals are separated. However, there is no complete uni-
directional coupling from step 1 to step 2 because the material coefficients depend on the tem-
perature. These vary slowly, so it is only necessary to update them after a certain time and then
repeat the two steps with the new coefficients. This means that the boundary of the conductors
is weakly coupled with the interior through the material coefficients. Symmetry is again sligthly

disturbed because
1 1
<;7DE>7DV> +* <;7DE>7DV> .

The solution of STEP 1 seems to be zero because of the missing right hand side. The way how to
deal with this problem is described in Section 4.1. The impedance model uses the same BEM and
FEM operators as the eddy current approach and can be seen as a first step of its implementation.
The impedance boundary condition is only valid for a plane surface as described in Chapter 3, so
the model is a viable approximation only for relatively 'flat’ geometries. One expects problems

at edges and corners of the conductors.

3.3 Magnetostatic Approach

3.3.1 Mathematical Prerequisites

The magnetostatic approach is based on a formulation that uses a scalar magnetic gotential
The Laplace equation is valid for this potential in the simply connected dahain= R?\ (2, U

SoUS U...US,). Here,Qr, := Q¢ U Q7 U Q) consists of the workpiec@, the inductor;,

and maybe of some field-concentrating, highly permeable, non-conducting, and homogeneous
plates(2,,. As shown in Figure 3.3, cutting surfacésare sometimes necessary in order to get a
simply connected domain.
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S1

S2

Figure 3.3: Cutting surfaces

Theorem 6 (Green’s Theorem [K0s94]) The solution of the Laplace problem

Np=0 VxeQg, (3.105)
can be written as 9
a(x)p(x) = V(50)(x) ~ K(p)(x) . x €. (3.106)

on the boundaryf) , with the single layer potential

991 5y = % -
V(an)(x) T / G(X7 Y) an (Y) dS(Y)a X & 8g2E7 an €H (aQE)
NE

and the double layer potential

K0 = [ oo oty dsiy), x e 00, o € (00).

Qg

The functiona(x) is the solid angle which is equal t wheredQ is smooth and can have
different values at edges and corners.

The potentials have to be evaluated on the cutting surfacks both sides. LetS denote a
generic, piecewise smooth cutting surface endowed with a crossing direction given by a unit
normal vector fielch(y), y € S. The normal vector points from side™ to St (see Figure 3.4).

Figure 3.4: Notations for cutting surfaces
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3.3. MAGNETOSTATIC APPROACH

For the single layer potential restrictedSdollows
s 5 (3.107)

Similarily one finds for the double layer potential

Kis(o)00 = - [ 2503 gl asty), vxe ons.

Using this, it can be concluded from (3.106) that there is a representation

aolx) = [ Glxy)GEm) - o oty dsiy) (3109

o0y,

el
+Z/ Xy s, dS(y), Vx € o

3.3.2 A Mode for Perfect Conductors

For C45 steel e = 20°C, frequencies of0kHz andB < 17T the penetration depth is negligi-

ble 5 ~ 0, Ilmm. In this situation the interior of the conductors can be ignored. Yet, the situation
changes with increasing temperature or field strength. Then conductivity and permeability are de-
creasing: For C45 steel &t= 1000°C, frequencies of 10kHz ang > 27 one get®$ ~ 5mm.
Nevertheless, in the magnetostatic approach the interi@coénd2; will be ignored for the

BEM part. This is only a rough estimate, and the numerical results have to be checked carefully.

If the fields inside of the conductors are ignored, there is only a surface curfeawing. The
relevant equations of the quasi-static model (3.9)-(3.16) can then be reduced to

curlH =0, div(uH) =0, H-ds=1I, mxHl =k [n-B=0. (3.109)
0A

The line integral along a path around the inductor or the workpiece is the total current flowing in
the part. According to Figure 3.5 this can be seen with Ampere’s law

I:/de:/curlHdS: H-ds. (3.110)
A A 0A
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A

Figure 3.5: Path and cutting surface

Assuming vanishing fields inside the conductors one ends up with

nxH=k ., Hn=0, VxeQcUQ;

for the jump conditions in (3.109).

In every domain it holdsurl H = 0 and a magnetic scalar potenftdl= — grad ¢ can be used
[AR90, Bos91]. Yet, its existence is guaranteed on simply connected domains only. To reach
this, one has to introduaaitting surfacesS; := Sy, S1,. .., S, p € N. These have to meet the
following requirements:

1. Each of the5,; has to be an open subset of a piecewise smooth two-dimensional manifold.
2. 0S; Cc 00;anddsS,, C e,k =1,...,p.

3. Qp =R\ (QUS,US,U...US,) is simply connected.

Here, the existence of such a set of cutting surfaces is taken for granted. Sloppily speaking, the
numberp corresponds to the number of holes(ig. In the current setting; has exactly one

hole, so that the cutting surfacg is always needed. The specification of the cutting surfaces
must be done manually because it is no algorithm available for their automatical construction. For
a more profound discussion of cutting surfaces see [Bos98] and the references cited therein. For
the sake of simplicityp = 1 is set in the sequel, i.e., there is exactly one hole in the workpiece to
which the cutting surfac8c is to belong. Besidesy; andSs must not cut through the deflection
plates. Denoting byy] , the jump ofy across some externally oriented surface, equation (3.110)
can be transformed into

g, =1 , l¢lg, =1c, (3.111)

wherel € R is the fixed current in the inductor ardg € R corresponds to the (unknown) total
eddy current around the hole 9f.. Note that one can dispense with an exciting spatial current
j! in this case, as the total current flowing in the inductor is known in advance. With the aid of
the scalar potential, the system of equations of the magnetostatic approach reads as
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ANp = 0 inQg,

I

on

[els = [N%}s =0 on o ,
[plg =1, [plg, = const = Ic,

(58] =0, S € {8}, Sc} .

=0 onolc Uy,
(3.112)

Be aware that this system of equations (3.112) does not have a unique solution, because one
can impose arbitrary constant jummsc with (3.112) still remaining solvable. This is a very
important observation since all formulations based on (3.112) need extra conditions to achieve
uniqueness. It can be shown [HOQOO] that the solutiortfas not affected by the choice of the
cutting surfaces.

The representation formula (3.108) can now be used to determitidollows with the jump
conditions in equation (3.112)

aptx) = — [ e o das)
0NcUQr Y
- / Glx,y) 5 ) ~ oW oly) ds(y) (3119
C[9G(xy) [ 9G(xy)
1o [ TR as(y) +1 S/ L ds(y).

Boundary integral equations @if2,, also come into playd{ = 1 — «):

B(x)pum(x) = / G(X,y)%(}’)—%@M(y)dS(y). (3.114)
OQ

The transmission conditions @if2 ,,

oo =0, 2200
M " Oon 7 On

provide the necessary link between (3.114) and (3.113). First, they enable the conversion of
(3.114) into

Belx) = [ ~Goxy) o+ o e)asy) . (341s)

wherey, is the constant relative permeability insidg,. Using this in (3.113), one finally gets

29



CHAPTER 3. ELECTROMAGNETIC MODELS AND EQUATIONS

IG(x,y) I0G(x,y)

a(x) + p.B(x X)+ —_— dS(y) — (u, — 1 dS
(0b)+ i) w00+ [ G oy)asm) - (n 1) [ G asty)
QcUQ Qs

(3.116)
I9G(x,y) IG(x,y)
o | Y gs(y) =1 ds(y)
° ] “omiy) W an(y) V)
C I
with
L ifx e 00cUQy, 0 ,ifxedeuQy,
ax)=<3 ,ifxe oy, and B(x)=1<3 ,ifxedy,

1 ifxeQp 0 ,ifxe s

for smooth boundaries. K is simply connected, i.eS- = 0, (3.116) is a valid boundary
integral equation of the second kind for the unknown functioa H%((?QL). It has a unique
solution [DL90, Vol. 4,Ch. XI§2,Thm. 5]. Yet, as already noted in Sect. 2, if there is a hole in
Qc, (3.116) is underdetermined because it does not allow to fix the jump [¢]; . Therefore,

one has to incorporate additional information. It was not possible to include Faraday’s law. An-
other idea is to minimize the field energy. In the current setting, the electric field energy can be
neglected, what remains is the energy of the magnetic field. In order to translate the minimization
of magnetic energy into an equation fer; . = Ic, one first notes that

1
Ervag :§/H(X) B(x)dx
R3

1 1
=§/<ugradso,grad90> dx+ 3 / (ngrad py, grad ) dx
QA QM

whereQ, := Qg \ Q). Due toAp = Apy = 0 one finds with

/(grad f,grad f) dx = / [div(f - grad f) — Af] dx

Q Q

that

Epaw = = — - pd ds .
& 2/'u8n pdS+ g /'u(?nM P dS
004 6QM

As a consequence of the boundary and transmission conditions, fone ends up with the

expression
I- I
Frnag = “0/8“0 s + & “0/8“0 ds . (3.117)
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Next, recall lemma 2 from [DL90, Vol. 4,Ch. XI,Part ], which states that for a double layer
potential on a piecewise smooth surfate

_ IG(x,y)
u(x) = /g(Y)aTy) dS(y) (3.118)

the gradient away from is given by

grad u(x) = /(n(y) x grad g(y)) x grad, G(x,y) dS(y) Vx €1 . (3.119)

T

Now slightly different cutting surfaceS; andS;, are assumed for the computationg@fThen
the expression (3.117) for the magnetic energy remains the same. Moreover, (3.116) provides the

following double layer representation for alle 0= R? \ (2L Uy USTUSE):

p(x)= — /%)&)y)w(wds(wﬂm—l) /Mso(wds(.‘/)

y)
QcUQr 12/95s

aG(X Y) + aG(XaY) +
= [ et mast) + [ RN ot asty) -

1+ 1+
SI SC’

OG(x,y) _ oG(x,y)
_ i) ¢ (y)dS(y)+/8Ty)w (v)dS(y) -

ST S'a
Then (3.119) immediately yields for all € QO

grad p(x) = (i — 1) / (n(y) x grad o(y)) x grad, G(x, y) dS(y)—
5.9

- / (n(y) x grad ¢(y)) x grad, G(x,y)dS(y) ,

NcUQ

as the contributions of different sides of cutting surfaces cancel due to the equality of tangential
gradients ofp™ andy~. This results from the jump conditions at the cutting surfaces. It should
be pointed out that without deflection plates;, the above formula is the famili@iot-Savart

law. The magnetic field energy (3.117) can now be written as
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Buss = ol - 009+ (e~ 1) [ (n(y) x grad o(y)) x grad, Gix.y) d5(y)

S 199774

— [ () grad ply) x grad, Gix.) ds<y>} 4S(x)+
MNcUQ

# gt 000 |0 =1) [ () x grad oly) x grad, Gix.y) ds(y)
Sc 121933

- [ ) x grad w(y))xgradﬂ(x,y)dsw)] 45(x)

0NcUQ

(3.120)

One has to find the minimum df,,,,, with respect to the independent variatile Please note
that ¢ also depends of in a linear affine fashion as can be seen in (3.116). This means that
one actually has to minimize a quadratic function/in which can easily be done analytically:
First, one uses (3.116) to calculate solutigns andy; for the particular total currents = 1,

I =0andl =0, I = 1, respectively. The general solution of (3.116) is then given by

p(x) = I-pio(x) + Ic - poi(x) - (3.121)
Insert (3.121) in (3.120), and the induced total eddy curferesults from the condition
o — OBus(e(lc)
0lc '

From this one finds

e =§{_ [0 [t =) [ (at0) = grad ()  grad Gy asi)

St 15193,

+ [ ) grad gu(y) x grad, Gix.) ds<y>] 1S ()

0NcUQ

= [n69- [n 1) [ () grad punty) < grad, Gy dsiy)

Sc 1219574

+ / (n(y) x grad p10(y)) x grad, G(x,y)dS (y)] ds (X)}

NcUQ

/ { / n(x) - [mr ) / (n(y) x grad po(y)) x grad, G(x, ) dS(y)

Sc 121954

- / (n(y) x grad e (y)) x grad, G(x,y)dS (y)] ds (X)}-

As soon as one knowg;, (3.121) gives the desired unique solution of shieface eddy current
problemof equation (3.112).
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3.3.3 Boundary Element Method and Spatial Current

The magnetostatic approach differs to a high degree from both the eddy current approach and
the impedance model, therefore, it also has to be implemented differently. The implementation
of the magnetostatic approach is only coarsly described in this section, whereas the two other
models are treated in detail in the following two chapters.

For the magnetostatic approach, the surfacés of2,, and(2- are equipped with a shape regular
surface mesli';, composed of flat rectangles. Discretization of the boundary integral equations
(3.116) relies on a piecewise constant approximatigof ¢ and is based omidpoint colloca-

tion [Hac89, Sect. 4.4]. The singular collocation integrals over the elements are evaluated exactly
by using the stable analytic expression derived by O. Steirtbdttus one gets linear systems

of equations for the unknown coefficients of the piecewise linear approximatiang ahdy; .

They are solved iteratively by means of the BiCGStab Krylov method [vdV92]. Since the discrete
integral operator of the second kind is well conditioned, only a moderate number of iterations
has to be carried out.

The ultimate goal is to compute the spatial current distribution in the workpiece. So far, the
interior of the conductors has been neglected. It can be taken into consideration by employing
the skin effect formula: For any € Q¢ which is fairly close to the surface, denote the nearest
point on the surface by, € 0 . For almost allx € €2 this point is uniquely defined. Then

one sets
14i 2

ix)=jo-e o ", b=4/— (3.122)

o pw

wherez := |x — x3|. jo is fixed for allx belonging taxy by the condition
k(o) = [ j(x(2)) dz
0

wherek(xy) is the surface current density 3. Now the material parameters are incorporated
into the model. Clearly, their temperature dependence can also be taken into accout.

IPrivate communication with Dr. Olaf Steinbach, University of Stuttgart
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Chapter 4

Excitation and Discretization

In this chapter it is shown how the desired excitation is incorporated into the eddy current ap-
proach and the impedance model, how these models are discretized, and how the occuring BEM
operators can be implemented. The path algorithm that is necessary in both models is also intro-
duced.

4.1 Excitation

As yet, the right hand sides of the systems of equations for eddy current approach and impedance

model are prescribed currents in the interior of the conductors. However, this is not what is

needed because the process for a given geometry and material is determined by the exciting total

current and its frequency only. The equations must represent this fact. To achieve this, one first
_1

takes a look at the unknowk € H, * (divr0,I"). The surface divergence of automatically

vanishes if one employs continuous surface potenfials curlr ¢ := yp(grad ¢) x n, but
this is only possible for simply connected surfaces. For non simply connected domains with
holes, such as the inductor of Figure 4.1, one has to add topological vectorfjeioigope with

A

Figure 4.1: Inductor with hole and path
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possible jumps of the potential at pathscircumventing the holes, and to complete the kernel of
divr. Similar to the magnetostatic approach, these paths can be seen as traces of cutting surfaces
that patch the. holes of the configuration. i, = curly ¢, is a vector field derived from an
arbitrary potentialy;, with a jump of size ongg,|,, = 1 at an arbitrary path, circumventing

1

holek, then each\ € H, *(divr0,I') can, with a scaling factoﬁ, be written as
1 L
A= —|curlro+ ag M with o, € C.

After inserting this into the equations (3.98)-(3.99) and (3.102)-(3.103), and by using 1
one ends up with

to F(E, v) + (V(curlp vpE), curlp ypv) (4.1)

M=

— (B(curlpg),vpv), — ) ow (Bmy,yov), = —ipow(jo, V)a_

T

1

(vpE, B(curlpy)) 4+ (A(curlrg), curlpy)) (4.2

L
+ Z ap (Any, curlpy) . = 0,

k=1
L
(vpE,Bn;)_+ (A(curlrg), n;)_+ > ap(Any,m,)_ = 0. (4.3)
k=1

Here F(E, v) is defined as

q(E, v) for theeddy current approach
F(E, v) = <%7DE, yDv> for theimpedance model (4.4)
and the relation
(N(vpE),vpv), = — (curlpypv, V(curlp ypE)) . (4.5)

was used [Hip02] with the ordinary scalar single layer poteftfial he physical meaning of the
new unknowsy; should be described for the inductor of Figure 4.1. Each inductor is equivalent
to this one because each inductor has exactly one hole. It holds

Ipe = /de: Hds:/(nx(Hxn)ds:/(nx(, curlE x n))ds
A 0A 0A 04

ipow
-1 — Cexe
= / (n x ——[curly ¢ + ez - M) ds = / (nx(,a—-n)ds
oA LHow dA LW
—Qlege —Olege
= / (n x (= -vp(grad ¢eze) X n)ds = / , -vp(grad @ez.) ds
dA LHow A iow
—exc o —Wexc
- iuow [¢exc]'y - 'i/iow )

with the exciting current,,. € R. Soa,, = —i g w I is proportional to the total curreif € R
which flows around holé. In the case of the inductor, this is not an unknown and can be put
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on the right hand side of the system of equations (4.1)-(4.3), where the prescribed gyrrent
can now be dropped. It must be pointed out that due to this fixing, equation (4.3) must not be
tested for the inductor. Then it is obvious that the new formulation cannot be equivalent to the
variational problems (3.98)-(3.99) and (3.102)-(3.103) any more since the excitation is attached
to the boundary, which is a set of measure zero. Therefore there is no current genmsity

that can generate this excitation. Uniqueness of the new variational problem can still be shown
as in the last chapter, and it can finally be written as:

SeekE € H (curl; {2_), a continuous potential, andL — 1 unknownsy;, € C such that

po F(E, v) 4+ (V(curlp vpE), curlp ypv) . (4.6)
L1
- <B(curlp¢), /YDV>7— - Z Qg <Bnk7 /YDV>7— = _iﬂowjewc <Bnka ’VDV>T ’
k=1
(vpE, B(curlpy))_ + (A(curlpg), curlpy) 4.7)
L1

—1—20% (Amy, curlpy) . = dpowles. (Amy, curlpy) |
k=1

(YypE,Bn;)_+ (A(curlrg), m;)_ (4.8)

L—-1
+ Z 73 <Anka 'r’j>7. = Z',LLOWIewc <Anka 'r’j>7. )
k=1

for all test fieldsv € H (curl; 2_), for all continuous potentialg, and for allL — 1 topo-
logical vector fieldsp,.. Here L € R is the total number of holes in the workpiece and|the
inductor.

4.2 Discretization

The domainf)_ of the conductors is equipped with a triangulation arising from CAD data

files consisting of tetrahedra. This triangulation also induces a surface Injestinsisting of
triangles. Linear edge elements are used as conforming finite element spdéeécharl; 2_),

and the space is designated &yD;(€2,,). The discretized electric fieli, and its test field

v, are part of this space. What remains on the surface is the X&Eg (I',) of this space,
andvypE;, ypv, are part of it. The discrete potentialg and; are chosen in the space of

the piecewise continuous linear functiofig(I';,). For this kind of conforming Garlerkin finite
element discretization, a quasi-optimal a priori-error estimator can be established. This means
that the error of the discretized solution of (4.6)-(4.8) vanishes for decreasing meshiwiBtrs

a more detailed discussion of the above topics see [Hip02].

In the following, the basis functions of the boundary operators are examined. For this purpose, it
is always the impedance modelE, v) := <%7DE,7Dv> which is chosen in equation (4.4)

as it involves only boundary operators. If the eddy current approach is to be applied, itis easy to
replace this definition by (E, v) := ¢(E, v).

36



4.2. DISCRETIZATION

MNm
1:mi

I'mi
Figure 4.2: Settings for the definition of basis functionsSefl";,)

4.2.1 BasisFunctionsof S;(T}), N'D:(T}),

All occuring functions of the boundary part of (4.6)-(4.8) can be written as linear combinations of

basis functions oD, (Q2;,) andcurlyS;(I',). This also holds for each topological vector field
1, With jump at the pathy,, if the surface-curl is restricted 0\ ~;. Furthermore, all functions
can be derived from the basis functiang; of the spaces; (I';).

In the followingm, i, j, k are integer numbers and the vectfs, t,.,, n,,, r,; in R® are
defined according to Figure 4.2. Their absolute value is denoted by thin charggters, ||f,.; ||
is an example. It holds,,; = n,, = 1 by definition, and: € R3 is the position vector.

Definition 4 (Basis functions of S;(I';,) ) Basis functionsy); of S;(I';,) are hat functions on
node i, defined by

Yi(r) == Z Pmi(r), (4.9)
with the index m running over all triangles adjacent to node i and
Omi(r) == — Jmi (r —rpk) tom k#1 (4.10)
mt 2 . Tm m. mt

with support ofp,,; := triangle m, andT,, := area of trianglem.

The potentialy can now be formulated in terms of these basis functions as

curlr¢ = Y ¢ -curlpyy;  with ¢; € C. (4.11)

nodes i

Theorem 7 The linear functionsy,,;(r) are also basis functions of;(I';), and it holds
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Proof: Leti, k, andj be the three nodes with associated edges on the opposite side in the
triangle, and?;; be the angle between the edges i and j. Then there are three cases:

Casel: n=k = (rpu —Tok) =0 = ©pr(tmn) =0

Case2: n=j = (rpj —Tmi) Lt = ©nj(Tmn) =0

Case3: n=i —

i (T 5.7, (Tmi = Tmk) 205 || X Eg|
_fmi ) (fmj ’ COS[Qij + m/2]) _ Jmi * Jmg - Sin[Qij] -1
[ [£mi X £ |[£mi X £
O
It follows for curlrS; (T'y,) that
CUI']F Pmi = ’)/D(grad Somz) XNy = ’)/D(_an,; tmz) X Ny (412)
3T, (tii X ) = 5T

The topological vector fieldg, = curly ¢, arise from a potentiab, with a jump of size one
(k] = 1 at a pathy, circling holek. The paths can automatically be generated as a series of
edges, see Section 4.4. Then the topological vector fields can uniquely be defined as

N = Z Mhe,mi * CULIp @i (1) (4.13)

nodes mi

with

0 else. (4.14)

Here the 'right side’ is defined according to Figure 4.3, where the resultinig depicted as
arrows.

N { 1 if node: is on pathy, and trianglen is on the 'right side;
k,mi

Figure 4.3: Topological vector field along path
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Definition 5 (Basis functions of N"D;(T';,)) The basis functions o¥"D,(T';,) in a single tetra-
hedron are

bk 1= Omi - grad ., — @m; - grad o , (4.15)
with support obb,,,;. := triangle m.

Theorem 8 It holds

1
be = 3T (r —Tpg) X Ny . (4.16)
Proof:
.fmi : .fm'
i = 47T2j {(r = rmr)  tm] - bonj — (0 = Toni) « ] - ] }
fmi : .fm'
= 47T2j(r — I'mk) X (tmj X tmz)
= 47712](1' — rmk) X (nm . SZTL(QU))
1
= 57 (r —rpk) X 0y,
O

Theorem 9 The basis functions oV'D,(T'},) are tangentially continuous, except for the sign:

(fmk bmk)fmk = (fm bm) i If edge(mk)=edge(ni), with unit vectofs;, := mk andfm : fmz

Proof: The vectoff,,, lies in the plane orthogonal t9,,;.. This plane has the basis functiofys,
andn,,. As b,,; has only components orthogonahig,, it follows

. . -n,,
(fmk : bmk)fmk - [tmk X bmk] X tmk - <2 ) T : [(I’ - rmk) ' tmk]) X tmk
_ (B 2T tp = Xt
B 2Tm .fmk e fmk e
= = T
mk ni

In the CAD data files, the order of the points in a triangle is fixed and they define the outer
normal by a right hand rule. Then it always holfls, = —f,;. The electric field must be
tangentially continuous at the interface of two triangles. At the efgeath basis functions

b,.. andb,; on the adjacent triangles andn, this forcesE = E; - ypv; with ypv; =
[sign(b,k)bmi + sign(by;)b,;], depending on the orientation of the basis functions. For the
discretized electric field one finds

wE = Y E;j-ypv; WithE; €C. (4.17)

edges j
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The surface curl of the basis functions can be written as

curlp by = n,, -curlb,, = n,, - (grad xb,;) (4.18)
= [grad X(r x n,,)] = ST [-n,,(gradr)| = 5T

Now all occuring functions can be expressed with the basis functions that can be obtained from
fundamental triangle properties.

4.2.2 Matrix Representation

With the knowledge of the basis functions, the system of equations (4.6)-(4.8) can now be repre-
sented in terms of a matrix. It consists of some submatrices which are defined as:

1
Mg, , = fo <§R[E] “YDVk, ’yDV¢> + (V(curlp ypvy), curlp vpvi).. (4.19)
1
M%i,k = Mo <‘(\9[5] *YDVk, 7Dvi> s (420)
Qix = (A(curlriy), curlry), (4.21)
Bi,x = (B(curlpe;),vpv), , (4.22)

with the aid of the abbreviation&':= real part’ and & := imaginary part’, and the indicedor
the rows and for the columns. LefVn be the number of nodes aiée be the number of edges,
then the matricedy andMg are(Ne x Ne)-dimensionalQ is (Nn x Nn)-dimensional, and
Bis (Nn x Ne)-dimensional. All matrices are real valued, and it hadlds: Q”', My = M%, and
Mg = MX. The right hand side is denoted by

Re: = (Bn,7pvi), (4.23)
Ry = (An,curlyy), (4.24)
Reo,i == (An,my), . (4.25)
One has to solve the following equation for the impedance model

Mm: —Mg —BT 0 Egcg 0

~Mg —My 0 BT Es | Rg

-B 0 —Q 0 ¢§R - :uowjewc. : 0 s (426)

0 B 0 Q D R,

in the case that the workpiece has no hole, i.e. L=1. The occuring matrix is symmetric but not
positive definite.

With (L — 1) holes in the workpiece, one additionally needs the x (L — 1))-dimensional
matrixF,,, the(Nn x (L —1))-dimensional matri¥4,, and the((L — 1) x (L —1))-dimensional
matrix H

FUPi,k = <B"7ka’YDVi>., ) (4.27)
Faoir = (Amy,curlpyy), (4.28)
Hix = (Anpmy), (4.29)
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and in this most general case one has to solve the problem

My —Mg —BT 0 —Fp O Eg 0
—Mg  —Mg 0 BT 0 Fup Eq Re
-B 0 —Q 0 —Fg O o | 0
0 B 0 Q 0 Fao ¢% = NOWIea:c. : R¢ (430)
—F,” 0 —Fe' 0 —H 0 ag 0
0 F, 0 Fge' 0 H g R,

4.3 Semi-Analytical Integration of the Kernels

In order to get a exact solution, it is necessary to calculate the occuring matrix entries of (4.19)-
(4.22), (4.27)-(4.29) as accurately as possible. The entries consist of boundary integrals over the
triangles/\,,, and/\,, which have the form

[ [ rxvasxase).

DNp Dm

with a singular functionf at x = y. It is due to the singularities that a numerical Gaussian
quadrature scheme is not applicable for both integrals. A semi-analytical appisadhized,
where the interior integral is calculated analytically and the exterior integral is evaluated by a
Gaussian quadrature scheme.

Plugging the basis functions and relations of Section 4.2.1 into the opeMtpi& equation
(4.19),M4 of equation (4.20), and faR of equation (4.21), one gets

1
Lo <9‘E[5] bk, bmi> + (V(curlp by), curlp b)), = (4.31)

// <(bnk.bmn).uo.§)%[%]-5nm + 4TijG(X,y)) dS(x)dS(y),

DNp Dm

Mo<%[%]'bnkabmi>T - A/A/ (us D) (- 3T 1 b ) A5GV IS() . (4.32)

(curlpp,y, A(curlpp,,)), = < Fu A( fr )> (4.33)

2-T,
- / / T Bk~ B - Gx,y) dS(x) dS(y)

1] am indebted to Dr. Olaf Steinbach, University of Stuttgart, for the analytical interior integration of single layer
and double layer potential (private communication).
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So all three operators consist of a single layer potential, either vector or scalar valued. The ana-
lytical integrations are done by Dr. O. Steinbach and are therefore not be repeated here. For the
operatomB it follows

(BOX), 70v),
= [BOG) - wvix / % / Glx,y) dS(y) - 1oV (x) dS ()

curl) [/A(y)G(X, y) dS(y)} X nx] -ypv(x) dS(x)

r - r

( / grad, G(x,y) x A(y) dS(y) — %nx X A(x)) X nx] vpv(x) dS(x)

- / / [My)[nx-gradx G(x,y)] — grad, G(x, y)[A(y)-nx]] Yov(x) dS(y) dS(x)

1

— 5/)\(X) -Ypv(x)dS(x),

T

by using the jump condition [Rei93]

curl} / Ay)G(x,y)dS(y) = /curlx [A(y)G(x, y)} dS(y) — %n(x) X A(x) .

r r
This can be expressed by the basis functions. Then one has to integrate
B(curlp gom) bmk), =

/ / [ T -grad, G(x,y)] + grad, G(x,y)| i -1y | bk (%) dS(x) dS(y)

2-T,
JANSVAN,
+ O - / x) dS(x)
6mn
' [2 T — Ny - gradx G(Xa Y)] dS(X) dS(Y)
JANSVAN, "

n,| - b (x) - grad, G(x,y)] dS(x)dS(y) . (4.34)

The first integral consists of an easily integrable diagonal part and a double layer potential. The
second integral is a modified double layer potential. Note that the kernel is vector-valued.

As an example for the analytical integration of the inner integral, the modified double layer
potential is chosen and integrated below.
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4
A
ﬁ( 1
> r*
rmk
rmi

Figure 4.4: Settings for the analytical integration

Therefore the notation of Figure 4.4 is used and every position veatan be expressed as
r = Iy +sr,+tr: +7n, witht, s, 7 € R, and it holds

1
bk = 5T (st +try) xmn, = 3T (tr) —sry).
With the definitions
spoi= v —rpkll,  tk = i —Thyll, T =T — |
t* t, —t* 1 2
oy = ——, Qy = — 5 Yy :rmk+syrk+tyrk+Tynm
Sk Sk
one obtains
[ busl) - grad, Gix.y) ds(x)
Am

Ix — yI?

- o //(tr}c—sri)- (5 —sy) x4 (t—ty) -1} Ty D gy

8S«T,, (s —sy)2 + (t—1t,)% + 7'5]3/2

—(t—ty)-s
= dtd
87TT //[s—sy + (t —t,)% + 7232 °

S — S
— t ¥ ds dt
sﬁT / /[(s -t + P

t—1,
dtd
/ / [(5 = 8y)% 4 (t —t,)? + 72]3/2 N
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CHAPTER 4. EXCITATION AND DISCRETIZATION

1 0 Sk
S— S

= t ¢ ds dt

SﬂTm[/ / (s = 5y)% + (t —t,)* + 72]3/2 i

—t* t/ay
tp—t* Sk
S— S
+ / t / Y ds dt
A [(s = 8y)% + (t —1,)? + 72]%2
a2
S Q2S ; ;
— [ s B dt ds]
!déw—%v+u—@v+ﬂw
0 Sk —Sy

- ! [/t / z dz dt
81T, (22 + (t—1t,)? + 7'5]3/2

—t*  t/a1—sy

tp—t* Sk —Sy

T
t dx dt
AN s e

0 t/as—sy

S Q2s5—ty

T
— [ s dx ds] .
[22 4 (5 —5,)% + T2]3/2
0 a1s—ty

The inner integral can be found in integral tabjes - [z + a% %2 dx = —[2? + a?]71/2, then
what remains for the outer integral is

87T, - / b,k (x) - grad, G(x,y) dS(x)

Am
0 b —t*
B / —t Sk —Sy dt N / —t Sk—Sy dt
o 2 _ 2 211/2 2 _ 2 211/2
—t* [.T + (t ty) - Ty] r=t/a1—sy 0 [SL’ + (t ty) + Ty] z=t/az—sy
5k 28—ty
S
+ ds
o+ G+
tp—t*
= / ! dt
R (e e G T2
0 tp—t*
+/ ! dt + ! dt
(/o1 = sy)* + (t = t,)> + 77]'/2 S ((tfo —sy)? 4+ (E—1y)" + T2
—t*
Sk Sk
S S
—I—/ ds—/ ds
S [azs —1,)2 4 (s —sy)? + 2 [(aas — 1) + (s — )2 + 7]]12
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tp—t*
—1

dt
[12 — 2ty - T+ (s — 5,)2 + 12 + 72]1/2

—t*

0
t
+/ [(L/af + 1)t = 2(sy/ar +t,) -t + 87 + 2 + 72]V/2 dt
—t* 1 Y 1 Y Yy Yy Yy
tp—t*

+

t
dt
[(1/a3 +1) - 12 = 2(sy /g + t,) - t + 2 4 2 4 72]1/2

Sk
S

+ ds
/ (03 +1) - 82 = 2(aaty + 5) - 5 + 12 + 52 + 72]1/2

0

Sk

/ 8 :
— S.

J [(aF +1) - 82 = 2(auty +5y) - s + 12 + 52 4 72]1/2

All these integrals are of the same form which can also be looked up in integral tables

Vaz2tbztc b (1 ; 2azx+b i 2
/ x dp — T—%(%ﬂrsmh[m]) !f4ac—b >0,a>0
Vazr? +br +c 7W—%(ﬁ-ln|2ax—b|) if 4ac —b* =0, a > 0.

Now all matrix entries of (4.19)-(4.22) are described in terms of the fundamental basis functions
and are integrated semi-analytically. The entries (4.27)-(4.29) can easily be derived from these
expressions.

4.4 Paths

As already stated in Section 4.1, the excitation is to be integrated into the impedance model and
into the eddy current approach by imposing jumps of the scalar magnetic potential on closed
paths, i.e., cycles that circle the hole in the inductor. Jumps also have to be imposed on paths
around holes in the workpiece in order to determine the total currents that flow around these
holes. The cycles have to be constructed automatically by the program and not by the user for
different reasons: First, it is annoying to construct paths by hand for a complicated geometry
or for a triangulation with many faces. Second, for some geometries it is very difficult to find
the desired cycles, i.e., a path that circumvents the hole. More precisely, such a cyotmis a
contractablecycle [Hn01] that isooundingwith respect to thexterior (short ncbe). Bounding

with respect to the exterior in simple words means that the cycle is the boundary of a cutting
surface that lies exclusively in the exterior of the conductor. An example is the-gytid-igure

4.5. Cyclev, in Figure 4.5 is non-contractable and bounding with respect to the interior (short
nchi). It is prohibited to impose a current on such a cycle because the current would flow through
the vacuum.

This section presents the algorithm for the automatical construction of the relevant cycles. The
algorithm is based on the triangulatibp of the surface and the path consists of an ordered series
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Figure 4.5: Representatives of the basigief[',, Z)

of surface vertices connected by surface edges. The intention is to explain the functionality of the
algorithm, not to prove every detail. Rigorous proofs can be looked up in [HOOQ1]. The following
definitions, theorems, and proofs are, like the above definition of 'bounding’, to be understood
in the sense of an explanation. Some aspects are illustrated by using the torus as an example,
but the algorithm, of course, can be applied to arbitrary parts. Note that the inductor is always
equivalent to a torus since it has exactly one hole.

It is clear that there is not onhly; which is ncbe. Closed pathg which are equivalent te, are
calledhomotopiccycles, written ag; ~ +. This means that they can be transformed continu-
ously intov; on the surface [Ka96]. It is obvious that;; cannot be transformed intg on the
surface, soy; % vs.

Definition 6 (Basisof H,(I';,Z) , Betti number) The cyclegys,- - -, v2n) are called a repre-
sentative of the basis of the homology gradigT';, Z) if each closed path on the surfafe is
homotopic to a linear combination (of integer number&) of (4, - - - , van). The rank of this

basis is called Betti number and it is two times the number of hEl@sthe surface.

The cyclesy; and~; of Figure 4.5 are representatives of a basis for the torus. The path algorithm
consists of the following two steps:

1. Find a representative of the basis, see Section 4.4.1

2. ConstructV linear independent cycles that are ncbe, see Section 4.4.2

Step one of this algorithm is purely combinatorial and relies on interpreting the triangulation

of the surfacd” := 052 of the item as a graph. Therefore some assumptions on the geometry of
2 have to be made. A demand is tfathas a Lipschitz-continuous boundary, thatlighas to

have a local representation as the graph of a Lipschitz-continuous function [Gri85, Sect 1.2.1].
Topologically speaking, this force@ to be homeomorphic to a compact domain with smooth
boundary. Firstly, this impliedI" = () and that each face is part of a tetrahedron. A second
consequence is thatis orientable. Thus, we can fix an orientatioroof and endow all triangles

with the induced orientation. Thirdly, the surface is ’locally flat’ in the sense that exactly two
faces are incident to each edge. Situations like the 'double cone’ and 'double ridge’ depicted in
Figure 4.6 are ruled out.
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%M

Figure 4.6: Surface configurations not possible in the case of a Lipschitz-polyhedron

At first glance it seems that one can successfully tackle the problem in an entirely discrete setting,
relying on the connectivity a2, alone. Yet, consider a plain triangulated torus. Cut it at its small
circle, twist by27 and reconnect as in Fig. 4.7. If the first cycle was ncbe, this operation will

Figure 4.7: Destroying ncbe-cycle

render it non-relevant. Possible new representatives of the bagigang) or (s, v2). However,

the combinatorial description of the mesh remains the same. It is evident that it is impossible to
find the desired cycles merely by using combinatorial information algutUnless one wants to

use an exterior mesh, one also has to rely on information about the geomgtrifois is done

in step two, where the cycles are classified and the ones relevant are constructed.

441 Find aBass

The example of a hollow torus shows that not every item has a surface that consists of only
one component. But it is possible to restrict the explanation to this case because the algorithm
find a basiscan be applied to each component separately. In order to introduce the algorithm,
some definitions must be made: Denote&yy := V), S; = &, andS, := F;, the sets of
vertices, edges, and faces of the surface nigstoveringl'. An [-simplexx € §; is contained in
anotherk-simplexy € S, x < y, if all vertices ofx are vertices of as well. Thek-simplicial
neighborhood ok € §; is defined as

Sp(x) ={y €S, x<yory <x}.
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With these notations, the three internal steps of the algotiitiaina basiscan be written as

1.1 build face-tree according to Figure 4.8,
1.2 build node-tree according to Figure 4.10,

1.3 build cycles according to Figure 4.12.

Dh = fh, 5}? = @;
while (D, # 0) {
Pickt € Dy; Q :=0; Qpush_back(t); Dy := Dj \ {t};
while (Q # 0) {
t := Q.pop_front();
for each (¢' € Si(t)) {
{t'} = Sa(e) \ {t}:
if (t' € Dy) {Dy:=Di\ {t'}; Qpushback(t); & := &P U{e’}; }
1

Figure 4.8: Algorithm build face-tree

After the face-tree is built in step 1.1, one finds a situation as shown in Figure 4.9 for the example
of the torus of Figure 4.5. In Figure 4.9, the torus is cut along the cyglesd~,, and opposite
sides must be identified.

T *

.
.

!

o L :

Figure 4.9: Face-tree in the case of a triangulated torus, which is represented by identifying
opposite sides of a rectangle. Output of the algorithm from Figure 4.8.
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The edges which are 'part of the tree’, i.e., those edges which are touched by the connecting lines
of the faces, are collected in the g&t. Its complement, i.e., the set of the remaining edges, is
denoted by} .

Theorem 10 No cycle in/ is contractable.

Proof: If a contractable cycle existed the surface would consist of the ’interior’ of this cycle and
the 'exterior’. The faces of these regions would not have a connection, and this is a contradiction
to the fact that the faces are connected by the face-tree.

Theorem 11 Each cycley on the surface is homotopic to a cycledh

Proof: To prove this, one takes a cycjahat can have edgesf’, and wipes it off intc€?. This
continuous transformation can always be done according to the following algorithm. First, fix an
arbitraryt, € F;, as root’ of the face-tree. This makes it possible to assign to each triamgle

the tree a unique numbeé(t) € N, its distance to the root, i.e., the length of the unique path in
the tree connectingandt,. Then it is also possible to establish a distance function for the edges
'in the tree’

d(e) ;== min{d(t),e <t}, ec&.

One sorts the edges of the cyelawith respect to this 'distance function’. Let; be the edge
with the smallest distance in the cycje Select the face; adjacent to the edge; that has the
bigger distance from the root and replace the eglge the cycley by the two other edges ity.
These new edges might either liedfior again in€”. The crucial point is that if they are )",
then their distance to the root is bigger than the distaneg !0%0, repeating this construction,
one arrives at a cyctgin & with 3 ~ ~. O

The last theorem ensures that a representative of a bagis(6%,, Z) is included in&/. The
remaining task is to explicitely construct the cycles, i.e., the series of points. Therefore, one first
builds a node-tree ig} according to the algorithm presented in Figure 4.10 (the edgé$ in

are connected [HOO1]). Due to theorem 10 one finds exacilyedges, which would close the
node-tree and collects them in the §ét Starting from the nodes of these edges, one constructs
the cycles by climbing up the node-tree tree to its root, according to the algorithm of Figure
4.12. The cycles in this algorithm are store®aSlists of edges, but this structure can easily be
converted into the desired series of nodes.
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Ly =V, E =10
while (£, # 0) {
Pickv € L,; v.depth:=0; L, := L, \ {v}; Q:=0; Q.push_back(v);
while (Q # 0) {
v := Q.pop_front();
for each (¢’ € S1(v) \ €P) {
{v'} = So(e) \ {v};
if (v e Ly) {Ly:=Ly\{V'}; Qpush_back(v'); v'.depth = v.depth+1; }
dse {&:=¢&U{e};}
33

Figure 4.10: Algorithm build node-tree

€

€2

o o o o

Figure 4.11: Construction of the node-tree (dashed lines) on the torus according to the algorithm

of Figure 4.10, yielding? := {e;, e, }.
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for each (e € &) {
list<Edge> s.; se := 0; {x,y} := So(e); se.push_back(e);
do {
while (x.depth > y.depth) {
for each (¢’ € Si(x) \ &P) {
{2} := So(€) \ {x};
if (z.depth < x.depth) { s..push_back(e); x < z; break; }}}
while (x.depth < y.depth and x #y) {
for each (¢ € Si(y) \ €P) {
{z} := So(e) \ {y};
if (z.depth < y.depth) { s..push_front(e’); y < z; break; }}}
}
while (x # y); }

Figure 4.12: Algorithm build cycles

N

.

o
AV
%

Figure 4.13: Two circuits,, (solid) ands., (dashed) on the triangulated torus as produced by
the algorithm of Figure 4.12.
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4.4.2 Construct Linear Independent ncbe-Cycles

As pointed out in Section 4.4, finding ncbe-generatordfefl';,, Z) involves geometric con-
siderations, because one has to distinguish between ncbe-cycles, nchi-cycles, and mixed cycles.
All these types of cycles can occur in the basis. A look at Figure 4.5 in combination with the
knowledge of Biot-Savart’s law gives an idea of how to cope with that problem. If eycle
submerged into the interior of the torys — ~; | and a loop-current of strength one is imposed

on this cycle, then a current @/Ampére flows through cycle,.

1 = /Hd§(y)

— —/ /grady G(x,y) x ds(x)| d3(y) (4.35)
2 bl

= [ [ grad, Glx.y) - (@)  dsty)
2 Ml

Here GG is again the singular function of the Laplacian. The situation is illustrated in the left
picture of Figure 4.14. If both cycles change their roles, like in the right picture;amsub-
merged into the torus, no current will flow through So this process of submerging one cycle

7l "2 g Yol

Figure 4.14: Left submerge, right submerge,

and testing it with an other one seems to be the key to the desired geometrical information. In
order to extend the idea to a more general settingretagive linking numberL(v,~’) of two
cyclesy andy’ is defined as

L(v,y") ==—/ fgrady G(x,y) - (d5(x) x d3(y)) . (4.36)

v
The mapping from two cycles intd by submerging and testing can now be written as
(Vs = LvL,Y) (4.37)

in compact format. For the torus it holds,,v1) = 1 and{(y1,v2) = (y1,71) = (72,72) = 0.
This can be ordered as a matrix

A= ()i g € 2PN (4.38)

i,j=1
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Each cycle on the surface of the torus is homotopic to a cycle Z k;7;, and one finds the
Jj=
relevant nche-cyclé as the kernel of the matrix € Ker(AT). This fact can also be proved for

other representatives that consist not only of purely ncbe- and ncbi-cycles. Furthermore, it can
be generalized for the case &fholes [HO01]. Thus the following approach to the construction
of the relevant surface cycles can be used:

2.1 Compute the matriX by evaluation of the pairing, -).

2.2 Use Gaussian elimination with full pivoting #ito obtain an integral basis fafer(A7).
Every basis vector will define a combinationgf . . . , 7o that provides a relevant cycle.

The first step of this scheme needs to be discussed in more detail because one has to provide an
algorithm for computing representatives of the submerged cygles = 1,...,2N. It turns out
to be most efficient to split the task into

2.1.1 the computation of shifted surface cycles = 1, ..., 2N, which clear all vertices df,,
and satisfyy; ~ ;,

2.1.2 replace every cycte by its submerged cycle; | such thaty; N ~; |= 0,

2.1.3 compute linking numbers;, vx.).

The new cycles are given by sequences of points. The restriction in 2.1.1 to cycles that clear
all vertices ofl',, is necessary to avoid complications in the numerical integration of the linking
numbers at singularities 6f. The algorithm for the construction of the shifted paths as midpoints

of edges is presented in Figure 4.15, whereas Figure 4.16 illustrates the result.

Given: A cycle as a sequence of points (vy,...,vy)
list<Point> P := (;
Pick {t} € {Sa(v1) N Sa(v2)};
for (i=1,i < N,i++) {
{ecurrent} = S1(vi) N S1(Vit1);
{encat} = S1(Vig1) N S1(Viga);
{p} - SO(t) \ SO(ecurrent);
{econnect} = Sl (Vi+1) N Sl (P),

wWhile (€current 7 €neat) |
P.push_back(midpoint ofe.onnect);

{t} = SZ(econnect> \ {t}a
{p} = So(t) \ Soleconneet);
{econnect} = Sl (Vz'-l—l) N Sl (p)’ }}

Figure 4.15: Construction of a shifted cy¢ie; , ps, - - - ). Note thatv 1 := v;.

2in the case of the torus it ig;
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Figure 4.16: Shift a cycle

One gets the submerged paths by inserting the center of gravity of a tetrahedron adjacent to two
consecutive vertices;, v;, 1. The simple algorithm is shown in Figure 4.17. Only at this stage
the volume meskK;, is used!

Given: A cycle as a sequence of points (vy,...,vy)
list<Point> U:= (;
for (1 =1;i < N;i++) {

U .push_back(v;);

T := tetrahedron adjacent tg andv;, ;

U .push_back(center of gravity ofl');}

Figure 4.17: Submerging of a cycle. Output is polygan, u, , - - - ).

Next, one has to compute the relative linking number of a submerged gycénd a shifted

cycle 4. Analytic expressions are available for the inner integrals. For the outer integrals one
has to resort to numerical quadrature. Here, it is important to take into account the singular
behavior of the kernel7(x,y) for x — y. It entails anadaptiveapproach to quadrature: A
Gaul3-Legendre quadrature formula of order(i.e., withn nodes),n € N, on each interval

of an equidistant subdivision ¢; 1] into k,;, k;; € N, parts. Adaptivity will be achieved by
adjustingk;; depending on the relative position of the line segméatsu; ;] and [p;, pi+1].

Due to the construction diu; ,us,---), and(p; , p2, - - - ) they have no common points!
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443 Summary

The complete algorithm for the construction of the relevant paths now looks as follows:

1. Find a representative of the basis

1.1 Build face-tree
1.2 Build node-tree
1.3 Build cycles

2. ConstructV linear independent ncbe-cycles

2.1 Compute matrixl by evaluation of the pairing, -)

2.1.1 Shift surface cycles
2.1.2 Submerge cycles
2.1.3 Computé-y;, k).
2.2 Gaussian elimination to obtaliter(A”)

For shape-regular, quasiuniform families of meshes, the asymptotic complexity of the algorithm
is shown [HOO01] to beD(M?), where M is the number of edges df,,. A typical example

for a workpiece to be hardened is the cylinder of Figure 4.18 with two intersecting holes drilled
through it. For a workpiece this is nothing special, but from a topological point of view, nontrivial
cycles have to be constructed.

Figure 4.18: Surface mesh (left) and cyclgs. . ., v (right)

Another example is the so-called trefoil knot. Topologically, this knot has the most elaborate
complexity, where cutting surfaces are hard to construct. The path algorithm is also able to cope
with this kind of problem. Figure 4.19 qualitatively shows the x-, y-, and z-components of the
surface current, which is fully automatically calculated by the impedance model. Note that the
current flows around the knot.
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Figure 4.19: Surface current components of the trefoil knot. Black positive, white negative.
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Chapter 5

Solution Procedures

This chapter presents some practically important facts about the implementation of a solver for
eddy current approach and impedance model. First it is shown how to handle the FEM part,
especially the non-linear ferromagnetic permeability. Then the iterative solver is determined by
some experiments with a small test problem that can also be solved exactly with a direct solver.
The compression technique for the BEM operators is introduced in the last section of this chapter.

5.1 Solutioninthelnterior

The sesquilinear formg(E, v) of the FEM part in equation (3.90) that has to be evaluated is
discretized with linear edge elements. The resulting matrix is here called;.

In theimpedance modeln equation of the form ), x = b must be solved for a given right
hand sideb (from the BEM part). This is done by applying a preconditioned iterative solver of
Krylov type. Several complex and real solvers have been tested.

If a fixpoint iteration(Picard method) [Kol02] is used to master the non-linearthen acomplex
solvercan be used for the FEM part. Nearly every method is convergent with different precondi-
tioners. The fixpoint iteration with complex solver is used for the impedance model.

Splitting the equations into real and imaginary parts is mandatory if theNiaston-Raphson
method[Kol02] operates at the non-linearity @f. because some occuring complex derivatives
are no more meaningful. Unfortunately only a BiCGstab method or a CGS method, precondi-
tionned with an incomplete ILU decomposition, are convergent in this real case [VRO1]. The ILU
decomposition needs so much storage that this method is not applicable for realistic problems.

In the eddy current approacthe FEM and BEM parts are strongly coupled in one big system
and must be solved simultaneously. An option is to split the system of equations into real and
imaginary parts in order to keep the matrix symmetric. But in this case the same problem with
the ILU decomposition as described above occurs in the rows of the FEM part unknowns. Nev-
ertheless the splitting is used here for the eddy current approach because it is only tested with
small test examples. The preconditioner of the BEM part is the same as in the impedance model,
and it will be presented in Section 5.2.
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The skin effect is the most important difficulty in the interior antbeal residual based error
estimator[BHHWOO] is used to resolve the strong decrease of the fields at the most important
points, i.e., at positions where a strong current is flowing. Thus the mesh is chiefly refined at the
surface of the conductors. The error estimator uses a Helmhotz type decomposition of the error
in energy norme := |E — E,|| between the correct solutidh and the approximative solution

E,. It splits the error into iteurl-free part and into its weakly solenoidal part on the m@gh

Each error can be estimated locally, thus their addition is used for adaptive grid refinement.

51.1 Material Parameters

In general, it is very difficult to find good experimental data concerning the behavior of the
material. All measurements for the verification of the program are made with workpieces of C45
steel. Fortunately, the material parameters of this type of steel can be found in [Stu62]. Figure 5.1
shows the temperature dependencih@ét capacityheat conductivityandelectric resistence

The material is typically ferromagnetic, and the relative magnetic permeapjlitepends on

the absolute value of the strength of the field, according to Figure 5.2. So one has to deal with
a non-linearity in the governing equations. Due to the variation of the field strength during a
period, one has to use an average value [LNA86], the so-calfedtive relative permeability

27w

w
e [ eIl dt, (5.1

0

with the real pariB, of the solutionB = Z‘—; curlE = (B,cu(X) + iBina,(x)) - €. It can be
written as
Bo(x, t) = Biea(x) cos(wt) — B, (x) sin(wt) . (5.2)

In this form, u¢// has to be calculated at each timestep and each point in the mesh. This is
discontenting, and what is needed is a possibility to calculaté only once in advance. The
following remarks show how to transforB, in a more pleasant format. Adding a phasdoes

not have any impact if an average value has to be built, and one gets

Bo(x,t) = Breu(x)cos(wt + a) — Bingg(x) sin(wt + a) . (5.3)
This equation describes an ellipse

Bo(x,t) = Bjcos(wt)+ Basin(wt), (5.4)

The principal axe$3, andBj; lie in the same plane d3,.,, andB,,,,,. Equation (5.3) can be
transformed into

By = B,.u[cos(wt)cosa — sin(wt)sina] — Bjyag [ sin(wt) cos a + cos(wt) sin a

= [Breal cos @ — By sin 04] cos(wt) — [Breal sin & + Biynag cOS a} sin(wt) ,
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Figure 5.1: Heat capacity, heat conductivity, and electric resistence
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10°

=

(=]
N
T

Relative magnetic permeability
=
o

10

10 10 10° 10 10
H (A/m)

Figure 5.2: Relative magnetic permeability

with the aid of the addition theorems for sine and cosine. One finds

B, = B,ucosa—Bjy,gsina, (5.6)
B, = —B,usina — B4 cosa. (5.7)

Condition (5.5) is used to determine alpha

2

0 = —Bfeal cos asin @ — BreaBimag cos? o + B, caiBimag sin? o + Bimag sin « cos a
= (B}, — Biw) - cosasina + (2sin” o — 1) - BreaBimag
sin(2a
= (B?mag - Bzeal) ' ( ) - COS(QQ) ' BrealBimag )
2'B'rea 'Bima H
. Y = : arctan(—(B%magl_Bzmlg).) if B,y # Breas»
o else.
The effective permeability now looks like
27 fw
w
it = / po (/B2 cos?(wt) + Bysin(wrt)) dt, (5.8)
T

0

depending only on the absolute valuedf andB,. A table of this function can be calculated
in advance with the aid of the values of Figure 5.2, which have to be transformed:fi(di) to
wr(B) first.

The magnetic permeabilitglso depends on the temperature. Therefore, an analytical correction
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f(T) is used, which finally leads to

wT) = pr™ - po, (5.9)
o mew L0+ (peT —=1.0)- f(T) T <1042K,
with g, = { 10 else. (5.10)
10422 — T2 \

Above the Curie-temperature of 1042 Kelvin, the small permanent magnetic moments of the ma-
terial cannot orient themselves any more, and the relative permeability is constant one. Figure 5.3
shows the correction. The non-linearity arising from the ferromagnetic behavior of the material
is mastered by applyingralaxation schemat each timestep.

1.2

f(T)

300 400 500 600 700 800 900 1000
Temperature (K)

Figure 5.3: Correctiorf (7T')

The inductor is made of copper. Its permeability is constant 1. The temperature dependency
of the electric resistence is chosen to be

pa(T)=1.7-1078-T, (5.12)
according to [Sta88]. The temperature of the inductor is not calculated in the program, how-

ever it is assumed that the water cooled inductor homogeneously has a third of the maximum
temperature of the workpiece.

5.2 Iterative Solver for the BEM Part

For the BEM part of thempedance modelne has to solve the equatigix = b, with
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Figure 5.4: Test example

Mp -Mg -BT 0 —F, O Eg
Mg -Mz 0 BT 0 Ful||Es
-B 0 -Q 0 —Fg O b

0 B 0 Q 0 Fellos]”
~F,p” 0 —Fe' 0 —H 0 o
0 Fp,° 0 Fe' 0 H g

(5.13)

see equation (4.30). If the strongly coupbsattly current approacts to be applied, the operators

Mg andMg have to be replaced by the discretized sesquilinear §dfn v). The equation needs

to be solved more than a hundred times per simulation run. This is necessary because of the
rotation of the workpiece and the numerous updates of the material parameters after temperature
changes. Thus the use of a slow direct solver is impossible. Furthermore a direct solver needs
too much storage. Instead, a fast iterative solver has to be applied. Numerical experiments were
made with the aid of the program packafeAPACK and MATLAB in order to determine the
adequate solver. Therefore, the realistic but small and coarse discretized test example of Figure
5.4 was used. The matrik is symmetric but not positive definite. For problems of this kind,

the Minimal Residual MethodMINRES) is often recommended [PS75], [Hac91] because it

is stable and convergent. However, in this case MINRES turns out to be unstable. The simpler
Conjugate Residual Methd€R) [Saa95] of Figure 5.5 is the better choice. For the test problem,
the condition number was found to Bes - 10%. This bad conditioning can be cured by applying

the preconditioned version of Figure 5.6, where the alternative equiatidn= P~'Ax is solved

with an adequate preconditioner For the practical implementation, the preconditioned CR can

be rewritten in such a way that the matrix vector multiplication and the preconditioner must be
applied only once per iteration. This version is shown in Figure 5.7.

1For LAPACK see http://www.netlib.org, and for MATLAB see http://www.mathworks.com/
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5.2. ITERATIVE SOLVER FOR THE BEM PART

Given:  xg := initial guess, tol := tolerance
tmaez = Maximum number of iterations

r =p = b—-Ax,
res;; = resgp =1, it =0
while [ it < it AND resy > tol - resg |

~ <r,Ar>

“ T ZAp Ap >

X =X+a-p

r, =r—a-Ap

<ry, Ary >

b= <r,Ar >
p=r1+08-p

r =r;

resy =1, it = it+1

end while

Figure 5.5: Conjugate residual method

r=p = P !(b—Ax)
resy = resgp = r, it =0
while [ it < it,ee AND resy > tol - resg |
- <r,Ar >
“ T P 1Ap. Ap >
X =X+ta-p
rp =r—a-P'Ap
< ry, Ar; >
b= <r,Ar >
p=ri+3-p
r = r;
resgy =1, it = it+1
end while

Figure 5.6: Preconditioned conjugate residual method
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r=p = P !(b—Ax)

y =w = Ar
resy = resg = r, it =0
while [ it < it,ee AND resy > tol - resg |
q=P'w
<r,y >
a = —————
<q,wW >
X =X+a-p
rr =r—oa-q
y1 = Ar;
<ry,yi >
g ="bJl7
<r,y>
p=r+3-p
W=y +0w
r=r, Y=Y
resg =r, it = it+1
end while

Figure 5.7: Implemented conjugate residual method

5.2.1 Preconditioning

As already noted, the condition number of the small test example was found3t® bE)*. So
preconditioning is mandatory if the number of iterations is to be small. A good precondilioner

of A has to meet the following requirements: First, the preconditioning must be independent of
the discretization of the problem, i.e. the spectrunPofA must be bounded independently of
the meshwidthh, and second, the condition numberRf'A must be small compared with the
condition number oA.

First of all, the properties of the sesquilinear fo@induced by the equations (3.98) and (3.99)
are examined. It holds
1
QEN)| = |4(E E) - - (NGE). 9B 4 i (A AN),
1
= <;7DE77DE> — (N(7pE), 7pE), + (AN X),

— 1 -
= iw / oE-Edy + / — curlE - curlEdy — (N(7pE),7pE), + (AX X)
ph
0
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5.2. ITERATIVE SOLVER FOR THE BEM PART

The following inequality is valid for every complex numbee= a + ib

1
— la+0b < |z| < la|+1b|. 5.14
7 la+b] < [2] < la| +[0] (5.14)
It follows with (N (vpE), vpE)_ < 0 that
1 — 1 -
— w/aE-Edy+ —curlE - curlEdy + (AX \) | < QEN)| <
V2 -
Q- Q-
— 1 -
w/aE-Edy—i—/—curlE-curlEdy— (N(vpE),vpE),. + (AX, ). .
-
Q- Q-

Using the Cauchy-Schwartz inequality together with the continuitiNpand the continuity of
the trace operator leads to

— (N(pE), 7pE), < [[N(ypE)]| " ol

_1 _1
H, 2 (div H, 2 (curlp,T)

< c|oElF_, < Bl Hcurro)
H 2 (curlp,T’)

One finds withD [(E, X), (v,¢)] :=w [ oE-Vdy+ [ u% curlE - curlvdy + (AX, (). that
Q- o

75+ DI(B.X).(BA)] < [QE.N)] < ¢ DIEX). (E.)].

So the spectrum of the discrete operator assoziated with the sesquilinea® fdepends only
on the norm bounds of the operators, thus it is bounded independent of the meshviehP
be the discrete operator assoziated with the sesquilinear ByrandA be the discrete operator
assoziated with the sesquilinear foythen the spectrum of the operafr'A is also bounded
independent of the meshwidht

For the impedance modeg(E, E) has to be replaced b@yDE, fyDE> and

Mg + Mg 0 00 0 0

0 Mp+Mg 0 0 0 0

B 0 0 Q 000
P .= 0 0 0 Q0 0 (5.15)

0 0 00 H O

0 0 0 0 0 H

is used as a preconditioner fAr This was tested with the small example of Figure 5.4, and the
condition number decreased frahs - 10* for A to 4.0 for the preconditioned systeRTA.

5.2.2 Numerical Experiments
The amount of time and storage for solving the test example of Figure 5.4 is small enough to

allow quick numerical experiments in order to find the adequate solver for the preconditioner.
Five solvers were tested.
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A direct solver (ideal preconditioning).

A conjugate gradient (CG) method [DH91]. with a fixed number of steps (15).

A CG method with a fixed decrease®f)1 of the relative residual.

A Gauss Seidel method [Oev96] with a fixed number of steps (40, 60).

No preconditioning.

These solvers for the preconditioner were used in the CR-solver applied to the pFotlam =
P~1b with different right-hand sideb:

e Aright-hand sidéb, with a known constant solutionofy = 1,1, 1...,

e and a realistic right-hand sidg of the test example.
Different quantities of the approximatioti| were analyzed at each stepf the iteration:

e The most significant quantity is the differenfe]i] — x,|| between the approximation and
the exact solution. (This can only be evaluated in the case where the salyi®known.)

e The euklidian residud|Ax|i] — bl|.

e The iterative residuales;; (see Figure 5.7).

The following graphs show the results for the known constant solutipwhen an ordinary
non-restarted CR is used:

Known solution 1,1,1... —— Ideal preconditioner
: . : ; . —©— CG, fixed residual 0.01

—x— CG, fixed steps 15
—+— Gauss Seidel, 40 steps
— - No preconditioning

0 10 20 30 40 50 60

Steps

Figure 5.8:||x[i] — x¢|| for CR-method, solution is known
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Known solution 1,1,1... —v— Ideal preconditioner
10° rem : " : ; . —©— CG, fixed residual 0.01

—x— CG, fixed steps 15
—t+— Gauss Seidel, 40 steps
— - No preconditioning

Euklidian Residual

0 10 20 30 40 50 60

Steps

Figure 5.9: Euklidian residual for CR-method, solution is known

Known solution 1,1,1... —— Ideal preconditioner
10 : ; ; ; . —©— CG, fixed residual 0.01

—x— CG, fixed steps 15
—t+— Gauss Seidel, 40 steps
— - No preconditioning

Iterative Residual

0 10 20 30 40 50 60

Figure 5.10: Iterative residual for CR-method, solution is known

The decrease of the errdk[i] — x,|| and the decrease of the euklidian residual stalls after
approximately 20 steps. The residual vectors were supposed to be non-orthogonal and the same
guantities were measured again for a restarted CR. The restart was made every fifteenth step, and
the Figures 5.11, 5.12, and 5.13 show the results.
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Known solution 1,1,1... —— Ideal preconditioner
10 r . ; ; —6— CG, fixed residual 0.01

—x— CG, fixed steps 15
—t+— Gauss Seidel, 60 steps
— - No preconditioning

0 10 20 30 40 50 60

Figure 5.111|x[i] — x,|| for restarted CR-method, solution is known

Known solution 1,1,1... —— Ideal preconditioner
10° . . . i i —6— CG, fixed residual 0.01
7777777777777777 —x— CG, fixed steps 15
—t+— Gauss Seidel, 60 steps
— - No preconditioning
10° | ]
©
>S5 10" F ]
S
0
&)
12
c 10" ¢ ]
8
S
i~ -1
510 ¢ ]
LLl
107k ]
10'3 L L L L n
0 10 20 30 40 50 60

Figure 5.12: Euklidian residual for restarted CR-method, solution is known
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Known solution 1,1,1... —— Ideal preconditioner
10 : ; ; ; . —©— CG, fixed residual 0.01

—x— CG, fixed steps 15
—t+— Gauss Seidel, 60 steps
— - No preconditioning

Iterative Residual

0 10 20 30 40 50 60

Figure 5.13: Iterative residual for restarted CR-method, solution is known

So restarting seems to cure the problems, and the methods were also tested for the realistic right
hand side of an exciting current in the inductor of Figure 5.4. The results are presented in the next
two Figures 5.14 and 5.15. The difference of the approximation and the exact solution cannot be
calculated as the exact solution is unknown.

RHS = realistic —— Ideal preconditioner
' ' ' —©— CG, fixed residual 0.01

—x— CG, fixed steps 15
—t+— Gauss Seidel, 60 steps
— - No preconditioning

Euklidian Residual

60

Figure 5.14: Euklidian residual for restarted CR-method, realistic right-hand side
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RHS = realistic —— Ideal preconditioner

' ' ' ' —6— CG, fixed residual 0.01
—x— CG, fixed steps 15
—t+— Gauss Seidel, 60 steps
— - No preconditioning

Iterative Residual

10

0 10 20 30 40 50 60

Figure 5.15: Iterative residual for restarted CR-method, realistic right-hand side

The ideal preconditioned method is the quickest one to converge, but as the direct solver needs
too much storage, it cannot be applied. Testarted CR method with CG preconditiongithe

second best. In the same number of steps, it yields the most accurate results if a fixed decrease
of the relative residual is used as the stopping criterion for the preconditioner. In this case, the
CG preconditioner needs approximately steps for a decrease 001 of its relative residual
whereas the CR needs a similar number of steps for a decrea$® bfAs these are convenient

small numbers, this method is applied in the simulation.

5.2.3 Kernd Elimination

The matriceMy andMg in equation (5.13) are symmetric and positive definite. Due to possible
gauging of the scalar potentid, is symmetric but only positive semidefinite: On each of the
connected components a constant vector can be added to the solution. So these gauging vectors
constitute the kernel d. Its dimensionD is the number of connected components of the con-
figuration.B has the same kernel. In order to analyze its influence on the CR method, the kernel
was removed and the numerical experiments of the last Section 5.2.2 were repeated. There are
different possibilities to dispose of the kernel, but the aim is to do it in such a way, that the
condition ofA remains unchanged.

Definition 7

p(Q) := {Eigenvalues\ of Q}

p>(Q) := {Eigenvalues\of Q | A >0}

)‘mm(Q) = {)‘min S /)>(Q) ‘ Amin S AV A € /)>(Q)}
Amaz(Q) = {Amaz € p>(Q) | Amaz 2 AV A€ p(Q)}
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Define for everyit*-component withn; nodes a constant vectst? by K; := (k;1, kio, kis.....)
with k;,, = 0 if node m is not on thei’”-component and;,, = 1 if node m is on thei"-
component. The length & is dim(Q):= dimension oQ = >°7 n,. Then{KT, K¥...} is the
kernel ofQ.

Theorem 12 The replacemer® — Q; == Q + .7, ¢, KTK;, with

o trace(Q)
' ng- (dim(Q) — D)
enforces
Q) = (@ U e V)
)\min(Ql) S % S )\mam(Ql)a

so the kernel is eliminated and the condition numbgs,.(Q)/\.i»(Q) remains unchanged.
Proof: For every matrix it holds

trace(Q) = Zki)‘i’

with the orderk; of \;. For the symmetric and positive semidefinite ma@ix follows

trace(Q)
; < —— < .
)\mzn(Q) ~ dzm(Q) _D = )\maa:(Q)
For everyK? one finds:
trace(Q)
K =6 KN (KK =¢,on, KPP = 2\ KT
Ql 7 G i ( % z) Ci -1y 7 dzm(Q)—D i

Let x, be an eigenvector dd with eigenvalue\, > 0. ThenK7K;x; = 0 becaus&?K; has
rank 1 with eigenvectoK? € kernel@). It follows

Qi X = A\ Xy

So all eigenvectors d®; are found.O

The kernel ofA was eliminated with the aid of this methodl (= A;). Then the CR method was
applied to the new matriA; but no significant differences to the results of Section 5.2.2 were
found. Thus the elimination of the kernel seems to be not necessary and it is not eliminated in
the program.
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5.3 H*-Matrix Approximation

The triangulation of the boundaiy of the workpiece, the inductor and the plates must be fine
enough to meet two different demands. First, the geometry of the items must be described in a
satisfactory way, and second, the desired precision of the solution must be achieved. This means
that a numbeV > 10000 of surface triangles must be used for typical workpieces. The occuring
BEM operators irA of equation (5.13) are dense. A matrix-vector multiplicationfemknowns
needsO(n?) operations, and the amount of storage is of the same order. Partd/with 0000

surface triangles have approximateBbp00 edges and000 nodes. For the storage requirements

of the matrices irA this means:

Mg needsl 50002 size of(double) =.67G Byte,
Mg needsl50002- size of(double) =.67G Byte,

B needsl 5000 - 5000- size of(double) #.56G Byte,
Q needs5000%- size of(double) .18G Byte.

So more than 4 GBytes are needed, a volume that cannot be mastered by standard computers
of the present generation. A compression technique must be applied to the four different op-
erators. Parts of their kernels are vector-valued, and each component consists of either a single
layer potential, a double layer potential or a modified double layer potential. Each of these poten-
tials has arasymptotically smootkernelk;(x,y) in each componer, i.e., there are constants
C.s(n,m) € Ry, satisfying

1050) ki (x,¥)| < Cus(lal, [8]) lIx =y 117 k;(x, y)] (5.16)

for all multi-indicesa, 3 € N3 and allx,y € R3. In the terms of physics, this means that the
potentials describe rapidly decreasing interactions between the boundary regi@mgigt Still

these are long distance interactions because the variables are coupled in the kernels, depending
on (x — y). As all regions are linked to each other, the resulting matrix is dense. A common
strategy for compression is to approximate the kernels in the so-daliield, i.e., in regions

that are far away from each other, whereas one sticks to exact kernelsnedffesld Panel
clustering methodare widely used [HN89][Sau99]. They are based on Taylor expansions of the
kernel function in the farfield, and if they are used, derivatives in all directions of all three ker-
nels are required up to a certain degree. This is avoided by applyidétmeatrix approximation

by interpolation[HBOL1]. In this method, the kernel function is approximated by a polynomial
Tschebyscheff interpolation [Oev96], so only pointwise evaluations of the three kernels have to
be performed. The entire domdihx I', where the kernet(x,y) is to be integrated, is subdi-
vided into pairsl’, x I', of clustersr, o, i.e., unions of contiguous triangles. The polynomial
interpolation is made on admissible pairs. These are pairs with clusters of sufficient distance. The
coefficients of the interpolation are stored in matrices which are nested in a special way. Those
so-calledH ?-matrices were first introduced in [HKS00]. The nesting can be utilized for saving
storage and allows to perform a quick multiplication. The amount of storage and the number
of operations necessary for a matrix-vector multiplication are of oftlenp?). Herep € N is
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the polynomial order and is the number of unknowns. The following sections sketch several
aspects of the implementation of thE?-matrix approximation methodNumerical experiments
with several test problems were made and Bremethod is compared with the uncompressed
standard method. Similar experiments are presented in [Gie00].

5.3.1 Interpolation and Multiplication

In order to achieve a compact representation, the kernel functions and the finite element functions
are splitinto their components. Then the remaining discrete BEM operators can be written as

Ky = / / (%, y) Wi (x)®i(y)dxdy , i, 1€ Ny, (5.17)

Iy, I,

for not necessarily identical finite element basis functidns ®; with local support on the
surface-triangle¥;, T;. The matrixK is to be compressed and the matrix-vector multiplication
v = Kuwith u(x) := > u;¥;(x), u; € R has to be performed.

In the H2-matrix approximation method one has to distinguish two different stepspiEpara-

tion of the matrix-vector multiplication which needs to be performed only once even for several
multiplications, and thenatrix-vector multiplicationtself. For preparation, the mentioned clus-
terst of contiguous triangles are built on the surfdteThey are not necessarily disjoint, thus
can overlap. The resultingusteringof the surfacel = (JI', is organized in a hierarchical

structure, a binary tree. The root-cluster of the tree is the whole surface. Each cltisteris

not a leaf-cluster is subdivided into two son-clusters, forming theS¢e}. This is done in a
geometrical way. The leaf-clusters consist of less then a fixed nuitphere N of triangles.

A recursive algorithm for the automatic construction of such a geometrical binary tree can be
found in [Gie00]: First the center of gravity of each surface-triangl&; has to be built. Then

the algorithmgeometricbisectior{ Z) of Figure 5.16 is called, with the index s&t= 1..N of

the surface-triangles. The output of the procedure is a binary tree of the centers of gravity of the
triangles.

In a second step, axiparallel quadratic bounding bdxekave to be built around each cluster
The interpolation with the aid of tensor products of Lagrange polynomials [Oev96] is made on
admissible pair®f such boxes, i.e., on boxes with small radii compared with their distance

max{diam(B,), diam(B,)} < 2n-dist(B,, B,). 5.18
{ (Br), (Bo)} n (B, B,) (5.18)

Heren €]0,1[ is a parameter controlling the precision of the interpolation, and it needs to be
fixed in this intervall to ensure the desired asymptotic behavior of the error. On an admissible
pair of clusterd”, x I';, one approximates the kernel functibfx, y) by its interpolant

Frco(%y) = D> k7 yR) - pl(x) - pi(y), (5.19)
el kel
with p?(x) := LY (1) L)% (29) L93 (23) and x7 := (z!, 2%, 293). (5.20)
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input: Z = {z', 1 <i <k}
output: binary tre¢”
procedur 7 = geometric_bisection(Z2)
t
t let §; := : in 2 =1,2,3;
;= Zr:nﬁ?% Z; — zglnk zj, componeny =1,2,3;
let I € {1, 2,3} such that, = max§; ;
split Z = 2, U Z, such that
|1Z1] —|22|| < landVx € Z,y € Z5: 2 <y ;
T — son; = geometric_bisection(Z;) ;
T — sony = geometric_bisection(Z;) ;
}
ese{7T:=Z2;}
}
/
/ /
7
/
/ /
/ / / /
i
‘ k?g&:w"'é:'s.‘?a‘is- e
/ /ol /

Figure 5.16: Algorithm geometric bisection
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5.3. H2-MATRIX APPROXIMATION

Herep? (x) is defined as a tensor product of Lagrange polynondi&ly(z; ) L7 (x5) L% (x5) in

the three directions on the cluster The set of indiced is defined ad := {(¢,[,m) € N :

t,I,m < p} for the polynomial ordep and it holds. := (¢,1,m) € I. The respective inter-

vals of the Lagrange interpolation in the three directions are given by the axiparallel quadratic
bounding boxB, around the cluster. The sample poists € R? are tensor products of roots

of Tschebyscheff polynomials [Oev96] in this box. With this notation, the interpolating operator

K;; of equation (5.17) can be written as

Ri = 3 [ [ hex yDnr 00w o) W)y )y (5.21)

el kel I, T

= S k) / P2 ()W (x)dx / P )Bi(y)dy, i l€Ny, 1 rel,

el kel T, T,

on the admissible clustersandr with supp(¥;) C o andsupp(®;) C 7. So the variables
andy are no longer coupled! This leads to the required compression. Equation (5.21) can be
transformed into the compact formidf; = V°S°*"W7T with the matricedv? andW~

V= [ s wieax (5.22)
Wi = [ re)e)dy. (5.23)

and the(p + 1)¢-dimensional matrix
S = k(x],yE) (5.24)

The polynomials corresponding to father clusteisan be expressed exactly in terms of polyno-
mials corresponding to son clustersby

pl(x) = pl (x5 )p5 (x). (5.25)

el

With the definition of the transfer matric&  := p7 (x3') between father and son, it can easily
be seen that the matric8 andW™ are nested, i.eV? = V7B andW™ = W™ B™'7,

The multiplication has to be performed on the domain associatedlwiti". There are many
possibilities to cover this domain with pairs of clusters, but one searches a covering that is in
some sense ideal. It should only consist of admissible pairs of clusters or pairs of leaf-clusters,
and the total number of pairs should be minimal. This covering is catligiimal partitioning

P. It can be constructed by calling the algorititivide(™ x I", () of Figure 5.17 presented in
[Sau99].

The approximate matrix-vector multiplication = Ku is realized orP. The kernel function
remains unchanged in the nearfield consisting of non-admissible leaf-clusters and is replaced by
its interpolant on admissible farfield pairs

K = KNearfield + Y, (V'S7TW™T) . (5.26)

adm. oXT
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procedure divide(T', x T';, P)
{
if (S(o)=S5(r)=0)then{P=PU ([, xI,);}
else
{
if (B,, B;) are admissibledhen { P =P U (T, xI';) ;}
else
{
if (S(o) = 0) then {for all 7' € S(7) call divide(T', x '+, P) ;}
else
{
if (S(7) = 0) then {for all ' € S(0) call divide(T',» x ', P) ;}
else {for all pairsof sonso’ C S(o), 7 C S(7) call divide(T',» x I',v, P) ;}
¥
¥
}

}

Figure 5.17: Algorithm divide

The multiplication of Figure 5.18 consists of three steps, see also Figure 5.19:

e the Forward Transformation where the values of the vectarare transported from the

leaves to the clusters,

e theMultiplication v = Ku on the clusters,

e and theBackward Transformationwhere the resul is transported from the clusters to

the leaves.

procedure H? Multiplication
{
v=0;
Forward_Transformation(T") ;
for all ', x I, C P call Multiply(o x 7) ;
Backward_Transformation(T') ;

}

Figure 5.18: The multiplicatiof = Ku

76



5.3. H2-MATRIX APPROXIMATION

procedure Forwar d_Transformation(o)
{
if (S(o) # 0) then { Vo’ € S(o) call Forward_Transformation(o’)};
X, =05 yo=0;
if (S(o) = 0)then { x, = Wy, };
dse{Vo' € S(0) x, = x, + B"Tx,};

}

procedure Multiply(o x 1)

if (S(O') = S(T) = (Z)) then { for all T,eoset v, =v; + ZTjET Kz-juj ,}
else{ Yo = Yo+ SUXTXT};

}

procedure Backwar d_Transformation(o)
{
if (S(o)=0)then{v, =v,+V7y,};
else
{
for all sonso’ € S(o)
{ /
Yoo = Yo T+ B~ Yo,
call Backward_Transformation(c’);
}
}
}

Figure 5.19: Algorithms for the multiplication = Ku
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5.3.2 Numerical Experiments

It is shown in [HBO1], that for the scalar examples explained in the previous Section 5.3.1, the
amount of storage and the number of operations necessary for a matrix-vector multiplication are
of orderO(np?). It it also shown that the error of the approximation can be bounded and satisfies
the estimate .

1 = o olloosxss < C0) 17 [Klloo .8, - (5.27)

So for0 < n < 1 the error decreases with increasing orgef the interpolation.

In a first numerical experiment, this predicted behavior of iifematrix approximation method
was tested using the typical geometry of the induction heating setting, as shown in Figure 5.20.

Figure 5.20: Test geometries A and B

A single layerwith kernelk(x,y) = 47r ey was compressed. It was discretized with a Gar-
lerkin method and constant finite element L)aS|s functibps= ®;. The resulting matriX was
multiplied by a vector ten times. The storage and cpu-time requirements for the uncompressed
standard method and the interpolatiig-method were compared. The order of interpolation was
set to be2 and the admissibility parametgiwas set to b®.99. This turned out to be sufficient.

The measured data is defined as follows:

n = Number of unknowns (=Number of panels)
Size of double = 8 Byte
Standard storage= n? -8 Byte
H?storage := Storage needed for ti&? interpolation
Standard time := Time for filling + 10 multiplications standard method
H? Time := Time for filling + 10 multiplicationsH? method

K|z := sup K-yl
llyll=1

Kiz := Interpolated matrix
K — Kaz |

Relative error :=
K]l
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5.3. H2-MATRIX APPROXIMATION

In each case the time for filling amounts%’ of the total time. The Euklidian operator norm
was calculated with the aid of a vector iteration. Table (5.21) shows the results that are computed
on a Sun Ultra 450 computer with a 300 MHz Ultrasparc-Il CPU.

| n | Standardstorage | H? storage | Standard timgl H? time | Relative error|

730 4 MB 2.3 MB 54 sec 49 sec 0.00044
2752 57 MB 14 MB 12 min 4 min 0.00067
7488 427 MB 45 MB 15 h 10.2 min 0.00065
11520 1012 MB 75 MB 3.7 h 21.7 min 0.0007
17312 2286 MB 91 MB 85 h 25 min -

Figure 5.21: Time, storage and errors for single layer potential

The first four rows were produced by interpolation on the geometry A of Figure 5.20 and the last
example on geometry B. The error was not calculated for this example because the vector itera-
tion would have taken days. The compression rate is higher for 'flat’ pieces as the admissibility
condition can be fulfilled for bigger clusters.

So theH?-technique seems to work well. Next, the matrix of the impedance model was com-
pressed, and equation (4.30) was solved for the geometries of Figure 5.20. As a first difference
to the above example, it should be pointed out that the unknowns are now located on the edges
and the nodes of the geometry. This means that the tree also normally has to be constructed
over the edges and the nodes to reach an optimal compression rate. Therefore two trees have
to be constructed. In practice, however, especially the coupling of both trees in mixed operators
is complicated. Only one tree was built in this program over the triangles. As a consequence
some edges and nodes on the boundary of the triangle-clusters appear twice. This is acceptable,
however, as can be seen from the compression rates in Figure 5.22. The occuring BEM operators
arising from the matricedly, Mg, B, andQ can be found in the equations (4.31) - (4.34), and

are repeated here for convenience

R I B e EE T )

Q@ — [ [ i) Glxy) dS(dS(y).
Ap A

8 — [ [ Iy abusol - [52 — ne- grad, Gix.y)] dS(x) dS(y)

2T,
[ [ 5 na) bl - grad, Glx.y)] dS() dS(y).
VAVIVANSS

The diagonal part ol consists of scalar products of linear edge functions, and it does not need
to be compressed. The non-diagonal part is a scalar single layer potential with constant basis
functions.
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The constanf-basis functions of the single layer potentialpare vector-valued. So the matrices

V of equation (5.22), for the operat@ denoted byV g, have to be adapted to this fact and
extended to three dimensions. There is no need to store the ma¥¥igesf equation (5.23)
because the basis functions are the same and it Mds= Vq. The transfer matrices of
equation (5.25) are identical for all three operators and have to be calculated and stored only
once.

The next operatoB is the most complicated one. The basis functions are vector-valued and
mixed, consisting ob- andf-basis functions, and one neeWg andVg. As Vg = Vq, Vg

does not have to be calculated again. A problem occurs for the double layer potential because the
normal is defined on the triangles and cannot be generalized for a cluster of triangles.

Ki= //a (x,¥)aV;(x)P;(y)dxdy (5.28)

Iy, I,

This can be cured with the recipe introduced in [HBO1], where the derivative of the polynomial
kernel interpolant is used

Kip = G(x, y)aW:(x)®i(y)dxdy (5.29)
ﬁ!L{( 8nx
- L3 e [ a9 wiix [,
el kel T, I

The problems occuring in the modified double layer potential can be mastered in a similar fash-
ion. Its kernel is vector-valued, but splitting it up into its components does not cause any prob-
lems.

Allin all, the elaborate operators can be compressed without major difficulties Fythmatrix
approximation technique. Lots of matrices must be calculated only once and can be reused for
different operators. This automatically saves a lot of storage and enhances the efficiency of the
algorithm. The solution of equation (4.30) can additionally be accelerated by using the nearfield
of the operatoiQ as a preconditioner of the second rowRifas defined in equation (5.15).

This row is solved with a@onjugate gradient methoavhich in the standard method is precondi-
tioned with aJacobi preconditionerThis Jacobi preconditioneof P can now be replaced by the
nearfield matriXxQ ye.r riela Which can be inverted with@aussian elimination schenighe direct

solver is implemented in a sparse format and does not need much storage because the nearfield
matrix is sparse, too. Table 5.22 shows the performance dfthmatrix approximation for the
impedance model compared with the uncompressed standard method. The solver was stopped
when the residual had decreased to a value belodd1 times the residual in the first step. The
documented time is again the time needed for filling the matrices and solving the system. The
number of unknowns is defined as

n = 2 - ( number of edges + number of nodes + number of holes in the workpiece

The relative error is defined here as the difference between the surface eyjeftthe H2-
solution and that of the standard solution

[vpjn2 (%) — Ypjst.(X)]]
r 7Dt (x) |

relative error := dSy ,
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| n | Standardstorage | H? storage | Standard timgl H? time | Relative error|
2948 22.7 MB 15.5 MB 19.75 min | 15.0 min 0.00139
6916 125.3 MB 35.0 MB 19 h 43.3 min 0.00250
11420 342.0 MB 71.0 MB 6.7 h 1.6 h 0.00146
23840 954.1 MB 93.4 MB 14.6 h 24 h 0.00218
46724 5725.0 MB 333.0 MB - 9.0 h -

Figure 5.22: Time, storage, and errors for the impedance model

because the current is the most important final result of the calculations of the electromagnetic
part. Again, the first four rows were produced by interpolation on the geometry A of Figure 5.20
and the last on geometry B. Storage requirements and calculation times are strongly reduced, and
geometries consisting @h000 surface faces can be calculated.

Another special feature is implemented due to the fact that the workpiece rotates with a frequency
of 50H z. If the material data is updated times per simulation and the equation is solvedifor
positions per rotation, then the equation is to be soR@ttimes. Even with the 2-technique,

it is impossible to store the data of all theses matrices, so they have to be exported to a hard disk.
Moreover, they cannot completely be filled so often in an acceptable timespan. By looking at
the positions of the material parameters in the equations, the solution to the problem becomes
obvious. The material parameters only occur in the diagonal part of the op&tatehich is

small and can be calculated fast. So updating of the parameters is an easy, quick task. Rotation
is a bigger challenge. The BEM operators change only for items that are moving relative to
each other. Parts of the operators which describe workpiece/workpiece interactions (w/w) or
inductor/inductor interactions (i/i) need to be calculated only once. But how to reach this goal
in the H? context where everything is linked together in the tree? The option chosen here is to
apply the algorithngeometric bisectioseparately for workpiece and inductor. Then each cluster
consists exclusively of workpiece triangles or inductor triangles. In this case, the mafis¥s

and B do not change during the rotation and have to be calculated only once (except for the
uselesB of the root)! After merging the two resulting trees under one big root, one finds the
situation of Figure 5.23. If the algorithmlivide is now applied to this new tree, each pair of
admissible clusters belongs either to w/w or i/i or to the interaction w/i between workpiece and
inductor. The nearfield and the matricefave to be refreshed only for the w/i pairs. This is a

big advantage because the interesting part with the biggest number of triangles is the workpiece,
and w/w does not have to be refreshed.
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Workpiece + Inductor

T

Workpiece Inductor

/N /N
] I ]
SN N N N

Figure 5.23: Tree
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Chapter 6

Validation

Several tests were made in order to check the correctness of the results of the program. First of all
separated and uncoupled features of the program are tested, such as the temperature calculation,
the BEM part or the FEM part. Analytical solutions of special configurations often exist, and the
simulation results can be compared with these. This is the most reliable possibility for verification
because no experimental errors are involved. For the electromagnetic part, analytical solutions
of the eddy current problem are developed for highly symmetric settings with homogeneous
materials. In Section 6.1 this is done for a sphere and a cylinder excited by a circular current
loop . No analytical solutions are available for less symmetric geometries or if non-linearities are
involved. In this case one has to rely on experiments. Measurements of the surface temperature
during the hardening of a cylinder were made with the aid of a thermographical camera. The
evolution of the temperature in the experiment and in a simulation are compared in Section 6.5.
Most important is the prediction of the location of the hardened zone. These final results are
presented in Section 7.

6.1 Analytical Solutions

6.1.1 Conducting Spherein the Alternating Field of a Current L oop

In this section, an analytical solution of the eddy current model is developed for a homogeneous
sphere excited by a circular current loop. For axial symmetry all quantities can be considered
independent of in spherical coordinates. B additionally has n@-component, then the vector
potentialB = curl A can be considered as

A = Ay(r,0)-e“"-e,, with Ay(r,0) € C. (6.1)

The coordinate axes are chosen according to Figure 6.1. It can easily be shown that for homoge-
neous material parameters and in Coulomb gauge the magnetic vector pdteistiadjuivalent
to the electric fieldE in the eddy current model. With the ansatz

E(r)

A¢(T‘, 9) = \/7_”

-T(0), with R(r), T(6) € C, (6.2)
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L L
Exciting Loog
\9\
' y
y X
X ¢ ’ Conducting Sphere
Figure 6.1: Setting sphere
equation (3.32) can be transformed into
r?d>R rdR 1 . , V1-—u? & S

with & := wop andu := cos . When setting the terms involvingequal ton(n+1), withn € Z,
and those involving to —n(n + 1) it follows [Smy68, p. 375]

d*T, 5 drl, T,

H 2
Legendre diff. eqn. 0 = (1 —u?) e +n(n+1)T,, (6.4)
. d*R, 1dR, 1)
Bessel diff. eqn. 0 = 1 + = 1 + | —ik — (n+3) R, . (6.5)
dr? r dr 72

It can be shown [FK98, p. 85] thdt, is only bounded if» > 0 is a positiv integer. The solution
of the system of equations (6.4), (6.5) is [FK98, p. 91], [Smy68, p. 375]

T,(0) = CiPXu) + Ca QL(u), (6.6)
Ru(r) = CaspJpoi(irVik) + CunJ_,_1(irVik)  k#0, (6.7)
Ra(r) = Csnr™% + Cour 73 k=0, (6.8)

with the coefficients’,, . . . Cg,, € C, with theassociated Legendre functio®y andQ} of first

and second kind, and with ttBessel functiond,,, 1, J_,, 1. ItholdsC5, = 0 becaus&)},(u) is
unbounded [Smy68, p. 155, 158]. The vector pf)tentialzof a circular current loop with the radius
b and the current is [Jac75, p. 144]

Tbug ~= (—1)"(2n — 1)!! r2ntl
AGr0) = ——=) CES P (u) - 5y forr <b, (6.9)
Thig = (—1)™(2n — 1! 2+l
AGE(r0) = —== ) ol £ D) Paoia (1) g forb<r, (6.10)
with (2n — 1! == (2n—1)-(2n—3)....-5-3-1, (2-0-1N:=1.
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The complete vector potential is a superposition of the solution of the sphere and the loop. It
consists of three parts in the following three regions: The interior of the sph%pethe region
between the sphere and the Ioo¢90 and the exterior reglonzl(;‘?) These vector potentials can

be written as

NE

Al(r0) = r—%-[03an+%(@'7~¢71<:)+04nJ_n_%(¢rw_k)]-cmp,}(u) r<a, (6.11)

1

3
I

Mg

Ag(r, 0) =

Ag(r, 0) = (

A must vanish for — oo, so it followsC's,, = 0. In the case ot — 0, the rule [Al70, 9.1.7]

C5n r' + Cﬁn T‘_n_l] . Clnpi(u)> + Ag(ra 0) a<r< b’ (612)

n=1

Mg

[Csnr™ + Copr ™1 - C’mP,%(U)) + AGP(r,0) b<r. (6.13)

Il
-

n

AN 1 il
J,(z) = (§> Torp ol veC vl -2 3 (6.14)

with the gamma functiol’ shows that'y,, = 0 if Aj(r,0) is finite atr = 0. It remains

Aé(r, 0) = ZB,IL T Jn%(ir\/ﬁ) - Pl(u) r<a, (6.15)
n=1
Ag(r, 0) = (Z BY .yl Pj(u)) + Ag(r, 0) a<r<hb, (6.16)
n=1
Ag(r, 0) = (Z BY .yl Pj(u)) + AgE(r, 0) b<r. (6.17)
n=1

The unknown coefficient®., B® € C can be fixed by taking into account the jump conditions
in coulomb gaugén - B] = [n x H| = 0 on the surface of the sphefe= a). If B is integrated
over a Stokesian loof', one finds

O:/B~ndS:/Ads — 0=[nxA], (6.18)
S C

with the first jump condition. Integration of the Coulomb gauge condition over a Gaussian pillbox
V yields

Oz/vdivAdV:/SA-ndS — 0=[n-A], (6.19)

so one findgA| = 0. Together withn x H| = 0, this can be written as
Al(a,0) = A9(a,0), (6.20)

Al = Sea%eo)

0AL(r,6)

0
OA?(r,0)
_ ) P\
o i ) = <A¢(a,€) 4+ a————"

1
— | AL(a,0
& ( (b(a, )+ a o

) . (8.21)
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which has to be valid for al#. The exciting vector potential consists only of odd associated
Legendre functions. This, their linear independence and (6.21) suggest BY = 0 for even
n. It remains for the two interesting regions

Alr,0) = Y ALre Ty s (irVik) - Py (u), (6.22)
n=0

> Cone Ibug (—1)"(2n — 1)1 p2ntl

The jump conditions (6.20), (6.21) together witf(x) = J, 1 (x) — £J,(z) are fulfilled if

Alca i Jys = AQ-a - A, 0t (6.24)
Al 1 — 2n+ 3
Ly 2 2 2 2 Javik

= Aga_%_2 — Agna%Jrl + Ag(—Qn —2)a % Agn(Qn + 1)a®
with
Ibug (—1)"(2n — D!

. . C
= JliaVik) and Ag, = = Ty

This is equivalent to

AO . g—2n—35 _ AC g2t
AL = o , (6.26)
‘]2n+§
Al 1 . 3
M—"(Jm; = Saues +AlViR) ey — (20 )J2n+) (6.27)

= ACq 3 Agna%”% + A%(—2n — 2)a">": — AG (2n + 1)a®"*2

which leads to

AO —2n—7 AC . 2n+%
n

(1—§+a(2\/_) Jant (2n+g) )

2n+§
= A% —2n—1)a —2n—3 Agn(2n+2) ety

[y

<
AO _ AC a4n+3 J 1
n_ T (ai\/ik 2 _op 1) = A9(=2n— 1) — AG,(2n + 2)a*""3,
Hor J2n+%
<~

o Tan
(a@\/_ 2 + —2n—1+ ,LLT(QTL + 1)) = Agna4n+3 (CI,’L\/_ 2 + —2n—1-— ILLT(2TL + 2)> )
J2n+— ‘]2n+—
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With these relations it finally follows

- 1
AYr,0) = Y AL-rT7 - s (irVik) - Paypg (), (6.28)
n=0
AQ(r.0) = Y AT Py (u) = A Py () (6.29)
n=0
with ,
Iom (ia\/ik)
(az’ Fomtd —2n—1—,ur(2n—|—2)>
A9 = AGat? St L (6.30)
n on am) , .
\/_2“2 —2n— 1+ p,(2n+1)
(afl 2n+% (ia/ik) n Hr
. A9 . a—2n—— AC . 2n+5
Al = L , (6.31)
J2n+§(7’a\/_)
Ibpy (—1)™(2n — D!
AS, = 6.32
on 4 2n(n 4+ 1)! p2nt2’ (6.32)
k = wop = wolepg, (6.33)
u = cosf. (6.34)

The potential was calculated numerically with the aid of the program package MATL Rigre-
fore, a mesh of the sphere was built in the two dimensicarsd¢, consisting of equidistant grid
points (7, ¢,). The potentiaIAé(r, 0) was calculated adaptively at each of these points. This
was done by adding € N terms of the series

Aé’k(rma On) = Z A 7’7;% : J2n+g (Wm\/z_k) : P21n+1(un) :

k is increased until the sum remains unchanged at each grid point, i.e. until the difference of the
sum in consecutive stepd ) — AL in criteri

Figure 6.2 illustrates the result for a sphere with radius: 5 cm, the conductivityo = 2 -

108 (Qm)~!, and a relative magnetic permeability @of = 10. It is excited by a loop current of

I =1kA,w =27 - 10kH z, with a radius ob = 6.5 cm. These are typical material parameters,
excitations, and dimensions in the hardening context. The first graph shows the spatial current
density in the plane = 0, the second graph shows the current density on the surface along a
longitude.

http://vww.mathworks.com/
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Figure 6.2: Eddy current in a sphere
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6.1. ANALYTICAL SOLUTIONS

Verification: Asymptotic for the Vacuum o — 0, p, = 1.

In order to check the result, the vacuum-limit— 0, p, = 1 can be calculated. It follows from
(6.14) that

R O RS (o= <= BN (/)

Jonys(2) (2)+s. - T(2n+1+1)

, (2n+§+1)-r1(2n+§+1) _ nss,

F(2n + by + 1)
soAY = 0. If this is inserted into equation (6.28), it remains
00 C on+3
Al(r) = nZ:O % E Ty (irViR) - Py (),
szg(ia\/%) (%)2"*% . 7F(2ni%+1) I

= AL(r,0) = > —AG - Pl L (u).

This means that the vector potential derived from the limit> 0 andp,. = 1 is the same as the
vacuum solution (6.9)!

Special Case: 0 = .

The calculation is started at equation (6.15). Using the rule [Al70, 9.2.1}for oo

Ju(z) = 2 (cos (z — %Vﬂ' - 17T) + e|%20(|z|1)> largz| <

Tz 4

with the imaginary parsz of z, and argz = argz + iy = arctan £, leads to

2 1 1 1
AITG BI _%- cos (irvik — =(n+ =) — =7) - PX(u) .

This means thaB,{ = 0 if the vector potential should remain finite fér — oo. The jump
condition (6.21) is no longer valid because there is a surface current flowing. So (6.20) alone
fixes the coefficientsl. Condition (6.24) implies

o _ C  4ntl
ATL — Ad)n'a 2,

= Ai(r, 0) = ZAS T ‘P21n+1(u) - Ain- e P21n+1( )

n=0

7 _9on_>5
— § A P21n+1 (a4n+2 e 2n 5 _ r2n+1> )
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The surface current follows from the right side of (6.25) with the aithot H| = k

k() =
= ﬁ i(Aga2"2—Agna2"H+Ag(—2n — 2)&72"72—145)”(2” + 1)a2n+1) Py, 1 (u) ey
— Lbol' - i (Aff (—2n —1)a 2 - Agn(Qn + 2)a2n+1) P21n+1(u) "€y
=0
= ,uol' - g (Agn - (=2n — 1)a**t — Agn(Qn + 2)a2n+1) P21n+1(u) "€y
_ No—_la S (A, - (0 +3) - a™*) Py (u) - ey (6.35)

n=0

The surface current was calculated in the same way as before in the case of a finite conductiv-
ity, by adding the terms of the sum until a certain precision was reached. Figure 6.3 shows the
surface currenik|| of the perfect conducting sphere along a longitude. Dimensions and exci-

tation remained unchanged from the last example of a non-perfect conducting sphere: Radius

a = 5cm, exciting currentl = 1kA, loop radiusb = 6.5¢m, andw = 27 - 10kH z. Now,
material parameters and frequency have no influence on the solution.

X 104
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Figure 6.3: Perfect conducting sphere
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6.1.2 Conducting Cylinder in the Alternating Field of a Current L oop

z b
a
‘ Exciting Loop
| y
Conducting Cylinde
x @ ¢

Figure 6.4: Setting cylinder

In this section, an analytical solution of the eddy current model is developed for a homogeneous,
infinite long cylinder excited by a circular current loop. For axial symmetry all quantities can be

considered independent ofin cylindrical coordinates. If additionall§38 has nog-component,
then the vector potentid = curl A can be considered as

A =Ay(r,2)-e“ ey, with Ay(r,2) € C. (6.36)
In Coulomb gauge equation (3.32) can be transformed inte Qo)
d*Ag 1d4, Ay N d*Ag

0 = dr? * rodr  r?2 | dz?
With the ansatz
Ay(r,z) = R(r)-T(z), with R(r), T(z) € C, (6.37)
tiollows 1 d’R 1 dR 1d*T 1
0=— + ik — 3 (6.38)

Rd? " R-rdr Td?
By setting the terms involving equal top?, p € R, and those involving to —p?, one finds

A>T
0 = TIBE er ), (6.39)
. d’R 1dR 1
Bessel diff. eqn. 0 (p,r) + - (P, ) ik — p? R(p,r). (6.40)
dr? r dr 2

The solution of the system of equations (6.39), (6.40) is [FK98, p.90, 91], [Al70, 9.1.1]

T(pa Z) = Ch e'* + Cop e ) (641)
R(pa ’I“) = C?m Jl( LY, ik — p ) + C(4n J1 ( LY, ik — p2) k 7& 0 (642)
R(p,r) = Csu HM(irp) + Con HP (irp) k=0, (6.43)
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with the coefficient<y,, . . . Cs, € C, with p > 0, and with theHankel functions? " and H{?.

The infinite long and homogeneous cylinder lies in the coordinate system according to Figure
6.4. The loop inz = 0 causes’,, = Csy,. As in Section 6.1.1¢'y,, must vanish. Because of the
behavior of the Hankel functions fot| — oo [Al70, 9.2]

[2 .
H,Sl)(z) ~ £ pilz—gvm—gm) (—m < argz < 27) (6.44)
Tz
2
HP(z) ~ /= e Cravmim  (“or < arge < 7), (6.45)
Tz

it also holds's,, = 0. For the vector potential, it remains

Aé('/’, z) = /00 Cl(p) - Ji(r+/ik — p?) - cos(pz) dp r<a, C'(p) € C, (6.46)

0

AS(r,2) = / CO(p) - H{" (irp) - cos(pz) dp + AS(r,2) r>a, COp) € C.(6.47)

Herea is the radius of the cylinder. The vector potential of a circular current loop with the radius
b and the exciting current in spherical coordinates is [Jac75, p. 142]

AC(r, 0) = Ibug /2” cos @' d¢/
or A Jo (b2 4 r2 — 2br sinfcos ¢')2

Transformation in cylindrical coordinates with = r? + 22 andr = r, sin ¢ yields

Ib 2 /d !
AG(r,z) = 2RO / cos ¢’ d¢ - (6.48)
arJo o (b2 + 12 4 22 — 2br cos ¢')2

With the aid of [BS89, p. 622, p.619] one finds

Ay = 20 [T (2 [ o P s costpe ) cost
o(rz) = —— i = —Ko(p r r cos ¢') cos(pz)dp | cos

0o 2
_ / (“wo / Ko(py/B2 + 1% — 2br cos ¢f) cos ¢’ d¢’> cos(pz)dp,  (6.49)
0 0

272

with the modified Bessel functioi,. The unknown coefficient§’’ and C° can be fixed by
taking into account the jump conditions (6.20) and (6.21) on the surface of the cylinded)

Aé(a, z) = Ag(a, z), (6.50)
1 0 I 0. 0
LAl = A%
1 ; 8Aé(r’ z) B o (9A$(r, Z)
= ; <A¢(a, Z) + CLT ) = A<75 (CL, 2) + GT ) . (651)
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6.1. ANALYTICAL SOLUTIONS

Thez-dependent part can now be separated. Using the relations [Al70, 9.6.27] and [Al70, 9.1.27]

)~ k),
U@ g - L),
.t}
in the jump conditions results in
COA) = CWOmm Y [ R esd i, (652
C;(f) <J1<p>+a o) = ——— ﬁm] m) - (6.53)
co) () +a [ i) — i) i) + 32 [ [Ko<p,¢'> cos

—&f(l (p, @) cos ¢/

p-(a—bCOSgbl) d¢/
\/b2 + a? — 2ba cos ¢’ ’

Ko(p,¢) = Kolp\/b? + a2 — 2bacos ¢'), Ki(p,¢') = Ki(p\/b? + a% — 2ba cos ¢') ,
Jo(p) = Jolav/ik—p?),  Ji(p) = Ji(aVik —p?),
Ho(p) = Holiap),  Hi(p) = Hi(iap).

The two equations (6.52) and (6.53) can be transformed into

C'(p)Jilp) = C°(p)Hi(p) + Ro(p), (6.54)
ar/ik — p2 O ~ -
Vi 2 CW) 50 = iapCO() Bolw) + Ro(p) — a Ra(p), (6.55)
with
Ralp) = 55 [ Rl cosef o
_ IbNO o / / p(a—bcosgb') /
Falp) 21 Jo Kl(p,gb)cosqs\/bZ+a2—2bacos¢’d .
It follows
Clip) = Jtm (COW) () + Rolp), (6.56)
av/ik —p?> C'(p) Jo(p) = p(iapCO(p) Ho(p) + Ro(p) —aRi(p)).  (6.57)
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Equation (6.57) is equivalent to

ik —p? igi (CO(p)Hi(p) + Ro(p)) = pr(iap C(p) Ho(p) + Ro(p) — a Ri(p))

—

(av/ik— 22 2P () — pyiap o(p) COp) =

Ji(p) )
e Folp) — iy @ Ra(p) — ay/ik — 2 222 Ry p)
Ji(p)
<
C’O(p) _ Ji ()i (Ro(p) — aR1 - a\/zk p? JO
/i — 12 Jo(p) (p) — r(p mrzapHo( >
Finally it remains
Aé('/’, z) = /000 Cl(p) - Ji(r+/ik — p?) - cos(pz) dp r<a, (6.58)
Ag(r, z) = /000 C°(p) - Hl(l)(irp) -cos(pz) dp + AC(T‘, 2) r>a, (6.59)

CO(p) = Ji(ar/ik — p?)pur(Ro(p) — aR1(p)) — ar/ik — p? Jo(ar/ik — p?) Ro(p) (6.60)

av/ik = p? Jo(a/ik — p?) H{" (iap) — Ji(av/ik — p?) priap HS" (iap)
1

Clp) = O (p)HM (iap) + Ro(p)) 6.61
Ib:U'O o 2 ’ / /
Ro(p) = + a? — 2bacos ¢') cos ¢’ d¢', (6.62)
Ibpug / o ,  pla—bcos¢) :
R = K b? 4+ a? — 2ba cos ¢') cos d¢', (6.63
1(p) 22/, Y ¢') cos ¢ Vb2 + a® — 2ba cos ¢/ ¢ )
AC('I’ Z) _ Ib,uo /27T COS (,b/ d¢, (6 64)
o AT Jo (b2 472+ 22 — 2brcos @)z
k = wopu = wolfio- (6.65)

The potential was again calculated numerically with the aid of the program package MATLAB
Therefore, a mesh of the cylinder was built in the two dimensicgrsd z, consisting of equidis-
tant grid points(r,,, z,) (the infinite long cylinder was cut). Similar to the sphere, the potential

2http://www.mathworks.com/
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6.1. ANALYTICAL SOLUTIONS

Aé(r, z) was calculated adaptively at each of these points: One defines

A;’z('r’m, Zn) == /0 CH(p) - Ji(rmr/ik — p?) - cos(pzy,) dp
and increases x as long as a certain precision is reached. Figure 6.5 shows the result for a cylinder
with the radiusz = 2 ¢m, the conductivityy = 2 - 10 (Q2m)~!, and a relative magnetic perme-
ability of . = 10. It is excited by a loop current of = 1 kA, w = 27 - 10k H 2z, with a radius

of 2.5 ¢cm. The first graph shows the spatial current density in the ptare0, and the second

graph shows the current density on the surface along-tiais.
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Figure 6.5: Eddy current in cylinder
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surface faces. According to Section 3.3.3 this means that the system of equations has 2880 real
valued unknowns due to the discretization by collocation with constant basis functions. The

parameters of the setting are: The sphere radius 5 cm, the exciting currenf = 1kA, the

The magnetostatic approach (3.116) is applied to the sphere of Figure 6.6. The mesh has 2880
loop radiush = 6.5 cm, andw = 27 - 10k H .

6.2 Validation of the Magnetostatic Approach

CHAPTER 6. VALIDATION
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Figure 6.7: Comparison analytical solution / magnetostatic approach
Figure 6.7 shows the surface current density on a perfect conducting sphere along a longitude.

The analytical solution of equation (6.35) is drawn as a solid line (-). The dotted curve (*) is



6.3. VALIDATION OF THE IMPEDANCE MODEL

the numerical solution of the magnetostatic approach (3.116). The calculated surface current in
the numerical computations is very close to the analytical solution of the perfect conducting
sphere. The curve remains the same fopallo, andw, because the material parameters are not
involved in the calculations of the surface current. Of course, steel is not a perfect conductor,
but what is interesting in the simulation of inductive heating is the spatial current. This is done

in the postprocessing step of equation (3.122), and here the material parameters come into play.
Nevertheless, the magnetostatic approach is only a crude method. However, it also has advantages
compared with the two other approaches: The number of unknowns is much smaller and it is
much easier to implement.

6.3 Validation of the Impedance M odel

6.3.1 TheCurrent Density at the Surfacein the | mpedance M odel

The calculation of the current density of the surface can be carried out in two different ways in
the BEM part of the impedance model.Hfs, As are the solutions of (3.102)-(3.103) then the
current density can be computed jay:= cEg. The second possibility is to use the impedance
conditionypE = nA of equation (3.100) and calculate the current density py:= onAs.

The two current densities are different. This can be seen in Figure 6.8, where these items are
presented for the same cylinder that was also used in the numerical experiment of Section 6.3.3.
The Figure shows the current densities at the surface along the z-axigwittdepicted by (+),

lje|l depicted by (- -), their average valOés - ||jg + jy|| depicted by (*), and the analytical
solution depicted by (-). For definition of the axes see Figure 6.4.
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Figure 6.8: Different current densities at the surface of the cylinder of Section 6.3.3
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So the average value seems to be the best way for the calculation of the current density, and
in the following this method is used for the computation of the current density at the surface
in the BEM part of the impedance model. The two different curr¢ptgy were examined for
decreasing meshwidths and their difference remained approximately the same. In theory there is
no proof available that the difference vanishes for decreasing meshwidths.

As the right hand side of the FEM part of equation (3.104) one needs

1
{— curl E x n]
2 BEM

from the BEM part. This is also computed by using an average value according to

1 1
[— curl E x n} =0.5" ()\5 + —ES) ,
K BEM n

whereEg is used at the center of gravity of each face.

6.3.2 Sphere

The evaluated numerical results of the impedance model of (3.102)-(3.104) and the analytical
solution of (6.28)-(6.34) are compared in Figure 6.10. As before the same sphere is used, with:
The sphere radiug = 5 cm, the exciting currenf = 1kA, the loop radiu$ = 6.5c¢m, and

w = 27 - 10kH z. The mesh that is used is shown in Figure 6.9. It 2i&isl faces,3321 edges,
and1109 nodes at the surface, thus a system of equations44ith complex unknowns has to

be solved for the BEM part.

N X
SSEEE

Figure 6.9: Mesh sphere
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Figure 6.10: Comparison analytical solution / impedance model

The (average) current density at the surface calculated by the BEM part (3.102)-(3.103) of the
impedance model (depicted by *) is in good agreement with the analytical solution (depicted by -)

of the quasi-static approximation for a wide range of material parameters. A big advantage of the
approach is that it has no problems coping with very small penetration depths. The penetration
depth is§ = 0.16 mm for the combinationr = 5.0 - 10° ﬁ i = 200, and a frequency of

10 kHz . This is a typical value at the beginning of the hardening process, when the temperature
is low and the conductivity is high. Note that the triangles of the mesh are much bigger than

0.16 mm, and that it is not necessary to compute with smaller triangles to get a good current at

the surface.
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A refined mesh is used in the case of the cylinder with a radiuscot and an exciting loop
current with a radius o2.5 cm. Figure 6.11 shows the setting and the refined mesh 8@t

faces,12408 edges, and 138 nodes at the surface, i.86546 complex unknowns for the BEM

part.

CHAPTER 6. VALIDATION

6.3.3 Cylinder

Figure 6.11: Refined mesh cylinder

definition of the axes see Figure 6.4. The mesh has a to5f38 edges, and the FEM part

The next Figure 6.12 shows the same mesh in the interior of the cylinder in thezptaneFor
has the same number of complex unknowns.

Figure 6.12: Interior mesh cylinder

The solution of the impedance approach of (3.102)-(3.104) and the analytical solution of (6.58)-

(6.65) are compared in Figure 6.13. The exciting curreritis 7875 A andw

The homogeneous material parameterssae?2 - 10 (Qm)~! andy, = 10.

2m - 10kH 2.
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Figure 6.13: Comparison analytical solution / impedance approach
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The first graph of Figure 6.13 presents the (average) current density on the surface along the
z—axis, as computed by the BEM part of the equations (3.102)-(3.103). As already observed at
the sphere, the solution of the impedance approach and the analytical solution agree very well.

The second graph in Figure 6.13 shows the current density in the interior of the cylinder along
the linex = z = 0, as computed by the FEM part of equation (3.104). The numerical result has
jumps because the edge elements are discontinuous in the normal direction at the interface of
two tetrahedra. The penetration depth is- 1.1 mm in this example. The mesh is graded in the
interior, and the meshwidth decreases toward the surface in order to resolve the skin effect. The
meshwidth is approximately = 0.5 mm at the surface.

6.4 Validation of the Eddy Current Approach

The eddy current approach (3.98)-(3.99) is verified by comparison with the analytical solution
(6.28)-(6.34) of the sphere. The sphere of Figure 6.9 is refined twice, and the result is the mesh of
Figure 6.14 with a total 0f44569 edges an@348 surface nodes. So a system of equations with
149917 complex unknowns has to be solved for the eddy current approach. The right picture in
Figure 6.14 shows the interior mesh in a plane at the equator. The mesh is constructed by rotation.
This is the only reason why there are small elements in the center of the sphere.

Figure 6.14: Refined mesh sphere

The solutions of the eddy current approach (depicted by *) and the analytical solutions (depicted
by -) are compared in Figure 6.15 for different conductivities but a constant magnetic permeabil-
ity of u,. = 1.0. The exciting current i$ = 1000 A andw = 27 - 10k H z. The figure shows the
current at the surface, and numerical and analytical results agree well for these examples. The
penetration depth varies betweenr= 2.3 mm andé = 5.6 mm.
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Figure 6.15: Comparison analytical solution / eddy current approach
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Results are worse for smaller penetration depths. The penetration dépta i2.7mm for a
conductivity ofc = 0.8 - 10 (Qm)~! andu, = 10.0. Figure 6.16 shows the result of the eddy
current approach in this case. The numerical result and the analytical solution are not in good
accordance for this example. It seems as if the mesh is too coarse. If this hypothesis was true for
the fine mesh of Figure 6.14 then the results would be worse for the coarser mesh in Figure 6.9.
To verify this, the eddy current approach was calculated on the coarser mesh of Figure 6.9 and
the results did indeed get worse. As a conlusion it should be pointed out that the eddy current
approach with the most convenient properties seems to have difficulties if the meshwidth is too
big. This is not a surprise, but the consequence is that the impedance approach is prefered for
the simulation of inductive hardening, because a wide range of material parameters with small
penetration depths occur there.

6.5 Measurementsof the Surface Temperature

Besides the theoretical possibilities for the validation of the program, there were also experiments
made in order to check the correctness of the predicted temperatures. This was done by using a
cylinder and an inductor with the shape of a torus. The mesh is shown in Figure 6.17. The cylinder
was made of steel C45, it had a radius2efn, and it waslOcm long. The torus was made of
copper, it had an interior radius 8fsc¢m, an exterior radius 03.5¢m, and its height wagcem.

Three currents were used for the excitatiof500A, 78754, and5250A. The frequency was
10kH z. In the first0.2 seconds of the heating phase, obl), of the exciting current is used,

due to the power regulation of the heating machine. The maximum heating time was six seconds.

]

‘E@ﬁm@ﬁ&%‘m@'ﬂﬁ"@ng 7

Figure 6.17: Setting experiment
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6.5. MEASUREMENTS OF THE SURFACE TEMPERATURE

The maximum surface temperature of the cylinder during the heating phase was measured with
the aid of a thermographical camera. Of course, the maximum surface temperature is located
at the center of the cylinder, close to the inductor. The next Figure 6.18 shows the measured
maximum surface temperature in the experiment (depicted by a solid line) in comparison with the
maximum surface temperature calculated by the magnetostatic approach (depicted by a dashed
line and '0’).
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Figure 6.18: Surface temperature in the simulation with the magnetostatic approach and in the
experiment

Although the magnetostatic approach gives only a crude approximation of the currents, the mea-
sured temperature can be reproduced very well. However, the cylinder is a 'flat’ geometry, and
the problems expected for the magnetostatic approach occur at edges and corners. There, the
impedance model gives a better approximation.

Unfortunately the results of the impedance model are worse, as can be seen in Figure 6.19.
There, the surface temperature as predicted by the simulation (depicted by a dashed line and '0’)
are compared with the experimental data (depicted by a solid line) for the two exciting currents
105004 and5250A.
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Figure 6.19: Surface temperature in the simulation with the impedance model and in the experi-
ment

The behavior is the same for both exciting currents: The results are close to the measured data
until the critical temperature ¢00°C' is reached. Then the temperature at the surface increases
rapidly in the simulation and big differences can be observed to the measured data. Approxi-
mately at800°C' the phase transition takes place and all the material coefficients change their
values dramatically. We do not know the exact reason for the instability of the simulation,
but we made the same calculation for constant electric material parameters (0, ¢ =

2.0 - 10% (2m)~'). Then the unstable behavior vanished. Thus it seems to be a problem of the
electromagnetic calculations. This is a surprise because the electromagnetic calculations were
checked carefully, as can be seen in the last sections.

In order to verify the BEM part at high temperatures, | made an additional test for typical material
parameters at000°C: The conductivity was supposed to be= 0.8 - 10° (Qm)~!, and the
permeability is one above the Curie-temperature. With these material parameters, the analytical
solution (6.58)-(6.65) of the homogeneous cylinder excited by a loop current was again compared
with the result of the impedance model (3.102)-(3.104) for an exciting currest5ofA and a
frequency ofl10kH z. Figure 6.20 shows the curves. The same was done for typical material
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6.5. MEASUREMENTS OF THE SURFACE TEMPERATURE

parameters &00°C' in order to compare the current density at different temperaturegl0&¢C'
the following parameters are considered= 10, o = 2.0-10° (Qm)~!. The analytical solutions
are depicted by solid lines and the results of the impedance model are depicted by *.
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Figure 6.20: Comparison analytical solution / impedance approach for typical material parame-
ters atl000°C' and500°C

So the BEM part seems to work well at high temperatures and the current density is much smaller
than for low temperatures. We believe the problem to be hidden in the FEM part. It may be caused
by the heavily changing material parameters, especially the temperature and field dependent
magnetic permeability. Due to the decrease of the magnetic field and due to the strong gradient
of the temperature at the surface, the relative magnetic permeability increases fooi00

within a few milimeters, and it seems as if it is impossible to take this effect into account with
our kind of meshes. However we do not exactly know if this is really the reason and unfortunately
we were running out of time in the project, so we did not have the possibility to fix the problem.
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Chapter 7

Results

The final goal of the simulation is the correct prediction of the hardened zone in the workpiece,
i.e. the region with a temperature ab®&a$°C', see Section 2.1. Therefore, the cylinder of the
experiment of the last Section 6.5 is used. The heating phase was interrupted after a certain time
At, and the workpiece was quenched under a shower. It was cut in theaplangand then it

was polished. The hardened zone, i.e. the martensite has other optical properties than the non-
hardened zone, i.e. the ferrite-cementite mixture. Thus the hardened zone can be distinguished
optically from the non-hardened zone after the polish.

Figure 7.1 compares the predicted hardened zone as computed by the magnetostatic approach
(gray) with the real hardened zone of the workpiece, depicted by the black line in the pictures
for the exciting current875A4, and a frequency ofOk H z after At = 4s, 5s ,6s. Figure 7.2
compares the same entities for an exciting currentddH0A and forAt = 1s, 1.5s ,2s. The

results agree very well in the beginning of the heating phase for both exciting currents, whereas
there are some differences for longer heating times.
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As an example for a real life item, the benchmark problem that is used in our project is simulated.
The setting is the same as in Figure 1.1. In practice, this workpiece is used as a joint of a driveshaft
of a car. Figure 7.3 shows the current density at the surface of the workpiece and the inductor.
The results are produced with the magnetostatic approach. Dark colours indicate a strong current.
One can see the impact of the plates on the workpiece and on the inductor. No experimental data

is available for this workpiece, thus the results of the simulation cannot be compared with the
real hardened item.

Figure 7.3: Current in workpiece and inductor
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Chapter 8

Conclusions

The focus of this dissertation lay on the boundary element methods that are used in the electro-
magnetic part of the simulation of the inductive hardening process. Therefore, three approaches
based on the quasistatic model of Maxwell's equations were developed and implemented. The
three approaches differ in the effort that is necessary for the implementation and in the degree of
approximation.

The crudest model, which is the easiest one to implement, imdgnetostatic approaciOur

program is already in practical use in the industry. For the experiment with the cylinder, the pre-
dicted hardened zones are close to the real hardened zones, although the approach does not have
the ability to deal with a wide range of material parameters precisely. People from the industry
who are using the program told me, that problems occur at edges and corners, as expected.

In theory it is shown that theddy current approachvoids these errors at edges and corners if

the meshwidth is small enough. For small penetration depths | found that the meshwidth must be
made so small, that the number of elements of the mesh is much too big for standard computers
of the present generation. Thus this approach cannot be used for the simulation of the inductive
hardening process. However, for conductors with a penetration depthnm the model seems

to be applicable for electromagnetic computations. In this case, | expect this approach to produce
the best results, but | have to admitt, that this has not been tested.

Theimpedance modes able to cope with the skin effect on relatively coarse meshes even for
small skin depths because it automatically uses the right boundary condition, at least for com-
paratively ‘flat’ surfaces. The calculated current density in the interior of the conductors is, for
the theoretical experiments that were made, in good agreement with the analytical solutions even
for varying material parameters. Thus | expected this model would yield the best results in the
simulation of inductive hardening, but unfortunately, the predicted temperatures are only close
to the experimental data until the phase transition takes place at approxigtdtedy. Then the
simulation becomes unstable. We were running out of time in the project, so we were not able
to attend to the problem. However, it seems as if the boundary element part works well. The nu-
merical experiments that were made indicate that the FEM part must be checked more carefully
with focus on the special situation of heavily varying magnetic permeability.

If one is only interested in the electromagnetic fields for eddy current problems with moderately
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varying material parameters, each of the developed approaches can be applied. Depending on
what the aim is, one has to choose the right approach. The magnetostatic approach is applicable
if the skin depth is small, and if the solution at edges and corners is of minor importance. The
impedance model can be used for a wide range of material parameters (except for high temper-
atures), and it provides a much better approximation at edges and corners compared with the
magnetostatic approach. However, it must be pointed out that the impedance model needs much
more storage than the magnetostatic approach, thus it should only be used for 'smaller’ prob-
lems. The eddy current approach can be applied if one is interested in the electromagnetic fields
at edges and corners, but if the penetration depth is small, a lot of elements are needed to resolve
the skin effect. The eddy current approach is the best choice if the items have edges and corners,
and if the penetration depth is bigger thianm.

A good idea for future simulations of the electromagnetic phenomena might be, to use the
impedance model as an initial guess for the electric field and then apply the eddy current ap-
proach only as a correction, especially at edges and corners.
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List of Notations

This is a fragmentary list of often used notations. Note that some symbols may occur several
times like, for exampleB3. However, everything except for very common signs, is defined locally
in the text too. So mixing up different meanings is avoided.

(V) o= L(v1,7)

[v] := Jump ofv

A := Complex conjugated

Il - || := Euklidian norm of.

|- lv := Norm of - in V/

| - | ;= Absolute value

~ ] := Submerged cycle

Y1 % 72 meansy; and~y, are homotopic

(a,b)_:= !a(x) - b(x) dS(x)

A = Magnetic vector potential

argz := Argument ofz = x + iy, argz = arctan(y/x)
BEM-operator€, ﬁ;, ﬁ,, A+, C, A, N, B seepage 19
B := Magnetic induction

b, := The basis functions oD, (T'},)

C := Complex numbers

C(€2) := Continuous functions ove

C*(9) := Functions with k-th derivative i’(2)

¢, := Heat capacity

¢ .= Speed of light

curlpv :=n - (curlv)

D= := Differential operatof ;2-)* (;2-)° - - - (32-)°"



+ .= Differential operatof ;7-)* (72-)** - - - (50-)", With [a] 1= a1 + g + - --

B2
6 = Penetration depth

D := Electric displacement
diam := Diameter
dist := Distance
divp := grad}.
E := Electric field
€ = €, - € .= dielectric constant
q(E, v) For theeddy current approach
F(E, v) = { <%7DE,7Dv>T For theimpedance model
f(T) := Temperature correction
I" := Boundary of a region iiR?
G(x,y) = =2 x,y R x#£y

T A x—y]

gradp ¢ :=n x (grad ¢ x n)
h := Meshwidth
H.*(curly, T) == {v € H (I, curlp v € H3(I")}

_1
2

(2(I), divrv € H2(T)}

_1
H, 2(divp,I') :={veH

1 1
H, *(divr0,T) := {X € H) *(divp, T'), divpA = 0}
HYQ):={velLl (Q); D € L*(Q) V]|a| <1}

loc

H(curl, Q) := {v € L*(Q); curlv € L*(Q)}

H(div,Q) := {v € L*(Q); divv € L*(Q)}
H,(T'y,,7Z) := Homology group

H := Enthalpy

H := Magnetic field

HY andH® are Hankel functions

I... := EXciting current

I'm, or§[-] := Imaginary part

J := Bessel functions

j := Spatial current density

x = Heat conductivity
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k := Surface current density
Ker(T') := Kernel of T

L(v,7") == — [ [grad, G(x,y) - (d5(x) x d5(y))

v
L7 (xy)) := Lagrange polynomial
L2(Q) = {v LQ Rl = [ o) dx]? < oo} ,
L2(Q) := L*(Q)3
N :={1,2,3...}
Ng := {0,1,2,3...}
n ;= Outer normal
ND,(T'},) = Space of linear surface edge functions
O(-) := Asymptotic behavior
w = Angular frequency
Q) := Domain inR3
0N} := Boundary of(2
) := Closure ofQ
Q := Interior of Q
; := Basis functions o8, (I'y,)
p?(x) := LY (x1) L] (z2) LS, (x3) is a tensor product of Lagrange polynomials
P := Associated Legendre functions of the first kind
@ = Associated Legendre functions of the second kind
R := Real numbers
R := Real numbers bigger than zero
Re, or R[] := Real part
R... := Right hand side
Sobolev spacesy(H'(Q)), H*(9%), H}(I'), H-3(I'), H2(T"), H? (T') see page 20
dS := Surface measure
dS :=ndS

o := Electric conductivity

2
|

oo .= Stefan-Boltzmann constant
S1(T'y) := Space of nodal hat functions

So =V, St = &, andS, := Fy, are the sets of vertices, edges, and faces
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ds := Path measure

S(r) := Set of sons of cluster

sign(b) := sign (1) of the edge functioi depending on the orientation
T := Temperature

T,, = Area of triangle m

= W, - 1o := Magnetic permeability

1/f
pelf = f [ (1 Boll) dt
0

dx := Lesbesque measure
X(R?) := H(curl, R*) N H(div, R?)

7 = All integer numbers
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