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A B S T R A C T

The umbrella term plasmonics describes a variety of phenomena, which
are all dependent on the unique optical properties that arise when
shrinking the dimensions of metals to the nanoscale.
Localized surface plasmon polaritons describe the interaction of light
with collective oscillations of the free electron gas density in metal
particles with sub-wavelength dimensions. The induced fluctuations
of electric charges in turn lead to electromagnetic oscillations. The as-
sociated electromagnetic fields are strongly localized at the surfaces of
the metallic nanostructures, even breaking the diffraction limit for the
localization of light and therefore enabling strong field enhancements,
compared with the excitation field. Additionally, plasmonic particles
provide well-defined absorption and scattering cross sections, what
makes them promising candidates in a variety of applications, such as
in electro-optical devices or biosensing applications.
In this thesis, different plasmonic (hybrid) systems were investigated
to study their optical properties in regards to enhancement effects and
polarization dependencies.
To study the emission behavior of semiconductor nanocrystals bound
to the apexes of resonantly-tuned plasmonic nanocones, hybrid sys-
tems consisting of CdSe/ZnS quantum dots and gold nanocones were
fabricated. The system, and also its individual components, were inves-
tigated optically using dark-field scattering spectroscopy and confocal
photoluminescence spectroscopy. (In cooperation with the group of
Prof. A. Meixner, University of Tübingen.)
In a subsequent project, a similar hybrid system was incorporated
into a metal-dielectric bullseye nanoantenna device, to pave the way
towards ultra-bright single photon sources. The nanocone therein acts
as a plasmonic resonator responsible for the Purcell enhancement and
the bullseye structure as an optical Bragg grating for emission redirec-
tion. (In cooperation with the group of Prof. R. Rapaport, University
of Jerusalem.)
In the last part of the thesis, the scattered far fields of different plas-
monic nanostructures were investigated for their degree of optical
chirality. Therefore, planar achiral gold nanorectangles and chiral
rhomboids were investigated with a modified dark-field scattering
spectroscopy set-up allowing for polarized excitation and subsequent
analyzation of the scattered light. The polarization was extracted for
each wavelength individually and the results compared to numerical
simulations of the near and far field. Furthermore, a method was
presented to extract the full set of Stokes parameters from the experi-
mental data and compared to the ones obtained from simulations.
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Finally, an analytical model was developed to describe the interplay
of two or more spectrally overlapping plasmonic modes within an
individual nanostructure. Comparison of measurement, simulation
and analytical model showed an excellent accordance and, moreover,
it could be shown that even achiral nanostructures can exhibit chiral
far fields.

Z U S A M M E N FA S S U N G

Der Überbegriff Plasmonik beschreibt eine Vielzahl an Phänomenen,
welche von den einzigartigen optischen Eigenschaften abhängig sind,
die auftreten, wenn man die Größe von Metallen auf Dimensionen
auf der Nanometerskala schrumpft. Lokalisierte Oberflächenplasmon-
Polaritonen beschreiben die Wechselwirkung von Licht mit kollektiven
Oszillationen der freien Elektronengasdichte in Metallpartikeln, die
kleiner sind als die Wellenlänge des Lichts. Die induzierten Fluktuatio-
nen der elektrischen Ladungen wiederum führen zu elektromagneti-
schen Oszillationen. Die zugehörigen elektromagnetischen Felder sind
stark an den Oberflächen der metallischen Nanostrukturen lokalisiert,
sogar bis unterhalb der Beugungsgrenze von Licht. Daher ermöglichen
sie im Vergleich zum anregenden Lichtfeld hohe Feldverstärkungen.
Zusätzlich weisen plasmonische Partikel wohldefinierte Absorptions-
und Streuquerschnitte auf, was sie zu vielversprechenden Kandidaten
für vielfältige Einsatzmöglichkeiten macht, beispielsweise in elektro-
optischen Bauteilen oder in biosensorischen Anwendungen.
In dieser Arbeit wurden verschiedene plasmonische (Hybrid-)Systeme
analysiert, um ihre optischen Eigenschaften in Hinblick auf Verstär-
kungseffekte und Polarisationsabhängigkeiten zu untersuchen.
Um das Emissionsverhalten von Halbleiter-Nanokristallen zu ermit-
teln, welche an die Spitzen von resonant-gestimmten plasmonischen
Nanokegeln gebunden wurden, wurden Hybrid-Systeme aus Cd-
Se/ZnS Quantendots und Gold-Nanokegeln hergestellt. Sowohl die
Systeme im Gesamten, als auch ihre einzelnen Komponenten wurden
mittels Dunkelfeld-Spektroskopie und konfokaler Photolumineszenz-
Spektroskopie optisch untersucht. (In Kooperation mit der Arbeits-
gruppe von Prof. A. Meixner, Universität Tübingen.)
In einem nachfolgenden Projekt wurde ein ähnliches Hybrid-System
in eine metallisch-dielektrische Bullseye Nanoantennenstruktur inte-
griert, mit dem Ziel, den Weg zu ebnen für die Entwicklung besonders
heller Einzelphotonenquellen. Der Nanokegel dient darin als plasmo-
nischer Resonator, welcher für die Purcell-Verstärkung verantwortlich
ist. Die Bullseyestruktur dient als optisches Bragg-Gitter, welches die
Emission gezielt ausrichtet. (In Kooperation mit der Arbeitsgruppe
von Prof. R. Rapaport, Universität Jerusalem.)
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Im letzten Teil der Arbeit wurden die gestreuten Fernfelder verschie-
dener plasmonischer Nanostrukturen auf ihre optische Chiralität hin
untersucht. Dafür wurden planare, achirale Gold-Nanorechtecke und
chirale Rhomboide mit einem modifizierten Dunkelfeld-Spektroskopie-
Aufbau untersucht. Dieser ermöglicht eine polarisierte Anregung und
anschließende Analyse der gestreuten Lichtfelder. Die Polarisation
wurde für jede Wellenlänge einzeln bestimmt und die Ergebnisse
mit numerischen Simulationen des Nah- und Fernfeldes verglichen.
Des Weiteren wurde eine Methode präsentiert, um den vollständi-
gen Satz an Stokes-Parametern aus den experimentellen Daten zu
bestimmen. Dieser wurde anschließend mit den Ergebnissen aus Si-
mulationen verglichen. Abschließend wurde ein analytisches Model
entwickelt, um das Zusammenspiel zweier oder mehrerer spektral
überlappender plasmonischer Moden einer einzelnen Nanostruktur
zu beschreiben. Der Vergleich zwischen Messung, Simulation und ana-
lytischem Modell zeigte eine herausragende Übereinstimmung und
es konnte außerdem gezeigt werden, dass auch achirale Strukturen
chirale Fernfelder aufweisen können.
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1
I N T R O D U C T I O N

When firstly starting literature research on the field of plasmonics by
going through scientific publications or other kinds of articles, e.g. in
a popular scientific way or press releases, one might stumble across
articles with titles such as “Why gold nanoparticles are more pre-
cious than pretty gold: Noble metal surface plasmon resonance and its
enhancement of the radiative and nonradiative properties of nanocrys-
tals of different shapes” [1], “Better living through plasmonics” [2] or
“Applying plasmonics to a sustainable future: Plasmonics technologies
may form components of a future clean and sustainable society” [3].
At first glance, the topic seems to be greatly exaggerated, yet raises
highest expectations. By going down the rabbit hole, one can actually
find that the implications are not as far-fetched as it might seem, as
plasmonics is in the focus of a variety of scientific fields. Plasmonic
materials offer a variety of versatile properties, such as their high opti-
cal tunability, or their unique ability to concentrate light into volumes
on the nanometer scale, thus resulting in strong electric fields, highly
energetic hot-electron generation and local heating effects, which can
be exploited to manipulate, push or intensify interactions with their
surroundings.
As is indicated in one of the articles above, plasmonic particles play an
important role in energy related applications. They are implemented
in many different manifestations in electro-optical devices [4], e.g.
to enhance the efficiency of solar cells [5–8], but also as catalysts
in water splitting approaches for hydrogen generation [9–11] or to
reduce carbon dioxide into methanol and water [12–14]. The pho-
tocatalytic effect can also be exploited for water purification [15] or
pollution detection [16]. Plasmonics also makes up an essential part in
biomedical applications, as is reviewed for example in “The golden
age: gold nanoparticles for biomedicine” [17] and many others [18–20].
Plasmonic nanoparticles are deployed, e.g. in in vitro diagnostics [21],
where they are extensively used in lateral flow assay configurations.
The most popular examples for such applications are probably Corona
virus rapid tests, pregnancy tests or diabetic glucose meters [22], in
which gold nanoparticles serve as highly visible optical indicators. The
strongly enhanced optical properties of gold nanoparticles are also
used in in vivo imaging applications, for example in cancer diagnostics,
where the ligand shells of the deployed particles are modified with the
respective (anti-)antibodies to specifically bind to cancerous cells [23]
and facilitate detectability. However, plasmonic particles are not only
useful in diagnostics, but also for therapeutic purposes, for example
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2 introduction

in photothermal therapy or for drug delivery applications [24].
Many researchers pursue the search for new plasmonic materials and
arrangements, to expand their usability to the terahertz regime, e.g. for
facilitating telecommunication applications [25], such as components
for signal conversion, i.e. to convert wireless telecommunication sig-
nals to the optical frequency domain [26–28] or integrated plasmonic
circuits [29].
Another communication-related research topic including plasmonics
is the rapidly growing field of quantum technologies [30], including
efforts on quantum cryptography applications [31, 32]. An essential
component in the development of quantum photonic applications are
on-demand, deterministic single photon sources with fast operation
speeds, high photonic emission rates and a well-defined polarization
of the emitted single photons. Recent progress on the development
of such sources includes, e.g. multiplexed sources, which are ‘based
on multiplexing multiple probabilistic photon-creation events’ [33] or
sources that are based on nonlinear frequency conversion in nonlinear
crystals [34, 35]. Other approaches to develop (deterministic) single
photon sources rely on the radiative properties of single emitters, e.g.
atoms, molecules or semiconductor quantum dots, i.e. depend on the
spontaneous emission from a two-level energy system [36, 37].

As set out above, plasmonic nanostructures play a key role in many
different fields of science and in an enormous number of applications.
The work presented in this thesis joins the ranks of research concern-
ing fundamental questions, but also demonstrates an approach to
combine different fundamental studies and takes the path towards the
development of an application.
In this thesis, different plasmonic (hybrid) systems were investigated
theoretically with the help of numerical simulations, and also experi-
mentally, using different spectroscopy and imaging techniques. The
term hybrid system herein denotes the combination of a plasmonic
metal nanostructure with a colloidal semiconductor nanocrystal.
In the first place, hybrid systems consisting of three-dimensional
gold nanocones and colloidal CdSe/ZnS quantum dots, bound to the
apexes of the nanocones, were fabricated. This was done using stan-
dard nanofabrication techniques, i.e. electron beam lithography and a
thermal evaporation process, and a self-aligned attachment process
for the precise positioning of the quantum emitters. In cooperation
with the group of Prof. A. Meixner from the Institute of Physical and
Theoretical Chemistry, these hybrid structures were then characterized
optically using dark-field scattering spectroscopy and confocal pho-
toluminescence spectroscopy, to study the altered emission behavior
and enhanced fluorescence of quantum emitters in the vicinity of
photonic structures. The ability of metallic nanoparticles to enhance
luminescence signals of fluorescent molecules has been known for
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decades [38, 39], yet it is still topic of contemporary research, as the
control over light emission is an enabling tool in technological ap-
plication developments [40]. However, the mechanisms involved in
the altered optical properties and the dependencies on geometrical
parameters need to be identified and understood beforehand, to be
able to efficiently make use of the described phenomenon.
The conical geometry of the nanostructures in this work was chosen
for their strong ability to generate highly localized and enhanced near
fields at their tips when illuminated with light and also the advan-
tageous accessibility of the hot spots due to the three-dimensional
geometry. With the applied attachment process, many hybrid struc-
tures can be fabricated in a single manufacturing step, which enables
statistics on the investigated systems. The main results of this study
can be condensed to the message, that the photoluminescence sig-
nals of the investigated quantum emitters were found to be enhanced
compared to a reference quantum dot on a dielectric glass substrate,
as their radiative lifetimes were found to be drastically decreased
when coupled to a plasmonic nanocone, and also changes in their
fluorescence intermittency behavior could be observed.
In a subsequent project, in cooperation with the group of Prof. R.
Rapaport at the Hebrew University of Jerusalem, the concept was
adapted, and a similar structure, consisting of nanocone and quantum
dot, was implemented in an optical bullseye nanoantenna, for the
simultaneous modification of the emission rate and emission direc-
tionality, respectively.
The investigated kind of nanostructure contributes to application-
oriented research, as it faces some obstacles, currently arising during
the development of nanocrystal-based single photon sources. For col-
loidal quantum dots, the radiative lifetime of such emitters is usually
on the order of several to hundreds of nanoseconds in the absence of
any photonic cavity. The photon emission rates are therefore initially
limited intrinsically and as emission is usually also isotropic, the per-
formance might be lowered, leading to severe restrictions in terms of
usability. However, engineering both decay rate and emission direc-
tionality simultaneously is no trivial task, as it is quite challenging to
combine high quality factors and large mode volumes at envisaged
room-temperature operation [41]. The composite structure investi-
gated here presents a solution to this trade-off, as the nanocone acts
as a plasmonic resonator, which enhances the emission rate of the
quantum emitter at the tip, and the circular Bragg grating redirects
the emission in the out-of-plane direction. A high directivity of the
emission leads in turn to a high collection efficiency of the emitted
photons and minimizes losses. The functionality of the device was
investigated with several optical experiments, and a Purcell factor of
20 could be demonstrated alongside extraordinary directionality of
the emitted photons, resulting in projected photon rates approaching
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the GHz regime.
Apart from single photon sources, also other photonic devices, so-
called metamaterials or metasurfaces, offer potential for quantum
cryptographic applications. They are also highly investigated in con-
temporary research, as they offer a broad range of novel approaches
for the generation, manipulation and detection of classical light [31,
42, 43]. Metasurfaces, which are in general composed of specifically
designed planar nanostructures arranged in so-called sub-wavelength
unit cells, have shown to be ideally suited for polarization control
applications [44, 45].
Another polarization related topic is the extensive topic of chiral
plasmonics [46–48], which also plays a major role in biosensing appli-
cations, due to the varying sensitivity of some specimens to light fields
with different handedness [49]. In contrast, some research also focuses
on the investigation of light emitted from such chiral nanostructures.
While the emergence of chiral far-field signals, however, is often as-
sociated with geometrically chiral nanostructures, the occurrence of
chiral near fields also in achiral nanostructures has been demonstrated
and is widely accepted [50–52].
In the last part of this thesis, single achiral planar gold nanorectan-
gles were investigated using dark-field scattering spectroscopy with
linearly polarized white light for excitation. A cross-like aperture
was invented to maintain the linear polarization even for illumina-
tion with a dark-field condenser. Thus, for different incoming linear
polarizations, the detected signals were analyzed and the polariza-
tion extracted for each wavelength. Depending on the orientation of
the incoming polarization, also circular polarization could be demon-
strated. Numerical simulations were performed, regarding the near
field as well as the far field, to support the experimental findings
and their interpretation. It could be shown through simulations that,
as expected, the near fields surrounding the achiral nanostructure
show chiral features and that the degree of circular polarization in the
scattered far fields is already determined in the near field. A method
to extract the full set of Stokes parameters from the experimental data
was presented and compared to the ones extracted from simulations.
According to literature [53], the third Stokes parameter is propor-
tional to the chirality flux from the near field to the far field. It could
be demonstrated both experimentally and theoretically, that achiral
structures can exhibit chiral far-field signals if the nanostructure has
two or more excitable and overlapping plasmonic modes. Finally, an
analytical model could be developed to describe the interaction of
the dipolar modes within the nanostructure. The validity was also
tested in additional measurements on chiral planar nanostructures
with increasing degree of geometrical chirality. Again, a remarkable
correspondence between simulation, model and measurement could
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be demonstrated.

The presented thesis is structured as follows: in a first chapter, funda-
mental physical concepts are introduced, such as Maxwell’s equations
or the Drude-Lorentz model to describe the dielectric function of
gold, alongside with relevant information on the different components
crucial for the understanding and interpretation of the results. In a
second chapter, the experimental methods are presented, that were
used to fabricate and characterize the samples. This includes details
on different fabrication processes, but also detailed descriptions of the
different optical set-ups that were used in different experiments. Also,
a short introduction into the used numerical simulation software is
given. The experimental results are finally presented alongside numer-
ical simulations, and subsequently discussed in a third chapter, before
the work closes with a summary and outlook.





2
B A S I C T H E O RY

2.1 plasmonics

The field of plasmonics forms a major branch of nanophotonics, and
fundamentally explores the interaction of electromagnetic waves with
metallic surfaces or metallic particles with dimensions on the order of
or even smaller than the wavelength of the incoming light fields.
A plasmon therein denotes a quantum of plasma oscillation, and can be
interpreted as a quasi-particle, in analogy to phonons, which describe
quantizations of mechanical vibrations. Upon compliance of some
boundary conditions, dependent on material and its manifestation,
a plasmon can couple to photons at optical frequencies and form
another quasi-particle, namely a plasmon polariton. For the sake of
simplification, the term plasmon is used throughout this thesis, even
when speaking of plasmon polaritons.
In a classical picture, a plasmon can be described as an oscillation
of the free electron gas density in a carrier material, and most of its
properties can be derived directly from Maxwell’s equations, as will
be shortly recapped in the following. The reviews and explanations
given in this section mostly rely on the textbooks [54–58], to which it
shall also be referred for deeper insights.

2.1.1 Maxwell’s Equations

The macroscopic Maxwell equations describe electromagnetic phe-
nomena in the presence of matter, and are of the following form:

∇ � D⃗ = ρext (2.1)

∇ � B⃗ = 0 (2.2)

∇� E⃗ = �BB⃗

Bt
(2.3)

∇� H⃗ = J⃗ext +
BD⃗

Bt
. (2.4)

Therein, D⃗ denotes the dielectric displacement, and ρext the external
charge density. B⃗ is the magnetic induction, E⃗ and H⃗ denote the electric
and magnetic fields, and J⃗ext is the current density. Fundamental
interactions between the charged particles inside the medium and
external electromagnetic fields are not taken into account, since the
microscopic responses are averaged over large distances, resulting in
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8 basic theory

a macroscopic polarization P⃗ and magnetization M⃗. Those in turn are
linked to the four macroscopic fields via

D⃗ = ε0E⃗ + P⃗ (2.5)

H⃗ =
1
µ0

B⃗� M⃗ , (2.6)

where ε0 denotes the electric permittivity and µ0 the magnetic perme-
ability of vacuum, respectively.
Since only non-magnetic media are part of this thesis, magnetic re-
sponses can be neglected and further discussions are therefore limited
to electric polarization effects. The polarization P⃗ describes the av-
eraged electric dipole moment per unit volume inside the medium,
which is due to the alignment of microscopic dipoles with the elec-
tric field. It is therefore related to the internal charge density ρ via
∇ � P⃗ = �ρ, and conservation of charge (∇ � J⃗ = �Bρ

Bt ) links the polar-
ization to the current density via

J⃗ =
BP⃗

Bt
, (2.7)

which can be interpreted in such a way that all polarization effects are
included in the macroscopic electric field.
In conclusion, Maxwell’s equations define the fields that are generated
by currents and charges in a medium, yet they do not describe the
origin of these quantities. In order to find a self-consistent solution
for the electromagnetic fields, Maxwell’s equations are accompanied
by a set of constitutive relations that describe the behavior of matter
under the influence of the fields. For linear, isotropic and non-magnetic
media, one can relate the dielectric displacement to the electric fields
and the magnetic induction to the magnetic fields via

D⃗ = ε0εE⃗ (2.8)

B⃗ = µ0µH⃗ , (2.9)

where ε is the relative permittivity and µ is the relative permeabilityµ = 1 for

non-magnetic media of the medium.
The polarization is often also linked to the electric fields via the linear
relationship

P⃗ = ε0χE⃗ (2.10)

with the dielectric susceptibility χ, from which it can be concluded
that ε = 1 + χ (by inserting equations 2.5 and 2.10 in 2.8).
It remains to be noted that the internal current density J⃗ is also linked
to the electric field E⃗ via the conductivity σ according to

J⃗ = σE⃗ . (2.11)
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2.1.1.1 Time-Harmonic Fields

In general conception, one often deals with monochromatic light exci-
tations, i.e. electromagnetic fields oscillating with a single frequency
ω. Such monochromatic electromagnetic fields in a linear medium can
be written as

E⃗(⃗r, t) = ℜ

(

E⃗(⃗r) exp(�iωt)
)

, B⃗(⃗r, t) = ℜ

(

B⃗(⃗r) exp(�iωt)
)

.

Here, E⃗(⃗r, t) and B⃗(⃗r, t) are real, while E⃗(⃗r) and B⃗(⃗r) denote complex
amplitudes. In a majority of literature, the symbol E⃗ (B⃗) is used for
both, the real, time-dependent electric (magnetic) field but also for
the complex spatial part, yet it is always stated whether real fields are
considered in the time domain or time-harmonic fields are used.
However, for time-harmonic fields and a linear medium, Maxwell’s
equations can be written as

∇ � εE⃗ = ρ (2.12)

∇� E⃗ = iωB⃗ (2.13)

∇ � B⃗ = 0 (2.14)

∇� 1
µ

B⃗ = J⃗ � iωεE⃗ . (2.15)

2.1.2 Dielectric Function in Metals

The simplest form to describe and explain the optical properties of
metals is with the use of a plasma model, namely the Drude model,
in which a gas of free electrons moves against a fixed background
of positively charged ion cores. The model gives reasonable results
over a wide frequency range, yet its validity is limited as interband
transitions are not incorporated in this approach, even though they
may occur at visible frequencies. For gold, the threshold energy for
interband transitions is about � 2.38 eV [59], i.e. already occurs for
wavelengths   520 nm. For a more apt description, the Drude model
needs to be supplemented by an extended approach, which is given by
the Drude-Lorentz model, in which interband transitions are considered
by using the classical picture of a bound electron. Bound electrons in

metals can be found

e.g. in lower-lying

shells of the atoms.

An electron of the free electron gas in a metal can be described by
solving the equation of motion for a driven oscillator according to

me ẍ + meγẋ = eE(t) , (2.16)

where e is the charge and me the effective mass of the free electrons.
The problem can be considered in one dimension without loss of
generality. The damping term γ is proportional to the Fermi velocity
vF divided by the mean free path l between scattering events. As
driving source, a time-harmonic electric field E = E0 exp(�iωt) is
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assumed with amplitude E0 and frequency ω. After some initial time,
the system oscillates with the same frequency ω, which leads to

�ω2x = iγωx +
eE0

me
, (2.17)

where the common exponential terms have been cancelled. The dis-
placement can thus be written as

x =
e

me

1
ω2 � iγω

E0 , (2.18)

and is governed by the damping constant γ and the amplitude of the
driving field E0. By assuming that a displacement x leads to a dipole
moment p = ex, the polarization P can be calculated and is given by

P = nex =
ne2

me

1
ω2 � iγω

E0 = ε0χE0 , (2.19)

where n is the density of oscillators. The right-hand side of the equa-
tion above shows the relation between polarization P and electric
susceptibility χ as given in equation 2.10. By using ε = 1 + χ, an
expression for the permittivity of the free electron gas density can be
obtained according to

ε(ω) = 1� ω2
p

ω2 + iγω
, (2.20)

where ωp =
b

ne2

ε0me
denotes the volume plasma frequency. This ex-

pression can be separated into its real and imaginary parts according
to

ε1(ω) = 1� ω2
p

ω2 + γ2 (2.21)

ε2(ω) =
γω2

p

ω(ω2 + γ2)
. (2.22)

Here, it shall be noted that the real part of the dielectric constant is
negative. As a consequence, metals can be penetrated only to a very
small amount, since the refractive index is a complex quantity given
by n =

?
ε, and a strong imaginary part denotes strong absorption.

Figure 2.1 shows the experimental data of the permittivity of gold
from Johnson and Christy [61] together with the Drude model. While
for wavelengths above 650 nm the thereof obtained expression 2.20

models the experimental data quite satisfactorily, the deviations below
650 nm are clearly unacceptable. As mentioned before, for higher
frequencies the contributions of interband transitions need to be taken
into account by extending the equation of motion for a bound electron.
Similar to before, the description is therefore based on a driven and
damped harmonic oscillator model, in which two oppositely charged



2.1 plasmonics 11

Figure 2.1: Real and imaginary part of the permittivity of gold. The dots
show the experimental data obtained from Johnson and Christy,
while the green dashed line shows the Drude model and the solid
line the Drude-Lorentz model. The values used in the calculation
of the models were obtained from [60].

particles are connected with a spring that holds the electron in place.
This can be described according to

mẍ + mγẋ + αx = eE(t) , (2.23)

where m denotes the effective mass of the bound electrons, γ is the
damping and α is the spring constant. By choosing a similar ansatz
as before, the contribution of the bound electrons to the dielectric
function is found to be

ε Interband(ω) = 1 +
ω̃2

p

(ω2
0 �ω2)� iγω

, (2.24)

where ω̃p =
b

ñe2

ε0m is introduced in analogy to the plasma frequency

and with ñ being the density of the bound electrons. ω0 =
a

α
m denotes

the resonance frequency. Consequently, the obtained expression can
again be separated into its real and imaginary part, and the according
terms show the typical resonance behavior of a harmonic oscillator,
as it is graphically depicted in Figure 2.2. While the imaginary part
shows a resonance peak at ω0 and is associated with losses, the real
part shows a dispersive behavior, which describes how the oscillator
follows the driving field.
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Figure 2.2: Real and imaginary part of the dielectric function for bound
electrons. The imaginary part shows a resonance peak and is
associated with losses, while the real part shows a dispersive
behavior.

2.1.3 Particle Plasmons

The optical properties of metals under the influence of an external
electromagnetic field have been discussed in the previous section. As
has been mentioned before, an incoming electromagnetic wave can ex-
cite different kinds of plasmons, i.e. oscillations of the electron plasma
in the considered material. One distinguishes between three kinds
of plasmonic excitations, i.e. volume plasmons in bulk material [62],
propagating surface plasmons at interfaces between a dielectric and
a metal [63] and localized, i.e. non-propagating surface plasmons in
small particles [55]. The latest kind is of interest in this thesis and is
therefore discussed in more detail in the following.
If a small metallic nanoparticle, i.e. with dimensions much smaller
than the wavelength of the incoming light, is irradiated with an os-
cillating electromagnetic field, oscillations of the free electron gas
density can be excited inside the particle. These oscillations lead to a
separation of charge carriers at the particle boundary, which in turn
exerts a restoring force on the driven electrons, so that a resonance can
arise. When excited at resonance, a strong dipole moment is induced,
therefore leading to highly enhanced fields both inside and, close to
the surface, also outside the particle. The situation is graphically de-
picted on the left-hand side in Figure 2.31, showing the influence of an
incoming electromagnetic wave on the surface charge distribution of a
sub-wavelength-sized spherical nanoparticle (not to scale). The image
on the right-hand side shows the distribution of the amplification of
the electric field intensity at the resonance wavelength in the near-field
zone.

1 The Scientific color map batlow [64] is used throughout this thesis to prevent visual
distortion of the data and exclusion of readers with color-vision deficiencies [65].
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Figure 2.3: Excitation scheme of localized surface plasmons (left) and near-
field intensity enhancement (right) for a spherical nanoparticle

2.1.3.1 Quasi-Static Approximation

The exemplarily chosen nanosphere offers an additional advantage,
as the simple geometry allows for an analytical treatment to find a
resonance condition in the quasi-static approximation. To make use of the
quasi-static approximation, the diameter of the nanosphere is required
to be much smaller than the wavelength of the incoming light (d !
λ), so that the harmonically oscillating electromagnetic field can be
considered constant over the particle volume. In this case, the problem
can be simplified to a homogeneous, isotropic sphere surrounded by
an isotropic and non-absorbing medium in a uniform, static electric
field. As the electric field distribution is of interest, one needs to find
a solution to the Laplace equation for the potential ∇2Φ = 0, from
which the electric field can then be calculated according to E⃗ = �∇Φ.
Detailed calculations on the problem can be found in literature [54],
here the results shall be shortly discussed.
The potential outside the sphere is found to be

Φout = �E0r cos θ +
ε� εm

ε + 2εm
E0a3 cos θ

r2 , (2.25)

which describes the superposition of the applied field with amplitude
E0 and that of a dipole located at the center of the sphere with radius
a. The dielectric function of the particle’s medium is given by ε, and
εm denotes the dielectric constant of the surrounding medium.
By introducing the dipole moment p⃗, equation 2.25 can be rewritten
as

Φout = �E0r cos θ +
p⃗ � r⃗

4πε0εmr3 (2.26)

p⃗ = 4πε0εma3 ε� εm

ε + 2εm
E⃗0 , (2.27)

which shows that an applied external field induces a dipole moment
inside the sphere and its strength is proportional to |E⃗0|. The dipole
moment in turn can be rewritten as p⃗ = ε0εmαE⃗0 by introducing the
complex polarizability α according to

α = 4πa3 ε� εm

ε + 2εm
. (2.28)
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From equation 2.28 it becomes clear that, e.g. for gold, the polarizabil-
ity shows a resonant enhancement if the Fröhlich condition is met, i.e.
the denominator is ε + 2εm Ñ 0 and therefore ℜ(ε(ω)) = �2εm. Con-
sequently, the associated mode is the dipole surface plasmon of the
metallic nanosphere. Moreover, equation 2.28 further shows the strong
dependence of the resonance frequency on the dielectric constant of
the environment. If εm increases, the resonance experiences a red shift.
The occurrence of a resonance in the polarizability also implies that
the electric fields (both inside and outside the particle), obtained from
the potentials via E⃗ = �∇Φ, show a resonant enhancement.

E⃗in =
3εm

ε + 2εm
E⃗0 (2.29)

E⃗out = E⃗0 +
3⃗n(⃗n � p⃗)� p⃗

4πε0εm

1
r3 (2.30)

These properties, the sensitivity to changes in the refractive index of
the surrounding medium, as well as the highly enhanced fields at
the plasmon resonance make metal nanoparticles ideal candidates for
optical sensing devices.

2.1.3.2 Scattering and Absorption Cross Sections

As described above, an oscillating dipole moment is induced in the
metallic nanosphere when illuminated with an oscillating electromag-
netic field. This leads to scattering of the incoming plane wave and
can be represented as radiation by a point dipole. The corresponding
scattering cross section of the sphere can be obtained by dividing the
total radiated power of the dipole by the intensity of the incoming
plane wave and results in

Csca =
k4

6π
|α|2 =

8π

3
k4a6

���� ε� εm

ε + 2εm

����2 , (2.31)

where k is the wave vector in the surrounding medium. As the particle
also dissipates power from the incident field inside the particle, the
absorption cross section can be calculated by applying Poynting’s

theorem, and it can be found that the power dissipated by a point
dipole is determined by Pabs =

ω
2 ℑ( p⃗ � E⃗�0 ), which leads to

Cabs = kℑ(α) = 4πka3
ℑ

(

ε� εm

ε + 2εm

)

. (2.32)

The extinction cross section, describing the total amount of power
removed from the incident beam, is consequently given by the sum
of absorption and scattering. From the cross sections described above
it can be seen that Cabs scales with a3, whereas Csca scales with a6.
Therefore, extinction is governed by scattering for larger particles,
whereas absorption dominates for smaller ones.
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2.1.4 Optical Antennas

As has been discussed in the previous sections, small metal nanopar-
ticles interact with an incoming electromagnetic field in such a way
that a resonance occurs, i.e. the electric fields can be highly amplified
close to the nanostructure and also scattering at wavelengths close to
the resonance wavelength is selectively enhanced. Such structures can
therefore be considered as optical antennas, similar to their analogies
in the microwave or radiowave regimes, and they enable the conver-
sion of freely propagating light into highly localized energy, and vice
versa [66]. This principle is graphically depicted in Figure 2.4, where
on the left-hand side the antenna acts as a transmitting device for
radiation originating from an inefficient photon source, while on the
right-hand side it represents the receiving device for incoming optical
radiation.

Figure 2.4: Optical antenna design, acting as transmitting device (left) and
receiving device (right) for optical radiation. Image after [66].

Due to their capability to control light at sub-wavelength scales
and enhance different photophysical processes, optical antennas find
use in a variety of different applications, as it is outlined in Figure
2.5 [66–68]. The image on the left-hand side illustrates the process of
photon emission in light-emitting devices, where charge carriers, i.e.
electrons e� and holes h+, are recombined in a medium. The center
image shows the reverse process, as it is applied in photovoltaics,
where incoming light causes the separation of charge carriers. The
task of the optical antenna in both cases is to make the transfer of
energy more efficient, as it couples the propagating fields and the
local electric fields, respectively. The image on the right-hand side
illustrates the principle being crucial in spectroscopic applications,
where the antenna acts as both, a receiving and a transmitting device.
The presence of the antenna does have an influence on the emission
rates of a photon emitter, such as fluorescent molecules or quantum
dots, as it will be discussed in section 2.3.1. Also, dependent on the
individual geometric design, antennas can also be used to simultane-
ously control the direction of emission, as it is done with so-called
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Figure 2.6: Radiation patterns of a dipole emitter coupled to the end of a
nanorod antenna for the first two resonant modes, i.e. the dipolar
mode (left) and the quadrupolar mode (right).

highly tuneable optical properties, covering the entire visible spectral
range up to the near-infrared. The absorption- and emission properties
can be accurately controlled by adjusting the size of the quantum dots
and also by engineering the surface passivation by choosing from
various ligands.
The different emission wavelengths of such nanocrystals occur due
to the quantum confinement effect [75]. A schematic of the electronic
energy structure of semiconductors of different sizes is illustrated in
Figure 2.7. For bulk material, the valence band (VB) and conduction
band (CB) are continuous and separated by a bandgap. The excitons,
i.e. bound electron-hole pairs, can be described by a hydrogen-like
Hamiltonian according to

Ĥ = � h̄2

2mh
∇

2
h �

h̄2

2me
∇

2
e �

e2

ε|re � rh|
, (2.33)

where mh and me are the effective masses of the hole and the electron
and ε is the dielectric constant of the semiconducting material [57]. If
the dimensions of the material decrease to sizes comparable to the
Bohr radius of the exciton, the last term in equation 2.33, describ-
ing Coulomb interactions, can be neglected and the exciton states
become discrete and shift to higher energies. This also results in an
expanded bandgap, which enables tuning of the emission wavelength.
The confinement energy increases due to Heisenberg’s uncertainty
principle, which states that the momentum of a particle increases if
its position becomes well defined. This is given in small nanocrystals,
as the electron-hole pairs are spatially limited, i.e. confined in the
dimensions of the quantum dots.

The nanocrystals used in this thesis were CdSe/ZnS core/shell
quantum dots, which are known to be spherical to slightly elongated
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nanocrystals) where the energy set free during electron-hole recom-
bination is transferred to other electrons or holes rather than being
emitted through a photon. The absorbing carriers are subsequently
excited to higher energy levels in the same band from where radiative
channels are open again. Surface trap induced recombination occurs
when a charge carrier tunnels into a trap state on the surface of the
quantum dot and is highly dependent on the shell thickness and
choice of ligands for surface passivation [85, 86].

2.3 hybrid systems

Semiconductor quantum dots are sometimes referred to as artificial

atoms due to their discrete electronic energy structure, which can be
described similar to those of isolated atoms. The quantum system in
free space can therefore be approximated by a three-level system [87],
as it is displayed on the left-hand side in Figure 2.10. The third level is
taken into account in order to include transitions to dark states. The
diagram reads as follows: a quantum dot in the ground state |g ¡
is excited to an intermediate excited state |i ¡ upon absorption of
an incident photon originating from illumination with a plane wave.
The transition rate of this process is described by the excitation rate
γ0

exc. The system then decays immediately to the excited state |e ¡
through a non-radiative process, from where it can decay back to the
ground state |g ¡, either radiatively by emitting a photon with a decay
rate γrad or non-radiatively with a rate γnr. The red shift observed
in the emission wavelength compared to the excitation is due to the
energy loss during the transition from |i ¡ to |e ¡. By assuming
that the intermediate state is only occupied for infinitesimally short
times, the system can be described by a two-level system, and for
the occupation of the initial states one can assume Xe + Xg = 1. The
transition dynamics can then be written as

Ẋe = γexc � γnr � γrad

= (1� Xe)kexc � Xe(knr + krad) , (2.34)

where the excitation rate is given by γexc = Xgkexc, i.e. by the pop-
ulation Xg of the ground state times the rate constant kexc, and the
radiative decay rate is given by γrad = Xekrad, accordingly.
So for a quantum emitter being located at position r⃗ and being rep-

resented by a two-level system with transition dipole moment p⃗ and
transition frequency ω, the excitation rate is found to be dependent

on the local excitation field E⃗(⃗r, ω), i.e. γexc9
���⃗p � E⃗

���2. According to
Fermi’s golden rule the radiative transition rate is given by the transition
probability [88]

WgÑe =
2π

h̄2

��Mge

��2 ρ(⃗r, ω) , (2.35)
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For a quantum emitter placed in close vicinity to a metallic nanopar-
ticle, the transition rates are modified due to the change in the elec-
tromagnetic environment, as will be explained in the section below
following [87–89].

2.3.1 Emission modification

The transition scheme of a hybrid system, consisting of CdSe/ZnS
quantum dots placed close to the tips of plasmonic gold nanocones,
is illustrated on the right-hand side of Figure 2.10. The presence of
the plasmonic nanocone leads to a modified photonic local density
of states, which in turn modifies the decay rates of the quantum
emitter. Also, in an inhomogeneous environment, the decay rates will
be dependent on the orientation of the dipole moment of the emitter
(cf. Figure 4.6). The Purcell factor Fi describes the enhancement of the
modified decay rates in a modified environment compared to those
in free space, i.e. Fi =

γi
γ0,i

, where i = x, y, z represents the dependence
on the dipole orientation [90].
In general, two dominant effects on the transition rates, caused by the
presence of a nanostructure, can be identified. Due to the enhanced
near field at the tip of the nanocone, the absorption, i.e. excitation, is
increased by a factor

Fexc =
γexc

γ0
exc

=
I

I0
, (2.40)

where I is the intensity of the plasmonically enhanced incident light
and I0 is the intensity of the incident light without nanostructure,
accordingly. Also, as mentioned before, the local density of optical
states ρ(⃗r, ω) is highly enhanced in close proximity to the tip of
the nanocone, therefore leading to an increase in γem, as according
to Fermi’s golden rule γem9ρ (cf. section 2.3). In contrast to free
space, where the emission rate is given by the sum of the radiative
rate and intrinsic losses γ0

em = γ0
rad + γ0

nr, the optical states near
a plasmonic structure can also be non-radiative due to quenching.
Quenching describes a non-radiative decay process which can be
explained by ohmic losses in the metal particle [91]. The total decay
rate can then be written as γem = γ = γrad + γnr, and the change
in the emission rate can therefore be described by the enhancement
factors

Frad =
γrad

γ0
em

, Fnr =
γnr

γ0
em

. (2.41)

By inserting the modified decay rates into equation 2.34, the excited
state dynamics in an inhomogeneous environment can be written as

Ẋe = γexc � γ0
nr � γrad � γnr

= (1� Xe)k
0
excFexc � Xek

0
rad

(

Φ
�1
0 � 1 + Fnr + Frad

)

. (2.42)
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Here, Φ0 denotes the fluorescence quantum yield of the quantum
emitter in free space and is given by

Φ0 =
k0

rad

k0
rad + k0

nr

. (2.43)

To find a solution to this differential rate equation, different excitation
regimes need to be distinguished, depending on the incident intensity
and e.g. the form of illumination, i.e. continuous wave or pulsed
illumination [89]. If the system is excited with a continuous wave,
simplifications can be made to obtain an analytical solution. As the
incoming intensity is constant over time, the system will quickly reach
an equilibrium state and the steady-state solution Ẋe = 0 can be
considered. The population probability of the excited state can then
be written as

Xe =
k0

excFexc

k0
excFexc + k0

rad(Φ
�1
0 � 1 + Fnr + Frad)

, (2.44)

and the intensity of the emitted light from such a quantum system, i.e.
the total rate of radiative decay, is therefore given by

γ = Xek
0
radFrad =

k0
excFexck0

radFrad

k0
excFexc + k0

rad(Φ
�1
0 � 1 + Fnr + Frad)

. (2.45)

This radiative decay rate strongly depends on the enhancement regimes,
i.e. on the illumination intensities, and can be further simplified in
distinct cases [89]. In the saturation regime, i.e. for high incident inten-
sities, the decay rate is given by γ = Fγ0 (cf. equation 4.5), as it will
be discussed in section 4.2. The enhancement rates can therefore be
obtained from experiments, by using a combination of lifetime and
saturation measurements, and also the device quantum yields can be
calculated by solving a set of rate equations describing the emission
process in the respective system [41].

2.3.2 Radiation modification

As it has been mentioned before in section 2.1.4, not only the decay
rates can be modified in a plasmonic hybrid system, but also the
emission directionality can be influenced by the presence of an optical
antenna. In the case of the hybrid metal-dielectric bullseye antenna
described in section 4.2, the circular Bragg antenna is responsible
for redirecting the emission. In addition, the structure is covered in
a dielectric layer of polymethyl methacrylate, acting as a photonic
waveguide, which allows long propagation distances along the grating
[92]. The exact geometrical dimensions, as they are sketched in Figure
2.11, need to be optimized through simulations, as efficient photon
extraction is dependent on many crucial geometrical parameters [93,
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2.4.1 Polarization Ellipse and Stokes Parameters

Polarization of light arises when two independent and orthogonal
components contribute to the total electric field, Ex(z, t) and Ey(z, t),
which have different phases and possibly different amplitudes and
can be described by [106]

Ex(z, t) = E0x cos(ωt� kz + ϕx)

Ey(z, t) = E0y cos(ωt� kz + ϕy) .

Here, the term ωt � kz describes the propagation of light, where
ω is the angular frequency, t represents time, k = 2π

λ is the wave
number and z denotes a location in space. ϕx and ϕy denote phase
constants, respectively. However, the electric field components cannot
be directly observed, as the optical frequency is on the order of 1015 1

s .
A vivid description of the polarization behavior can yet be obtained
by elimination of the fastly oscillating propagation term, which can be
done by the separation of the terms into

Ex(z, t)

E0x
= cos(ωt� kz) (2.48)

Ey(z, t)

E0y
= cos(ωt� kz + ∆)

= cos(ωt� kz) cos ∆� sin(ωt� kz) sin ∆ ,

where ∆ = ϕy � ϕx.
Thus

Ey(z, t)

E0y
� Ex(z, t)

E0x
cos ∆ = � sin(ωt� kz) sin ∆ . (2.49)

By rewriting equation 2.48 into

sin(ωt� kz) =

d
1�

(

Ex(z, t)

E0x

)2

and inserting into equation 2.49 one obtains

1
sin2

∆

[

(

Ex(z, t)

E0x

)2

+

(

Ey(z, t)

E0y

)2

� 2
Ex(z, t)

E0x

Ey(z, t)

E0y
cos ∆

]

= 1

(2.50)

which represents an ellipse equation with free parameters E0x, E0y and
∆. This electric field ellipse can also be expressed in rotated Cartesian
coordinates via

(x cos Ψ + y sin Ψ)2

a2 +
(y cos Ψ + x sin Ψ)2

b2 = 1 , (2.51)
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as it is displayed in Figure 2.14. By comparing the coefficients of those
two equations 2.50 and 2.51, one can connect the principal axes a and
b of an ellipse with orientation Ψ with the relative amplitudes and
phase of the electromagnetic fields. Under consideration of Ex p=x and
Ey p=y one obtains

1
E2

0x sin2
∆

=
cos2 Ψ

a2 +
sin2

Ψ

b2 (2.52)

1
E2

0y sin2
∆

=
sin2

Ψ

a2 +
cos2 Ψ

b2 (2.53)

cos ∆

sin2
∆

1
E0xE0y

=
sin Ψ cos Ψ

b2 � sin Ψ cos Ψ

a2 (2.54)

By dividing equation 2.52 by equation 2.53, it follows for E0x and E0y

E0y

E0x
=

a
a2 sin2

Ψ + b2 cos2 Ψa
a2 cos2 Ψ + b2 sin2

Ψ

. (2.55)

An expression for the relative phase ∆ can finally be obtained from
equation 2.54 by substituting 1

sin2
∆

with equation 2.52 and further

cos ∆

E0xE0y

(

cos2 Ψ

a2 +
sin2

Ψ

b2

)

E2
0x =

sin Ψ cos Ψ

b2 � sin Ψ cos Ψ

a2

Multiplying both sides with a2b2 and substituting the numerator of
equation 2.55 on the left hand side, it follows that

cos ∆

����E0xE0y
E�20yE�20x = a2 sin Ψ cos Ψ� b2 sin Ψ cos Ψ

= (a2 � b2) sin Ψ cos Ψ

cos ∆ � 2E0xE0y =
2 sin Ψ cos Ψ

cos2 Ψ� sin2
Ψloooooooomoooooooon

tan 2Ψ

(E2
0x � E2

0y)

cos ∆ =
E2

0x � E2
0y

2E0xE0y
tan 2Ψ . (2.56)

As mentioned before, the electric field and therefore also the ellipse
described in equation 2.50 cannot be observed directly. Yet, the inten-
sity is a measurable quantity, which can be obtained from taking the
time average of equation 2.50. The time average of the quadratic field
components is defined by [106]

xEi(z, t)Ej(z, t)y = lim
TÑ8

1
T

» T

0
Ei(z, t)Ej(z, t)dt (i, j = x, y) .

This time averaging leads to the relation

S2
0 = S2

1 + S2
2 + S2

3 , (2.57)
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inserted into the optical path, the time-dependent transmitted electric
field E(ϕ(t)) becomes an orthogonal projection in the direction of the
transmission axis Θ of the polarizer. The resulting intensity is then
given by

IΘ(t) = |E(ϕ(t)) � cos(ϕ(t)�Θ)|2

=
a2 � b2

a2 sin2(ϕ(t)�Ψ) + b2 cos2(ϕ(t)�Ψ)
� cos2(ϕ(t)�Θ) .

(2.62)

The amplitude of this time-dependent oscillation can be determined
by differentiating equation 2.62 with respect to ϕ, and finding the
angle ϕΘ for which the condition

BI

Bϕ

����
ϕ=ϕΘ

= 0

is fulfilled.
By substituting ϕΘ �Θ = η and ϕΘ �Ψ = κ, the derivative can be
written as

0 = [�2a2b2 cos(η) sin(η)] � [a2 sin2(κ) + b2 cos2(κ)]

+ [�2a2b2 cos2(η)] � [a2 sin(κ) cos(κ)� b2 cos(κ) sin(κ)]

=� 2a2b2 cos(η)�
(sin(η) � [a2 sin2(κ) + b2 cos2(κ)]

+ cos(η) � [a2 sin(κ) cos(κ)� b2 cos(κ) sin(κ)])

The trivial solution to this equation can be easily identified and is
given by cos(η) = 0.
The non-trivial solution, however, can be obtained by solving

0 =a2 sin(κ) � [sin(η) sin(κ) + cos(η) cos(κ)]

+ b2 cos(κ) � [sin(η) cos(κ)� cos(η) sin(κ)]

=a2 sin(κ) � cos(η � κ) + b2 cos(κ) � sin(η � κ)

= a2 cos(Ψ�Θ)looooooomooooooon
α

� sin(κ) + b2 sin(Ψ�Θ)looooooomooooooon
β

� cos(κ) .

This equation has the form of α sin(κ) + β cos(κ) = 0, which can be
rewritten as γ sin(κ + χ) = 0 with γ =

a
α2 + β2. Herein, χ denotes

an additional phase that can be expressed as χ = arcsin( β
γ ) or χ =

arccos( α
γ ), respectively. By reversing the substitution of κ, this leads

to ϕΘ � Ψ + χ = 0 and therefore ϕΘ = Ψ � χ. This relation can be
inserted into equation 2.62, and it follows that
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IΘ(t) =
a2 � b2

a2 sin2(�χ) + b2 cos2(�χ)
� cos2(Ψ� χ�Θ)

=
a2 � b2

a2 β2

γ2 + b2 α2

γ2

� [cos(Ψ�Θ) cos(χ) + sin(Ψ�Θ) sin(χ)]2

=
a2b2 � [ α2

a2γ
+ β2

b2γ
]2

1
γ � [ a2β2

γ + b2α2

γ ]
=

������
[ a2β2

γ + b2α2

γ ] � [ α2

a2γ
+ β2

b2γ
]

1
γ �������

[ a2β2

γ + b2α2

γ ]

= a2 � cos2(Θ�Ψ) + b2 � sin2(Θ�Ψ) ,

which equals equation 4.7 for the fitting procedure.

2.4.2 Optical and Geometrical Chirality

Chirality, in general, describes a property of asymmetry, which can be
found all across nature. An intuitive example is certainly one’s own
hands, which are so-called enantiomorphs, i.e. one hand constitutes the
object and the other one its mirror image. For chiral objects, those
two objects cannot be superposed onto each other solely by rotations
or translations, so that all major features coincidence across all axes.
On the contrary, an achiral object is indistinguishable from its mirror
image. Even though objects can be chiral in three dimensions, the
geometrical chirality is limited to two dimensions in this thesis, as
only planar nanostructures were investigated.
For real objects, it is easily understandable and decidable whether or
not they are chiral, i.e. possess geometrical chirality, and the degree of
chirality can even be quantified using the chiral coefficient χ2D, as it
has been introduced by G. Gilat in 1989 [108]. Figure 2.15 illustrates
the structural chirality of different nanostructures investigated in this
thesis. It shows the respective structures superposed with their mirror
images and the corresponding chiral coefficients, which are given by
the ratio between the non-overlapping (light grey-shaded areas) and
projected total area of the structure and its mirror image. As can be
seen, only the achiral nanorectangle can be superposed with its mirror
image, while for the chiral rhomboids this is not possible by any trans-
lations and rotations (in two dimensions). It shall be mentioned that, in
contrast to intrinsically chiral systems, chirality can also be introduced
extrinsically to systems with symmetric structures (χ2D = 0). This
can be achieved if the excitation geometry in optical measurements is
chosen accordingly, exemplarily for excitation light coming in under
oblique incidence or being circularly polarized [52, 109, 110].
Another important part of chirality, which on first sight might seem

less intuitive, is the so-called optical chirality, which describes a fun-
damental property of electromagnetic fields and means that even light
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Figure 2.15: Concept of geometrical chirality for achiral and chiral nano-
structures. The two-dimensional chiral coefficient χ2D quantifies
the geometrical chirality, as it is calculated from the geometrical
overlap between the structure and its mirror image (exclusive
disjunction).

can be chiral. Optical chirality is a scalar value that is odd in time and
even in parity, i.e. symmetric under time reversal and asymmetric un-
der mirror reflection. Since it is well known that chiral objects interact
differently with chiral light, an effect called circular dichroism [111],
many scientific works focus on finding a way to maximize chirality. A
promising candidate are plasmonic nanostructures, as they have been
shown to enhance optical chirality in their near fields [112].
Optical chirality can be quantified using an expression firstly intro-
duced by Lipkin [113]

C � ε0

2
E⃗ �∇� E⃗ +

1
2µ0

B⃗ �∇� B⃗ , (2.63)

and whose physical significance was firstly demonstrated by Tang and
Cohen [114]. Considering its time-averaged form, C is then given by

C = � ε0ω

2
ℑ

(

E⃗� � B⃗
)

, (2.64)

where E⃗� is the complex conjugate of the electric field and B⃗ denotes
the magnetic field, respectively. ε0 is the electric permittivity of free
space and ω the angular frequency of the electromagnetic field.
In the case of propagating plane waves, the optical chirality depends
on their polarization state. For circularly polarized light, which can
also be considered geometrically chiral, as the trajectories of the field
vectors form helices in space, the optical chirality reaches a maximum.
As the optical chirality is proportional to the dot product of the electric
and magnetic fields, i.e. C9ℑ

(

E⃗� � B⃗
)

, it is different from zero only
for fields with parallel components of the respective fields, oscillating
π
2 out of phase. This condition is fulfilled for circularly polarized light,
but not for linear polarizations. For example, the electric and magnetic
field amplitudes of left-handed circularly polarized light are given by
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E⃗LCP = (E0, iE0, 0)T and B⃗LCP = (�iB0, B0, 0)T and with B0 = 1
c E0 it

follows that

CLCP =
�ε0ω

2
ℑ

(

E⃗� � B⃗
)

(2.65)

=
�ε0ω

2
ℑ

(

(E0,�iE0, 0)T � 1
c
(�iE0, E0, 0)T

)

(2.66)

=
ε0ω

2c
|E⃗LCP|2 , (2.67)

while for right-handed circularly polarized light E⃗RCP = (E0,�iE0, 0)T

and B⃗RCP = (iB0, B0, 0)T and therefore CRCP = �ε0ω
2c |E⃗RCP|2.

2.4.3 Chirality Flux to the Far Field

To characterize the optical chirality of plasmonic near fields, typi-
cally circular dichroism spectroscopy techniques are applied, which
record the differences in the extinction or scattering spectra from the
plasmonic nanostructures when excited with left- and right-handed
circularly polarized light [115]. However, for the characterization of the
near fields, this approach can be inaccurate, as the method yields two
problems. Firstly, excitation with circularly polarized light introduces
extrinsic chirality to the system and secondly, unwanted cancellation
effects can occur due to investigating the difference of two spectra.
To overcome these difficulties, L. Poulikakos et al. [53] identified the
chirality flux F as a physical far-field probe to study the chirality of
plasmonic near fields. They found the chirality flux to be proportional
to the third Stokes parameter (cf. section 4.3.5), which is an experimen-
tally accessible quantity and is studied in detail for the light scattered
from chiral and achiral nanostructures in section 4.3.
An expression for the chirality flux F can be obtained by setting up
a continuity equation in analogy with Poynting’s theorem for lossy
dispersive media. Therefore, a time-averaged, time-harmonic conser-
vation law for the optical chirality density can be formulated

�2ω

»
V
ℑ (Ce � Cm) d3x +

»
V
ℜ (∇ �F ) d3x = 0 , (2.68)

where Ce and Cm are the electric and magnetic optical chirality densi-
ties (analogous to the harmonic electric and magnetic energy densities)
and F is the optical chirality flux (analogous to the energy flux, i.e.
Poynting vector S) and are given by [53]

Ce =
1
8
(D� � (∇� E) + E � (∇�D�)) (2.69)

Cm =
1
8
(H� � (∇� B) + B � (∇� H�)) (2.70)

F =
1
4
(E� (∇� H�)� H� � (∇� E)) . (2.71)
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When considering a circularly polarized plane wave, e.g. left-handed
circularly polarized light with E⃗LCP = (E0 exp(i(kz�ωt)), iE0 exp(i(kz�
ωt)), 0)T and B⃗LCP = (�iB0 exp(i(kz � ωt)), B0 exp(i(kz � ωt)), 0)T,
equation 2.71 reads as

FLCP =
1
4

















E0

iE0

0









� ei(kz�ωt) �

















B
Bx
B
By

B
Bz









�









iB0

B0

0









� e�i(kz�ωt)









�









iB0

B0

0









� e�i(kz�ωt) �

















B
Bx
B
By

B
Bz









�









E0

iE0

0









� ei(kz�ωt)

















=
1
4

















E0

iE0

0









�









ikB0

kB0

0









�









iB0

B0

0









�









kE0

ikE0

0

















=
1
4

















0

0
k
c 2E2

0









�









0

0
�k
c 2E2

0

















=
k

c
E2
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The complex Poynting vector denoting the energy flux is given by
S = 1

2 (E� H�) and therefore

SLCP =
1
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Consequently, the chirality flux for a plane wave can be directly related
to the energy flux via

FLCP =
ω

c
SLCP (2.74)

FRCP =
�ω

c
SRCP (2.75)

F =
ω

c

(|l|2SLCP � |r|2SRCP

)

, (2.76)

where |l|2 and |r|2 are weighting factors. As it has been mentioned
before, the chirality flux is proportional to the third Stokes parameter
S3, as intensity I is given by the magnitude of the time-averaged
energy flux I = xSyT. In a circular basis the electric fields are given by
ELCP = Ex + iEy and ERCP = Ex � iEy exp(�i∆) and S3 can therefore
be written as

S3 = ILCP � IRCP = |ELCP|2 � |ERCP|2
= E2

x + E2
y � (E2

x + E2
y � iExEy exp(�i∆) + iExEy exp(i∆))

= ExEy(i exp(�i∆)� i exp(i∆)) = 2ExEy sin ∆ .
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M E T H O D S

This chapter focuses on the experimental methods used in this thesis.
It includes sections on fabrication processes, optical measurement
set-ups and simulations.
As plasmonic nanocones, and in particular hybrid systems consisting
of nanocones and quantum emitters, constitute a substantial part of
this thesis, detailed descriptions of the different fabrication processes
for conical nanoantennas as well as recipes for the attachment of
quantum dots to the apexes of such gold cones are described in the
following. Also, the fabrication process of planar gold structures as
they were used in the polarimetric dark-field scattering spectroscopy
measurements is shortly discussed. Subsequently, the different opti-
cal set-ups that were used to perform the respective measurements
described in chapter 4 are introduced. Lastly, a description of the
different simulation models is given, which were used to buttress the
experimental results.

3.1 fabrication

3.1.1 Nanocones

For the fabrication of gold nanocones, two top-down processes were
used, as they have been successfully established in the group [116–119].
Figure 3.1 exemplarily shows a scheme of both processes for glass
cover slips and gold, as these materials were chosen for most exper-
iments in this thesis, yet there is no limitation to other materials, as
long as they meet the requirements for the corresponding processing
step.
To start from top to bottom in Figure 3.1, commercial glass cover slips

(Menzel, borosilicate glass) serve as transparent substrates, which are
firstly cleaned in a mixture of deionized water, potassium hydrox-
ide and hydrogen peroxide in an ultrasonic bath, before being rinsed
with deionized water and blow-dried with nitrogen. Afterwards, a thin
layer (� 50 nm) of indium tin oxide (ITO) is sputtered (Leybold, Univex
300) to provide a conductive layer to facilitate electron beam lithog-
raphy (EBL) and imaging of the finished structures with a scanning
electron microscope (SEM). This step can be skipped if the substrate
is conductive itself or if a conductive polymer is added before EBL

(cf. section 3.1.4). Further processing is then chosen dependent on the
desired (optical) properties of the conical nanostructures.
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have not been exposed by the electron beam. The sample is rinsed
with deionized water afterwards to remove any excess developer
and blow-dried with nitrogen. Subsequently, the substrate with the
structured resist layer is placed in an evaporator, and a gold film
is deposited via thermal evaporation. The evaporation rate can be
controlled by the applied current and is monitored with an oscillating
quartz. Depending on the rate, the holes in the resist layer close,
and consequently conical structures arise, thereby higher rates result
in steeper slopes, whereas lower rates result in sharper tips, as has
been observed experimentally. If structures are manufactured directly
on glass or silicon substrates, an additional adhesive layer can be
beneficial to enhance robustness against further processing. After
metallization, the sample is placed in acetone for several minutes
(up to hours) for the lift-off step, in which the resist gets dissolved
and the nanocones remain. The SEM inset on the left-hand side in
Figure 3.1 exemplarily shows such a nanocone fabricated via thermal
evaporation.

3.1.1.2 Nanocones by Ion Milling

Nanocones fabricated via ion milling have aspect ratios around one.
Beneficial in this approach are the high range of sizes and the ex-
traordinarily sharp tips [120] that can be realized with this process.
Disadvantageous, however, is the higher number of crucial steps that
influence a successful fabrication. The SEM inset on the right-hand side
in Figure 3.1 exemplarily shows such a nanocone fabricated via argon
ion milling.
Here, the substrate is completely metallized, so that the thickness of
the gold layer matches or exceeds the desired height of the structures.
Similar to above, electron beam sensitive resist is spin-coated (on top
of the metal layer) and baked, and EBL is performed. After develop-
ment of the pattern, an etch mask consisting of aluminum oxide is
deposited via electron beam evaporation. Due to different etching
rates for different materials, the height of this aluminum oxide mask
needs to be individually adjusted. For gold the chosen ratio lies at one
fourth of the nominal gold thickness. A lift-off process is performed to
remove residual resist, and the sample is then placed in an argon ion
milling machine (Roth & Rau, UniLab). There it is kept under constant
rotation and targeted with accelerated argon ions. As a result, the
metal layer is gradually removed by the sputtering effect, yet regions
underneath the disk-like etch masks are spared. As the overall etching
rate of aluminum oxide is lower than that of gold, yet the lateral one
is bigger than the vertical one, the resulting structures are conical. The
importance of uniformity of the etch masks and the influence of their
heights and diameters can be seen in Figure 3.2. The SEM image on
the left-hand side shows structures of a successful process, resulting
in similar nanocones with sharp tips. The image on the right-hand
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3.1.3 Bullseye Antennas

Hybrid bullseye antennas, as they are introduced in section 2.3.2 and
discussed in detail in section 4.2, are the promising result of a long-
lasting cooperation with the group of Prof. R. Rapaport at the Racah
Institute of Physics at the Hebrew University of Jerusalem in Israel
(HUJI) and many joint efforts to combine two auspicious concepts of
emission enhancement [123] and directionality modification [124, 125]
in order to pave the way towards room-temperature quantum light
sources.
Initial tries to design and individually optimize the antenna compo-
nents, i.e. the bullseye and the nanocone, to fit together and divide the
lithographic fabrication process of the device between both institutions
have proven to be impractical. Figure 3.5 therefore shows a schematic
of the finally applied fabrication process, split up between the two
cooperation partners. The top part displays the processing steps for
device fabrication [126] as it was done by Hamza Abudayyeh at HUJI

using a template stripping method [127].
A silicon wafer is used as template material and is cleaned with
piranha solution and acetone in a preparatory step. A focused gal-
lium ion beam (1.1 pA) is used to etch an inverse nanocone (depth
� 180 nm, diameter � 240 nm) into the substrate. Due to fabrication
limitations, the resulting tip radii are rather big (� 40 nm), which
makes the precise attachment of quantum dots more difficult, yet of-
fers simultaneously an obvious starting point for device optimization.
Subsequently, the inverse bullseye rings are etched (240 pA) to reach
a depth of 100 nm. To start the actual device fabrication, 250 nm of
gold are deposited on the template. Labeled as glue in Figure 3.5, a
layer of epoxy resist (SU8 3010) is spin-coated onto the gold film and
prebaked at 95 �C for 5 min. A glass cover slip is attached to the SU8,
and adhesion is enhanced by UV flood exposure (150 mJ/cm2 for 15 s).
As adhesion between bare silicon and gold is low, the gold film can
then be stripped off with the glass/SU8 substrate, resulting in very
smooth bullseye antennas. The silicon template can easily be reused
for further fabrication cycles. The SEM image at the top of Figure 3.5
shows a nanocone in the center of the first few ring structures of such
a fabricated device. The samples are then sent to Tübingen for the
attachment of quantum dots to the nanocones’ tips. The attachment
process is similar to the one described in section 3.1.2, yet the process
parameters need to be adjusted to cope with different materials. PMMA

is spin-coated until a sufficient height is obtained (� 220 nm). The
prebaking step is done at 90 �C for 5 min, as higher temperatures lead
to blisters, which destroy the (flatness of the) structures.
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profiles for regions that have and have not been imaged, respectively.
Also, in regions on the sample that were overexposed during imaging,
the resist layer can no longer be removed with the standard lift-off
process using acetone, therefore leaving behind unusable devices. For
this reason, SEM imaging is to be avoided during the attachment pro-
cess.
Two different types of quantum dots were used, both possessing an
emission maximum with λem � 650 nm. For the devices described
in section 4.2, commercial CdSe/ZnS core-shell quantum dots were
used (cf. section 3.1.2), with a size of I � 8 nm and capped with
trioctylphosphine oxide (TOPO) and hexadeclamine (HDA) ligands.
As these quantum dots show relatively high fluorescence intermit-
tency and fast bleaching behavior, a second type of quantum emit-
ters (cf. [81, 126, 128, 129], giant CdSe/CdS core-shell quantum dots,
I � 17 � 19 nm ) was used, which proved to be more stable. The
attachment of quantum dots to the tips of the nanocones is verified
at several antennas using the photoluminescence set-up described in
section 3.2.5 and shown in Figure 3.17. If a luminescence signal can
be detected (solely) at the positions of the nanocones, the samples
are firstly stored in nitrogen atmosphere to prevent oxidation and are
then vacuum sealed to be sent back to HUJI, where a final capping
layer of PMMA (h = 570 nm) is spin-coated to act as a waveguide. If
no photoluminescence signal can be detected at the tips (or only occa-
sionally) or if it appears at other positions than the tips, respectively,
the samples are cleaned and the process needs to be repeated.

3.1.4 Rectangles and Rhomboids

The samples described in section 4.3 were fabricated by Andreas Hor-
rer in the group of Prof. D. Gérard at the University of Technology of
Troyes in France.
To start with, commercial microscope glass cover slips were cleaned,
and a thin layer (� 100 nm) of PMMA dissolved in MIBK (concentration
of 30 g

L ) was spin-coated. Afterwards, the samples covered in resist
were baked at 160� for 1 h to remove any residual solvent. As no
conductive ITO-layer was deposited and to still be able to perform
EBL, a water-soluble conductive polymer was deposited before the
pattern writing process and removed again by rinsing the sample in
deionized water. Subsequently, the exposed structures were uncovered
in a development step. The EBL process was performed on a Raith
eLINE EBL system. Development was carried out in a mixture of MIBK

and IPA (ratio 1 : 3) for 1 min. The samples were then rinsed with pure
isopropanol and blow-dried afterwards with nitrogen. Subsequently,
3 nm of titanium dioxide were deposited by electron beam evaporation
to serve as an adhesion layer. Even though it is more common to use
pure titanium to enhance the adhesion, the use of titanium dioxide is
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beneficial, as it does not increase absorption losses in the structures
and also does not lower plasmonic enhancement [130]. Finally, a gold
layer with a thickness of 25 nm was deposited by thermal evapora-
tion. For the lift-off process, the samples were immersed in acetone
for several minutes (� 30 min), rinsed with isopropanol and again
blow-dried with nitrogen.
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3.2 optical set-ups

3.2.1 Dark-field Scattering Spectroscopy

Dark-field scattering spectra of different nanostructures discussed in
this thesis were taken with modified commercial microscopes, namely
with a Nikon Eclipse Ti-S inverted microscope in transmission and
with a Zeiss Axio Scope A1 in reflection. Figure 3.6 shows the working
principle of both microscopes, represented as boxes around the optical
parts. For the transmission microscope, white light emitted from a
100 W halogen lamp is collimated, diffused and guided onto a dry
dark-field condenser with a numerical aperture of 0.8 � 0.95. The
light is then focused onto the sample, which is located on a piezo
scanning stage (Physik Instrumente, P-545.xR7). This enables accurate
and repeatable positioning of the nanostructures for maximal signal
detection. The scattered light is collected with an objective (Nikon,
60x Epiplan Achromat, NA = 0.7 or Nikon, 100x CFI Plan Fluor Oil
Immersion, NA = 0.5� 1.3 if stated accordingly) and is then guided
to a beam splitting device (20% reflection/ 80% transmission) outside
of the microscope. From there, one part of the signal is sent to a fast-
processing CCD-camera (XIMEA, MD028CU-SY) for imaging purposes
and the other part is sent to a spectrometer (Andor, Shamrock SR-
303i) equipped with a CCD-detector (Andor iDus DU416A-LDC-DD)
cooled to �40 �C.
For measurements in reflection, the excitation light originates from
a 100 W halogen lamp as well and is also collimated and diffused.
Dark-field illumination is achieved by using a microscope objective
(Zeiss, 100x Epiplan Achromat and Epiplan Apochromat, NA = 0.95)
with an integrated dark-field condenser with a numerical aperture of
0.97� 0.99. The sample is placed on a piezo scanning stage and the
scattered light is collected with the very same objective and guided to
the detection unit (camera and spectrometer) via mirrors.
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normalized to unity for better comparability. While the discrepancy
becomes apparent at first sight, the similarities are harder to detect.

Figure 3.7: Dark-field scattering spectra of the individual nanocone shown in
the SEM image (the inset shows the top view). The green spectrum
is measured in transmission, the green dash-dotted lines show
Lorentzian fits (sum in black) to the data. The blue spectrum
is taken in reflection, and the blue dotted lines represent the
corresponding Lorentzian fits. The sketch on the bottom right
depicts the range of in-coming light vectors for the respective
condenser together with the orientation of the electric field vectors
for p-polarized light.

The dark blue curve represents the scattering spectrum taken in
reflection and shows apparently two modes, where one peak is only
visible as a small shoulder at � 600 nm. In contrast, the green curve
shows the scattering spectrum taken in transmission and exhibits three
resonances, where one peak is hidden in the bulky slope at higher
wavelengths and is again only discernible as a shoulder at � 740 nm.
Since for nanocones with high aspect ratios the out-of-plane resonance
occurs at higher wavelengths than the in-plane resonance, the highest
peak at � 675 nm could be easily attributed to the tip mode, yet the
situation is more complex. As the base of the nanoantenna is elliptical
and therefore two in-plane modes are expected, the out-of-plane reso-
nance is actually visible as the shoulder at � 740 nm. The resonance
position of the tallest peak in the blue reflection spectrum coincidences
with this mode. Also the other two modes can be found at a second
glance, as the resonance at � 675 nm also hides in the slope of the
out-of-plane mode. It is worth mentioning that the relative strengths
of the two base-modes are similar in both measurements, i.e. the reso-
nance along the major axis (� 675 nm) exceeds the resonance along
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the minor axis (� 600 nm) in intensity. This is consistent with the fact
that intensity scales with the length of the particle, and excitation of
different in-plane modes with unpolarized light is almost indepen-
dent from the angles of the in-coming k-vectors, as s-polarized light
contributes the most besides in-plane components of p-polarized light.
In the spectrum (blue) taken at the reflection set-up, the intensity of
the tip mode now clearly outvalues the intensities of the base modes
compared to the transmission case. This is due to the changed excita-
tion geometry, as the numerical aperture of the dark-field condenser at
the reflection microscope is notably higher, and therefore the electric
field components in the direction of the cone’s axis predominate. The
schematic at the bottom right of Figure 3.7 illustrates the incoming
k-vectors and corresponding electric field vectors for p-polarized light.
The importance of numerical apertures and their influence on the
detected optical signals, for imaging purposes as well as for spectrally
resolved responses, is visually depicted in Figure 3.8. The example
shows dark-field scattering spectra for two individual nanocones with
differing aspect ratios as shown in the SEM insets at the top. The
varying geometries provide aspect ratios of   1 and ¡ 2, leading to
spectrally reversed base- and tip modes. The spectra were taken in
transmission and reflection, respectively (cf. section 3.2.1).
As mentioned before, the structures were therefore excited with differ-
ent ratios of s- and p-polarized light. For both nanocones two peaks
occur, representing the in-plane and out-of-plane resonance, respec-
tively. For the low aspect ratio structure shown on the left-hand side of
Figure 3.8 the in-plane resonance is more pronounced in both optical
set-ups, yet the out-of-plane resonance (located at lower wavelengths)
gains intensity when excited and detected more efficiently with higher
NAs (blue spectrum). For the high aspect ratio nanocone shown on the
right-hand side of Figure 3.8, the tip mode is now located at higher
wavelengths and clearly outvalues the base mode in intensity in both
set-ups. The in-plane resonance is not even visible when measured at
the reflection set-up (blue spectrum), even though it is detected more
efficiently than the out-of-plane resonance.
While spectra, i.e. spectrally resolved intensity distributions of scat-
tered light, are obtained by integrating over a certain range (in y-
direction) of the CCD-chip, some spatial information is lost. The two
lower rows in Figure 3.8 show the corresponding full detector images
of the first order of diffraction for the transmission set-up (center)
and the reflection set-up (bottom). All images have been background-
corrected and are normalized to the reference spectrum according
to Ispectrum =

Istructure�Ibackground

Ire f erence�Idark�current
. It can be seen that light originating

from the out-of-plane mode shows a spatial modulation in y-direction,
which will be further investigated in the following.
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Figure 3.8: Comparison of dark-field scattering spectra for nanocones with
two differing aspect ratios (shown in the SEM insets) taken at
different optical set-ups. The green spectra are measured in trans-
mission, while the blue spectra are taken in reflection, respectively.
The lower rows show detector images of the first order of diffrac-
tion, i.e the spectrally resolved impacts of light on the detector.
Different modes, i.e. dipole orientations in the structure, can be
identified by the observed spatial pattern.

The influence of the numerical aperture of the objective in the
detection path on the spectral shape becomes clear when the radiation
pattern of a point-like dipole light source is considered. Figure 3.9
shows the computed scattering spectrum for a nanocone modeled
after the SEM image (aspect ratio   1) and placed on a semi-infinite
glass substrate. The structure is illuminated with p-polarized light
and an incoming k-vector with NA = 0.98. The two lower rows show
corresponding cross-sectional radiation patterns (in the x-z-plane, 100x
magnified) at the resonance wavelengths of both detected modes.
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Figure 3.9: Computed scattering cross section (spectrum) and radiation pat-
terns for a nanocone with aspect ratio of 0.75. The center row
shows the radiation pattern at the resonance wavelength of the
out-of-plane mode along the cone axis, while the bottom row
shows radiation patterns at the resonance wavelengths of the in-
plane modes along the base for an incoming plane wave polarized
along x and y, respectively. The dashed lines indicate the critical
angle for an air/glass interface.

These radiation patterns are calculated from the directional energy
flux S according to

|S | =
gffe 3̧

k=1

����12 �ℜ(E� H�)k

����2 (3.1)

and clearly resemble the expected patterns [57] for differently ori-
ented point dipoles located on a substrate. The center row in Figure
3.9 illustrates the directionality of light emission at λ = 600 nm and
clearly validates the out-of-plane character of the plasmon resonance.
To maximize intensity of the detected signal, transmission measure-
ments seem preferential over reflection measurements, as most light
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is irradiated into the lower half-space, i.e. the medium with higher
refractive index. Yet, signal strength highly depends on the choice
of objective. For an air-objective, as it was used in the transmission
measurements shown in Figure 3.8 and Figure 3.10, the light needs to
pass an interface upon leaving the substrate. The dashed lines in the
lower part consequently mark the critical angle for a glass-air interface,
above which no light can leave the substrate and therefore can not be
detected. The already small amount of light that passes through the
substrate finally gets diffracted at the interface before being collected
with the objective. The case differs if an oil-objective is used, as the
interface vanishes and even higher angles can be detected. The close-
up on the right-hand side shows the emission pattern into the upper
half space, i.e. into air. The pattern resembles the doughnut-shaped
emission as known from dipoles oriented along z. The dotted line
marks the collection NA of the used objective in reflection, and it can
be seen that a high fraction of k-vectors can be detected. The lower row
in Figure 3.9 shows radiation patterns for degenerate in-plane dipolar
modes oriented along x (left) and y (right) at λ = 670 nm. It becomes
clear that the detection of in-plane resonances is far less sensitive to
the NAs of the collection objectives.
To substantiate these findings, Figure 3.10 shows the corresponding in-
tensity distributions on the CCD-chip of the zeroth order of diffraction
for the individual particles. While for particles with pronounced base
modes the intensity distribution resembles a well-known Airy disk, the
distribution clearly differs for the high aspect ratio nanocone excited
with the high NA objective in the reflection set-up. The diffraction
image shows a ring-shaped pattern, as it is expected for a point dipole
oriented along z-direction. As for this structure the out-of-plane mode
is also dominant in the spectrum measured in transmission, the ring
shape also shows up in the diffraction image, but is superimposed
with the point spread function of the in-plane mode. The bottom row
in Figure 3.10 shows computed images of point dipoles oriented in
different directions, calculated with the help of the Nanopt Toolbox

accompanying the textbook [58] by U. Hohenester. The images show A detailed

description and

derivation of the

calculations can be

found in [131],

Chapter 6,

’Diffraction Limit

and Beyond’

intensity distributions of electric fields emitted by point dipoles and
imaged through lenses, dependent on the respective refractive indexes
of surrounding medium and lens material, the wavelength of the emit-
ted light and the NA of the collection lens. The first two pictures show
the intensity distributions at the resonance positions of the respective
modes and a NA of 0.7. Even though the intensities are not weighted
and in reality more wavelengths contribute, the superposition of both
distributions matches the measurement satisfactorily. The agreement
can be seen even better in the reflection measurement, where only the
out-of-plane resonance is visible.
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Figure 3.10: (Top and center row) Detector images of the zeroth order of
diffraction, i.e. the diffraction limited images of the nanostruc-
tures shown on the left (acting as point-like light sources) in
real-space. (Bottom row) Computed images, i.e. field intensi-
ties of dipoles oriented along x and z, respectively, for different
wavelengths and NAs, calculated according to [131].
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Figure 3.12 shows the white light reference spectrum (brown line)
recorded with a polarization filter in the excitation path (oriented
along Φexc = 45�). When an additional cross-polarized analyzer is
added to the detection path, complete cancellation of the light is ex-
pected, yet the green line shows some remaining signal on the order
of one-tenth of the incoming light. As the manufacturer specifies an
extinction ratio ¡ 1000 : 1 for the polarizing components, the origin
of this residual light must be due to some kind of depolarization in
between the two filters, as the signal is too intense to originate solely
from incoherent background scattering.

Figure 3.12: Reference spectra of the excitation for polarized light (brown),
polarized excitation and cross-polarized analyzation (green), and
the latter with additional cross-aperture (dark blue) in the optical
path.

When linearly polarized light is focused with an optical element,
the polarization orientation is not maintained for all k-vectors. Figure
3.13 shows a calculated top view image of this effect, where incoming
light (k-vectors into the sample plane) is polarized along Φexc = 45�

and then focused onto the sample with the condenser. It becomes
clear that the polarization orientation is maintained only in a narrow
angular range, see arrows highlighted with thicker lines, and for most
of the light the polarization orientation is rotated by different extents,
therefore leading to noteworthy signals even in the cross-polarized
case. With the aperture mentioned above it is possible to explicitly
select only the desired polarizations. A sketch of the cross-like aperture
is shown in Figure 3.13. It was designed in such a way that it can
be placed inside the dark-field condenser right before the collimated
beam is focused and it is rotatable, so that it can be adjusted to the
incoming excitation polarization orientation. The dark blue line in
Figure 3.12 shows the reference spectrum for the cross-polarized case
with the additional aperture placed in the detection path. Almost all
intensity is cancelled out apart from a small background signal due to
some stray light.
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Figure 3.13: Left: Depolarization effect of the dark-field condenser for incom-
ing light with the electric field being polarized along Φexc = 45�.
The polarization orientation maintaining k-vectors are high-
lighted with thicker lines. Right: Sketch of the rotatable cross-
aperture.

This effect was further visualized by taking back focal plane images
(see also section 3.2.3) of the excitation light. Therefore, the back focal
plane lens is inserted into the optical path as can be seen in Figure
3.11. A clean and empty part of the sample is placed on the sample
holder, and the 100x objective is focused using immersion oil (Zeiss,
ImmersolTM 518F, n = 1.518). The adjustable Iris-aperture needs to
be fully opened to maximize the collection angle. Figure 3.14 shows
on the left-hand side a k-space image of the illumination ring (NA =
0.8� 0.95) of the dark-field condenser for polarized incoming light,
the upper row displaying an excitation polarization of Φexc = 45� and
the lower row of Φexc = 0� (Φexc = 90� looks similar). The three small
black lines are a component-related feature of the blocking part of the
condenser. The center images show the same illumination ring with an
additional cross-polarized analyzer placed in the detection path. The
polarization orientation maintaining angles can be easily identified by
the black gaps, the bright parts correspond to the residual (compare
to Figure 3.13 and note change in colorbar limits) depolarized signal.
The images on the right-hand side finally show the illumination ring
from before with the additional cross-aperture placed in the excitation
path. By comparing the azimuthal angular range, it can be seen that
the depolarized parts of the light can be sufficiently blocked, and
only the polarization-maintaining parts reach the detector. As most
of the excitation light is blocked in this set-up and additionally single
particles are investigated, the plasmonic scattering intensities are also
quite low. To maximize the detector sensitivity, the CCD-chip was
cooled to �60 �C, and the integration time for each spectrum was set
to 20 s, averaging three times to reduce noise.
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Figure 3.14: Back focal plane images of (left) the illumination ring of the
dark-field condenser and polarized excitation for (upper row)
Φexc = 45� and (lower row) Φexc = 0� (the three small black
lines are a built-in condenser feature), (center) of the illumination
ring with a cross-polarized analyzer but without aperture, and
(right) the same pattern as on the left but with the designed
cross-aperture placed in the excitation path.

3.2.3 Back Focal Plane Imaging

Back focal plane (BFP) measurements allow for visualizing radiation
patterns, as the k-vectors of the (emitted) light are imaged on the
detector plane. This means that each point in a back focal plane
image corresponds to a direction in which the light propagates. The
ability of detecting radiation patterns is of great interest when it
comes to measuring fluorescence enhancement, as the amount of the
detected light will be highly dependent on the propagation direction
of the emitted light. It is also an essential tool when it comes to
characterizing the directionality of an emitting quantum light source,
as it was performed in section 4.2.
Figure 3.15 shows in the top panel the optical path of light for imaging
an object, which is located in the sample plane, in real-space, while the
bottom panel shows the optical path for imaging in k-space. Objectives
used in standard microscopy are infinity corrected, meaning the light
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3.2.5 Photoluminescence Spectroscopy and Set-ups

As mentioned before, various experiments described in this thesis
were performed in different laboratories. Even though the measuring
procedure for photoluminescence measurements is similar in all exper-
iments, the focus is on different priorities. Therefore, the individual
set-ups are described in the following.
The optical set-up described in section 3.2.2 has been extended for
the possibility to conduct confocal photoluminescence spectroscopy
measurements and back focal plane imaging, respectively. A scheme
of the modified set-up is shown in Figure 3.17. A continuous wave,
diode-pumped solid state laser (LaserQuantum, gem473) with a wave-
length of λ = 473 nm and an output power range of 50� 500 mW
is used as the excitation source. The excitation light is sent through
a laser line filter to block remains of the pump laser before passing
through a selectable set of neutral density (ND) filters with varying
attenuation factors to adjust the power. The beam is cleaned by pass-
ing through a polarizing beam splitter cube which assures a defined
linear polarization dependent on its orientation in the optical path. In
this set-up, the polarization was adjusted to be horizontally oriented,
yet it can be easily changed by inserting polarization optics into the
optical path. (Optional optical elements are indicated by dashed lines
in the figure.) The linear polarization of the light can be rotated by
any amount by inserting a half-wave plate or it can be transformed to
elliptical or circular polarization by inserting a quarter-wave plate. The
light is then coupled into the objective by being directed towards a ND

beam splitter (Chroma, ND-BS 20R/80T) via two vertically stacked
mirrors. In most set-ups a dichroic mirror is the straightforward choice
to guide the excitation light towards the sample and to block it from
reaching the detector. Yet, here, a ND beam splitter was chosen fol-
lowed by a notch filter (Semrock, NF03-473E-25), which only blocks
the excitation wavelength in a small range of � 13 nm. This choice
is made to avoid unwanted side-effects concerning the retention of
polarization in dichroic mirrors. Due to the nature of their working
principle they show a wavelength-dependent phase shift between s-
and p-polarized light, which becomes visible in polarimetric measure-
ments. For the explicitly named components and supported by their
data sheets, no differences could be observed in s- and p-polarized
transmittance, therefore enabling polarimetric spectroscopy measure-
ments. The choice of a notch filter provides the additional advantage
of offering the possibility to measure anti-Stokes signals, for example
in anti-Stokes Raman scattering [132] or anti-Stokes photolumines-
cence [133] (if higher excitation wavelengths are available). Lastly, the
emitted light passes through the filter and is directed to the detection
path, which is identical to that described in section 3.2.2.
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Lifetime measurements were performed using a pulsed supercon-
tinuum laser (NKT Photonics, SuperK Extreme EXB-4) operating at
a repetition rate of 20 MHz as the excitation source. For reasons of
consistency the laser wavelength was also set to λ = 488 nm by using
an acousto-optical tunable filter (NKT Photonics, SuperK Select). The
emitted light was guided to a spectrally integrating detector (Micro
Photon Devices, PDM series) connected to a time-correlated single
photon counting system (TCSPC), providing a photon timing resolution
better than 50 ps FWHM, according to the manufacturer. With this,
lifetime histograms as described in section 4.1.1 were taken by inte-
grating the signal until a reasonable amount of counts was collected
for further data evaluation.

3.2.5.2 Photoluminescence Measurements of Hybrid Bullseye Antennas

The optical measurements of the hybrid bullseye antennas described
in section 4.2 were performed by Hamza Abudayyeh at the Hebrew
University of Jerusalem in Israel.
A scheme of the optical set-up is shown in Figure 3.19. For excitation,
laser pulses with a wavelength of λ = 405 nm and a repetition rate
of 4 MHz are generated by a pulsed, frequency doubled femtosecond
Ti:Sapphire laser. The excitation light is then coupled into the set-
up by a dichroic mirror and focused onto the sample through an
objective (Olympus, 100x MPlanFL N BD, NA = 0.9). The sample
is mounted on a piezo stage and scanned through the focus of the
excitation laser beam. The emitted fluorescence signal is collected with
the same objective and guided alternately to different detectors by
passing through the dichroic mirror, which blocks wavelengths below
λ = 567 nm. Dependent on the respective application, the emitted
light can be guided by inserting or removing flipping mirrors into
the optical path. To determine the location on the sample, real-space

images can be taken by guiding the light directly to a CMOS-camera
(Hamamatsu, ORCA-Flash 4.0), which also serves as the detector for
spectrally integrated back focal plane images when an additional
BFP lens is inserted. Spectrally resolved back focal plane images can
be acquired by guiding the light through a spectrometer equipped
with a CCD-detector. Time-resolved and time-correlated single photon
counting measurements can be done by directing the signal towards
a Hanbury Brown Twiss module, consisting of a 50/50 beam splitter,
two APDs (Excelitas, SPCM-AQRH-14-FC) and some time-resolved
single photon counting electronics (Swabian Instruments, TimeTagger
2.0).
A Hanbury Brown Twiss experiment is used, inter alia, to determine
whether photon antibunching is present, i.e. if a quantum light source
truly emits single photons. For pulsed excitation, as given in the
experiments described here, the quantum dot will get excited with
every incoming pulse and relax again by emitting a photon within
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3.3 simulations

The simulated results discussed in different sections in this thesis
were obtained with the help of the MATLAB toolbox MNPBEM by
Hohenester et al. [137–139]. The toolbox has been devised for the
simulation of metallic nanoparticles (MNP), following F. J. Garcia de
Abajo and A. Howie [140] with their boundary element method (BEM)
approach to find exact solutions of Maxwell’s equations for arbitrarily
shaped particles in a dielectric environment. While details about the
toolbox can be found in literature [137], its basic working principle is
shortly introduced, and the models used for different simulations are
presented.
As mentioned above, the toolbox was designed to find, i.e. compute
the electromagnetic properties of metallic (plasmonic) nanoparticles in
a dielectric environment. The toolbox differentiates between a quasi-
static (quasi-static approximation) and a retarded approach. As the
latter one includes retardation effects, it is more accurate for realistic
structure dimensions and is therefore discussed here.
To start with, particles with volumes Vi in the simulations need to be
generated in such a way that they are separated by closed interfaces
BVi from the environment and possess isotropic and homogeneous
dielectric functions. By applying an external perturbation, i.e. exciting
the particles through an incoming electromagnetic field, electromag-
netic fields are consequently induced at the locations of the particles.
The toolbox is used to compute these induced fields under considera-
tion of the boundary conditions at the particles’ closed surfaces. This
is done with the help of Green’s functions, which are used so solve
linear partial differential equations such as the Helmholtz equation
for the potentials, and are defined as

(∇2 + k2
i )Gi (⃗r, r⃗1) = �4πδ(⃗r� r⃗1) , Gi (⃗r, r⃗1) =

eiki |⃗r� r⃗1|
|⃗r� r⃗1| (3.2)

where ki =
?

ε ik denotes the wave number inside the particle, defined
by positions r⃗ P Vi, with permittivity ε i of medium i, and k = ω

c is theNonmagnetic

materials are

assumed in all

simulations:

permeability µ = 1

wave number in vacuum. Assuming that the boundary conditions for
electromagnetic fields at interfaces are met, a solution for the scalar
and vector potentials inside the particle (⃗r P Vi, r⃗ R BVi) can be found,
so that both fulfill the Helmholtz equation and are given by

φ(⃗r) = φext (⃗r) +

¾
Vi

Gi (⃗r, s⃗)σi (⃗s)da (3.3)

A⃗(⃗r) = A⃗ext (⃗r) +

¾
Vi

Gi (⃗r, s⃗)⃗hi (⃗s)da . (3.4)

Here, φext and A⃗ext denote the external perturbation given as scalar
and vector potentials, Gi is the Green’s function. σi are the surface
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charge distributions at the particle boundary BVi, consisting of sur-
face elements da, and h⃗i denote the surface currents, respectively. As
mentioned above, these two quantities need to be chosen in such a
way that the resulting electromagnetic field satisfies the boundary
conditions, i.e. continuity of the tangential component of the electric
(magnetic) field inside and outside of the particle and continuity of
the normal dielectric displacement. As the scalar and vector potentials
φ and A⃗ are also linked through the Lorenz gauge condition

∇ � A⃗ = ikεφ , (3.5)

expressions for the surface charge and current distributions [140, 141]
can be found, respectively, by performing some extended calculus
including matrix inversions and multiplications. The boundary ele-
ment method comes into account by approximating the integrals in
equations 3.3 and 3.4 by a sum over discretized surface elements da.
With the expressions for σi and h⃗i and with the help of equations
3.3 and 3.4, the electromagnetic fields at any other position can be
determined via E⃗ = ikA⃗�∇φ and H⃗ = ∇� A⃗.
Apart from a homogeneous dielectric environment, the toolbox also
allows for including layer structures, i.e. implementing substrates into
the simulation, which is helpful to identify substrate-induced effects
(such as resonance shifts due to a changed refractive index).
The simulations performed in this thesis were individually adapted
for different research questions. Unless stated otherwise, a retarded
approach was chosen to maintain phase-information of the surface
charge distributions and electromagnetic fields. Furthermore, sub-
strate layers were considered, differing between glass or glass/ITO for
transparent samples (cf. section 4.1) and gold for the template-stripped
cones discussed in section 4.2.

3.3.1 Dipole Excitation

The fields radiated by an oscillating dipole can act as an excitation
source for plasmonic structures nearby. Vice versa, the nanostructures
also modify the decay rates of the dipole emitter. Thus, for simulations
including quantum emitters, a model was set up consisting of the
desired structure placed on a substrate layer, and dipole excitation was
chosen to compute the surface charge distributions on the particle.
The position of the dipole can be chosen independently. For the sim-
ulations discussed in section 4.1.1, the dipole was placed at varying
distances above the cone’s apex while in section 4.2 the position was
varied laterally. However, the computing scheme is as follows: Starting
from the dyadic Green’s function E⃗(⃗r) = k2G⃗(⃗r, r⃗1, ω) � d⃗, which links
the electric field at position r⃗ to an oscillating dipole at position r⃗1,
potentials and surface charge distributions for a given wave number
k = ω

c can be computed as described above, and from this the induced
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fields can be obtained. The model allows for computing the total and
radiative decay rates according to [57]

Γtot = Γ
0
rad +

1
2
ℑ(d⃗ � E⃗ind) , Γ

0
rad =

4
3

nbk3 (3.6)

where d⃗ denotes the transition dipole moment, and E⃗ind is the induced
electric field at the position of the dipole. Γ0

rad is the free-space decay
rate, dependent on the refractive index nb of the surrounding medium,
i.e. the decay rate of a dipole taking into account only the background

layer structure. The toolbox also allows for computing the photonic
local density of states for any given nanostructure.

3.3.2 Plane Wave Excitation

Simulations of electromagnetic fields scattered into the far field, i.e.
spectra and radiation patterns, but also of near-field maps, as described
in section 4.3 for example, were computed using an incoming plane
wave as excitation source. The k-vector of the incoming light and also
its polarization orientation can be specified. Again, the toolbox solves
Maxwell’s equations using the scheme described above to compute
the surface charge distributions on the particle’s surface. By the time
the incoming fields E⃗inc and B⃗inc and more importantly the scattered
electromagnetic fields E⃗ and B⃗ are known, the scattering cross sections
can be computed from

Psca = nb

¾
ℜ

(

n⃗ � tE⃗� B⃗�u
)

da (3.7)

and extinction is given by applying the optical theorem

Pext = � 1
nb

¾
ℜ

(

n⃗ � tE⃗� B⃗�inc + E⃗�inc � B⃗u
)

da , (3.8)

where nb again denotes the refractive index of the surrounding medium.
n⃗ is the unit vector in the propagation direction of light, and the inte-
gration is performed over the whole detector surface, i.e. a unit-sphere
at infinity. The scattering cross section can then be obtained by divid-
ing the radiated power Psca by the intensity of the exciting plane wave.
If layer structures are included in the simulations, the extinction cross
section is computed according to [142, 143]

Pext =
4π

kr
ℑ

(

E⃗�r � F⃗r + E⃗�t � F⃗t

)

, (3.9)

where kr is the wave number of the incoming wave reflected at the
substrate. E⃗r,t denote the reflected and transmitted electric fields of
the plane wave excitation, while F⃗r,t are the reflected and transmitted
scattered fields, respectively. It should be emphasized once more that
the toolbox allows direct access to the computed scattered electromag-
netic fields, so that they can be used in further evaluations as it was
done for instance in equation 3.1 for the energy flux.
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4.1 hybrid antennas - quantum dots on gold nanocones

The ability of plasmonic nanostructures to alter the emission char-
acteristics of fluorescent molecules or quantum dots placed in close
vicinity to the metal is a well-known phenomenon and widely stud-
ied [144, 145]. The enhancement of the emission rate is a key feature
used in nano-optics, e.g. in tip-enhanced scanning near-field optical
microscopy [146] or plasmon-enhanced stimulated Raman scattering
microscopy [147], but also in nano-photonic applications such as nano-
lasers [148] or photonic-crystal waveguides [149].
While many works focus on the improvement of the overall photolumi-
nescence yield, containing both, excitation enhancement and quantum
efficiency [150, 151], the mechanisms involved in the emission of a
photon from such a hybrid system are far less investigated. This is
also due to a quite challenging fabrication, as the precise placement of
quantum emitters at distinct positions of nanostructures is no trivial
task [152–154].
These issues shall be addressed by applying a process for the self-
aligned placement of quantum dots at the apexes of gold nanocones
[121] and studying the optical properties of such hybrid antennas
[123]. The attachment process of the quantum dots was originally de-
veloped by Julia Fulmes and is adapted with some expedient changes
in this work. A detailed description can be found in section 3.1.2. The
photoluminescence and lifetime measurements were performed in the
group of Prof. A. Meixner at the Institute of Physical and Theoretical
Chemistry. The experimental results have been published in Meixner et

al., Coupling single quantum dots to plasmonic nanocones: optical properties,

Faraday Discussions, 2015 [123].

4.1.1 Optical Characterization of Hybrid Antennas

One of the biggest advantages in plasmon-assisted photoluminescence
enhancement is the high tunability of the structures themselves. De-
pending on size, material and geometry, the optical properties are
adjustable over a wide wavelength range, spanning from ultraviolet,
e.g. with aluminum [155], to mid-infrared with metal nitrides or doped
semiconductors [156]. Also the variety of possibilities in tuning the ge-
ometry to obtain desired properties, e.g. clearly distinct resonances in
very elongated structures or extremely confined and highly enhanced
near fields at very sharp apexes, make plasmonic nanostructures well

67
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suitable for studying the interaction with quantum emitters.
Here the focus lies on the interaction of CdSe/ZnS core-shell quantum
dots1 with an emission peak at 650 nm bound to the apexes of gold
nanocones. This kind of structure was chosen for its three-dimensional
geometry, as it simplifies exclusive access to the highly enhanced near
field at the tip of an individual cone, and it also possesses two spatially

separated dipolar modes (and also higher-order quadrupolar modes
with resonances at shorter wavelengths), namely the (in-plane) base
mode and the (out-of-plane) tip mode. By adjusting the nanocone’s
overall dimensions and also its aspect ratio, the resonance positions
of the two modes and also their relative intensity can be controlled
[157], so that the tip mode predominates over a background signal
originating from the base mode.
Figure 4.1 shows a close-up of a single nanocone with a base diameter
of � 90 nm and a height of � 100 nm located on a 50 nm thick conduc-
tion layer of indium tin oxide (ITO) on a glass cover slip. The array of
cones on the right-hand side shows that uniformity of the structures
is satisfactory.

Figure 4.1: SEM images of gold nanocones at a viewing angle of 20� to the
surface normal.
(Left) Single gold nanocone with a base diameter of b � 90 nm
and a height of h � 100 nm. (Right) Overview of an array of
nanostructures showing the consistency of shape.

To investigate the optical properties of the antenna alone, dark-field
scattering spectroscopy was performed. Scattering spectra of individ-
ual nanocones are displayed in Figure 4.2 and show resonances at
λ � 650 nm, thus being resonant to the emission wavelength of the
chosen quantum dots. The average resonance λ = 646 nm is obtained
from an averaged spectrum (black solid line in Figure 4.2) with a Gaus-
sian fit. To unequivocally identify the modes in such nanostructures,
simulations were performed for two distinct excitation polarizations,
transverse magnetic (TM) and transverse electric (TE), i.e. p-polarized
and s-polarized, respectively. The incident illumination angle of 71.8�

was chosen to match the maximal experimental numerical aperture
NA = 0.95 of the dark-field condenser.

1 CdSe/ZnS quantum dots with fluorescence maximum at (650� 5) nm, PlasmaChem
GmbH, PL-QD-O-650.
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Figure 4.2: Dark-field scattering spectra of different nanocones as shown
exemplarily in Figure 4.1. The black line shows the average spec-
trum with its maximum being located at λmax = 646 nm, as it is
extracted from a Gaussian fit.

Figure 4.3: Computed scattering spectra for a gold nanocone located on a
50 nm thick ITO layer on a glass substrate. The solid line shows
the normalized scattering for TM-excitation, the out-of-plane reso-
nance position is λtip = 650 nm. A higher-order mode shows up
as a slight shoulder at λ � 590 nm. The dashed line shows the
normalized in-plane resonance at λbase = 705 nm, which is ob-
tained for TE-excitation. The dotted lines represent data obtained
from measurements.

Figure 4.3 shows the computed scattering spectra for a nanocone
as modeled in the inset. The dashed line shows the light emitted
to the far field for TE-excitation, therefore only exciting the in-plane
(base) mode at λbase = 705 nm. TM-excitation leads to a resonance at
λtip = 650 nm, representing the out-of-plane (tip) mode and matching
the experimental data (dotted lines) quite well. The in-plane resonance
is visible as a slight shoulder, as p-polarized excitation under an angle
other than 90� always has an in-plane contribution. The broadening
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of the linewidths in the experimental data is caused by enhanced
damping in realistic geometries and the polycrystalline nature of such
nanostructures due to the fabrication process (cf. section 3.1.1).
Figure 4.4 shows maps of the near-field enhancement for TM-excitation
at λtip = 650 nm and for TE-excitation at λbase = 705 nm. These con-
firm the expected high field confinement at the tip and the edges of the
nanostructure and show a maximal enhancement factor of E/E0 = 89
at the tip. They also illustrate that for the chosen geometry and exci-
tation, the out-of-plane resonance exceeds the in-plane resonance in
intensity of the electromagnetic fields, which is of relevance in our
approach of studying the optical properties of quantum dots bound
to the nanocones’ tips.

Figure 4.4: (Left) Near-field enhancement for TM-excitation at the resonance
wavelength λtip = 650 nm of the out-of-plane mode. (Right) Near-
field enhancement for TE-excitation at the resonance wavelength
λbase = 705 nm of the in-plane mode. The white dotted line marks
the surface of the ITO-layer.

As mentioned before, CdSe/ZnS quantum dots were chosen to
study the optical properties, i.e. the emission characteristics of the
hybrid antennas. Those quantum dots exhibit broad absorption and
a narrow luminescence emission band2 as can be seen in Figure 4.5.
The Stokes shift between these bands is beneficial for our approach, as
excitation and emission are spectrally distinct. So for a wavelength of
λexc = 488 nm, the excitation is far off-resonance, and the emission of
photons originating from direct excitation of the out-of-plane plasmon
mode can be neglected. Also, the power of the excitation laser is
chosen to be low enough (see section 3.2.5.1 for a detailed description
of the experimental set-up) to not excite plasmons via energy transfer
from gold photoluminescence.

While the excitation transition dipole moment has been shown to
be isotropic [77] in individual CdSe/ZnS quantum dots, its lumines-

2 Spectra extracted from datasheet for PL-QD-O-650, PlasmaChem GmbH.
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Figure 4.5: Luminescence (solid line) and absorbance (dash-dotted line)
of commercial CdSe/ZnS quantum dots. Data extracted from
datasheet.

cence emission is anisotropic and dependent on its orientation due
to its crystallographic properties [76]. Also, as discussed in detail in
section 2.3, the excitation and emission rates, γexc and γem, of such
a nanocrystal are modified when the quantum emitter is brought
close to a metallic nanostructure. Both rates depend, inter alia, on the
photonic local density of states ρ(⃗r, ω) via

γexc (⃗r, ω0) =
2π

h̄2

��⃗pE⃗(⃗r)
��2ρ(⃗r, ω0) (4.1)

γem (⃗r, ωem) =
2π

h̄2

��Mge (⃗r, ωem)
��2ρ(⃗r, ωem) (4.2)

where p⃗ is the excitation transition dipole moment, E⃗(⃗r) is the electric
field amplitude at the position r⃗ of the dipole emitter, and Mge (⃗r, ωem)

is the matrix element of the transition, i.e. gives the magnitude of the
quantum dot’s emission dipole moment. These local densities of states
are displayed in Figure 4.6. For reasons of simplicity, a substrate was
not considered in these simulations. The upper row shows ρ(⃗r, ω0)

for the excitation wavelength, while the lower row shows ρ(⃗r, ωem)

for the emission wavelength. The columns differentiate between an x-
and z-orientation of the dipole moment. While the density of states
for the excitation wavelength is almost independent from different
dipole orientations and is also distributed quite uniformly around the
nanostructure, one can see a clear difference for the density of states
at the emission wavelength. ρ(⃗r, ωem) is clearly enhanced around the
tip for photons emitted from dipoles oriented along z, simultaneously,
following the cone’s axis in vertical direction, there are essentially no
states to occupy for photons emitted from dipoles oriented along x

(and y consequently). The local density of states represents the total
amount of states that can be occupied by a photon, that includes
radiative states as well as non-radiative ones.
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Figure 4.6: Photonic local density of states presented on a logarithmic color
scale. The upper row shows ρ(⃗r, ω0) for the excitation wavelength
λexc = 488 nm, and the lower row shows ρ(⃗r, ωem) for the emis-
sion wavelength λem = 650 nm of the quantum dots for dipole
moments oriented in (left) x- and (right) z-direction, respectively.

The modification of the transition rates is known to be dependent on
the distance of the quantum emitter to the metal nanostructure [158].
Therefore, the energy-dependent modification of the transition rates
for a dipole emitter placed at varying distances above the nanocone’s
tip is investigated in more detail. For weak excitation, which is given in
the experiment, the total decay rate is given by γem = γ = γrad + γnr,
where γrad represents the radiative and γnr the non-radiative decay
rate, respectively, and the emission rate γem can be linked to the
excitation rate γexc via

γem = γexc
γrad

γ
. (4.3)

Figure 4.7 depicts the spectrally resolved decay rates in dependence
of the vertical displacement ∆z of the dipole emitter from the tip of
the nanocone. It shows that the total decay rate γ is enhanced for
dipole positions close to the nanocone’s tip, i.e. in regions where the
near-field enhancement is highest, and over a wide spectral range,
compared to the free-space decay rate γ0, calculated without the nanos-
tructure being present. While the non-radiative decay rate γnr is also
mostly enhanced for shorter wavelengths, yet showing distinguish-
able features at the resonance positions of the out-of-plane dipolar
mode and also a higher-order mode (compare spectrum in Figure
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Figure 4.7: Spectrally resolved decay rates for a dipole emitter oriented along
z close to the tip of a nanocone antenna. The decay rates are
normalized to the free-space decay rate γ0 computed without
a nanostructure and are shown for different dipole positions,
varying in a vertical direction above the nanocone’s tip.

4.3), the radiative decay rate γrad clearly shows its highest values
around the out-of-plane resonance of the nanostructure. Attention is
now drawn to the radiative and non-radiative decay rates at these
two resonance positions. The uppermost row in Figure 4.8 shows the
decay rates (solid lines) as a function of the vertical displacement ∆z.
(The dotted lines show the same data on a semi-logarithmic scale to
improve the visibility of the differences for higher displacements.) At
the wavelength of the higher-order mode (left), the enhancement of the
non-radiative decay rate predominates for all distances, while for the
resonance wavelength of the dipolar mode (right), the enhancement of
γnr dominates only for very small distances, and the enhancement of
γrad prevails. The lower two rows in Figure 4.8 show the decay rates as
a function of the wavelength for different displacements, accordingly.
Very close to the tip, the non-radiative decay rate clearly predomi-
nates over the full spectral range, an effect known as quenching. This
quenching is also highest for shorter wavelengths, as the enhancement
of the non-radiative decay rate is proportional to the amount of Ohmic
losses (high absorption for wavelengths below the plasma frequency
ωp) in the environment of the quantum emitter [159]. For increasing
distances between quantum dot and nanostructure, the enhancement
of the non-radiative decay rate decreases drastically, while - at the
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wavelength of the out-of-plane resonance - the radiative decay rate
starts to prevail. So, while the total enhancement reduces notably, the
ratio of radiative to non-radiative decay improves, i.e. the emission
probability qa =

γrad
γ or so-called quantum yield increases.

Figure 4.8: (Upper row) Radiative and non-radiative decay rates for increas-
ing distances of the dipole emitter to the nanocone’s tip, evaluated
at the wavelengths of the plasmon resonances λ = 590 nm and
λ = 650 nm. The dotted lines show the same data on a semiloga-
rithmic scale to improve the visibility of the differences for higher
displacements. (Lower rows) Radiative and non-radiative decay
rates for different vertical displacements as noted in the figures.
For very small distances, the non-radiative decay rate and there-
fore quenching dominates the fluorescence process, while for
greater distances the enhancement of the radiative rate prevails
at the dipolar resonance (cross-over at � 3 nm), and the emission
probability increases. The mode at λ � 525 nm shows a dark
mode, which consequently does not radiate photons to the far
field.

Therefore, as given in equation 4.3, the emission rate can be calcu-
lated. It depends on this quantum yield and also the excitation rate.
The normalized excitation rate, as described in section 2.3, is depicted
on the left side in Figure 4.9 together with the distance-dependent
quantum yield, while on the right-hand side the calculated emission
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rate enhancement can be seen, showing a maximum at ∆z = 2.5 nm.
The rate enhancement found in the experiment is around an order
of magnitude, while the quantum dot is assumed to be located at a
distance of ∆z � 3.7 nm due to the binding by thiol chemistry [121].

Figure 4.9: (Left) Excitation rate enhancement and quantum yield for a dipole
emitter placed at varying distances above a nanocone. (Right)
Emission rate enhancement for this particular system.

4.1.2 Experimental Characterization

To experimentally investigate such hybrid systems, photolumines-
cence and lifetime measurements were performed in the group of
Prof. A. Meixner. Photoluminescence raster scan images and spectra
were taken using a home-built inverted confocal microscope (see sec-
tion 3.2.5.1 for more details on the experimental set-up). Figure 4.10

shows such photoluminescence raster scan images of quantum dots
dispersed on a glass cover slip and bound to the tips of individual
gold nanocones. The quantum dots dispersed on glass show intensity
fluctuations and also fluorescence intermittency, i.e blinking behav-
ior, which is often observed in such types of single quantum dots.
Contrarily, fluorescence intensity fluctuations of quantum dots bound
to the tips of the nanocones are by far less pronounced. The lower
row in Figure 4.10 displays typical photoluminescence spectra for the
two cases shown above. While the emission peaks were fitted with
Lorentzian line profiles, a Gaussian peak was superimposed to the
spectra recorded on the nanocones sample, as they show some back-
ground luminescence. Corresponding residuals are shown to display
the goodness of fits for individual spectra. The background signal
originates from the fabrication process and is due to some residual
resist. Yet, the binding process could be modified successfully to elimi-
nate this unwanted signal. See section 3.1.2 for details on the modified
process and recorded photoluminescence spectra without such back-
ground signal.
As it can be seen from the raster scan images, fluorescence inter-

mittency seems to decrease for quantum dots placed on nanocones.
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certain intensity value. Even though blinking is a highly complex phe-
nomenon, involving a variety of different effects, such as multi-exciton
decay, Auger recombination, and charge trapping [83, 84, 167], the
kind of quantum dots used in our study shows two distinguishable
states, namely the on- and off-states. While the on-state seems to last
for time scales on the order of seconds, the system seems to prefer the
off-state, i.e. non-radiative processes have the upper hand, and energy
is transferred without emitting a photon, as those states last for tens
of seconds.

Figure 4.12: Spectrally integrated intensity trajectories of a quantum dot on
glass and of a bare nanocone with no quantum dot linked to the
tip, and histogram plots displaying the number of occurrences
of a certain intensity value. The quantum dot on glass shows a
two-level blinking behavior, while the bare gold cone expectedly
shows no fluorescence intermittency.

For comparison, the luminescence signal of a bare gold cone with
no quantum dot linked to the tip expectedly shows no such features,
as can be also seen in Figure 4.12. Contrarily, intensity trajectories
recorded for the hybrid systems differ clearly, as even three-level
blinking can be resolved. Figure 4.13 exemplarily shows an intensity
trajectory of a single quantum dot bound to the tip of a gold nanocone
for a time interval of 120 s with a binning time of again 5 ms. It can be
seen that the occupation time of the on-state increased compared to
before and also the total amount of counts per time bin. One would
also expect an increased photoluminescence intensity if two or more
quantum dots were bound to the tip. Yet, the data gives strong indi-
cation that the signal originates from solely one quantum dot. The
grey-shaded areas labeled A - D mark periods of 5 s each, which are
investigated in more detail below. The blinking behavior observed
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Figure 4.13: Spectrally integrated intensity trajectory of a quantum dot bound
to the tip of a gold nanocone and corresponding intensity value
occurrence histogram. Shown is a time interval of 120 s with a
binning time of 5 ms. The grey-shaded areas mark periods of 5 s
each which are displayed as close-ups below. A shows two-level
blinking with an enhanced occupation of the on-state, while in
B the off-state predominates. C shows the occupation of an inter-
mediate grey state, which is due to adsorption and desorption
of molecules from the ambient air. D shows random switch-
ing between the three levels, uncovering the unpredictability of
fluorescence intermittency.

in time interval A is the strongest argument for a single quantum
dot in the system, as it clearly shows two-level blinking, with the
system even being preferably in the on-state. If the signal originated
from two or more quantum dots, those quantum dots would need to
emit photons in an absolutely synchronized fashion, otherwise more
intensity levels or even an average continuous intensity value would
be visible. This is highly unlikely, as blinking of individual quantum
dots has no characteristic time scales. Yet, here, two-level blinking
persist over several seconds. In time interval B the system is mostly
in the off-state, similar to what has been observed for a quantum
dot on glass, and also gives strong indication to only one quantum
dot, as again a persisting off-state would require two (or even more)
quantum dots to not emit simultaneously. Time interval C now shows
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From the obtained amplitudes and lifetimes, the intensity-weighted
average fluorescence lifetimes were calculated according to

xτy =

°
i

Ai � τ2
i°

i

Ai � τi
. (4.4)

While for a quantum dot on glass the average lifetime is on the order
of xτy � 11 ns, it is slightly decreased when the quantum dot is
embedded in PMMA, as the lifetimes are found to be related to the
stabilization energy of charges in the direct environment [160]. The
average lifetime in PMMA is then found to be around xτy � 1 ns. Both
values are in good agreement with lifetimes found in literature [173–
176]. A drastic decrease in lifetime can be observed for quantum dots
on nanocones, as it is found to be on the order of xτy � 150 ps. Similar
lifetimes have been found in other hybrid systems consisting of single
quantum dots and metallic nanoparticles or rough gold films [177,
178]. The average fluorescence lifetime of a quantum emitter in a
similar hybrid system, as it is described in section 4.2, was found to be
xτy � 940 ps, while for the reference measurement of a quantum dot
on glass the lifetime was xτy � 20 ns [41]. A remotely similar system is
described in [154], where a quantum dot is picked up with a glass fiber
tip of a shear-force microscope and is subsequently positioned above
a plasmonic nanocone. The average lifetimes found in this work were
xτy � 1.4 ns for the quantum dot above the nanocone and xτy � 62 ns
for a reference quantum dot on glass. This comparison demonstrates
once again the crucial influence of the surroundings on the radiative
properties of a quantum emitter. The record-low lifetime reported in
this work might even be undercut, as due to resolution restrictions of
the experimental set-up, the value is close to the instrument response
function, and therefore represents an upper limit.
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4.2 hybrid bullseye antennas

The knowledge transfer from fundamental research to industry, i.e.
its implementation in the development of specific applications, is the
supreme discipline for applied scientists. Semiconductor quantum
dots serve as a prime example for such a successful evolution, as basic
research and application development go hand in hand. Due to their
high tuneability of chemical, electrical and optical properties, scientists
strive to find new compositions, and the engineering and improve-
ment of their properties is still in the focus of contemporary research.
Additionally, due to their large-scale availability, reproducibility and
reliability in synthesis and performance, they proved to be well-suited
candidates for usage in commercial applications.
Semiconductor nanocrystals are already used in a variety of fields,
such as in light emitting diodes [179], in hybrid solar cells for up-
conversion [180], to enhance performance in photo-detectors [181]
or as active media in quantum dot lasers [182]. Quantum dots are
also in the focus of attention for implementation in quantum infor-
mation and communication technologies [183]. A major step towards
successful quantum applications is the development of single photon
light sources, which are able to provide individual photons on demand,
preferably deterministic with a well-defined polarization and indistin-
guishable from each other. This challenging task therefore constitutes
a highly investigated topic for a large number of researchers with
different scientific backgrounds [184–189]. While there are many ap-
proaches of using quantum dots [36, 190–193] (coupled into photonic
cavities) as photon sources, there still are some obstacles that need to
be overcome. The brightness, for example, is limited by the intrinsic
optical properties of such nanocrystals, as it depends on the decay
rates of the excited state and also the omnidirectional emission charac-
teristics. As it has been extensively discussed before [57], plasmonic
nanostructures can alter the emission rates of quantum emitters when
placed in close vicinity to each other (cf. section 4.1). Additionally,
such metal structures can also redirect fluorescence signals when de-
signed as directional antennas, as is has been demonstrated, e.g. in
[69, 124, 194].
With the antenna design discussed in the following, both concepts are
combined in a monolithic device, so that the emission rates as well
as the emission directionality of a quantum emitter can be modified
simultaneously, which is no trivial task for applications working at
room-temperature. As the projected photon emission rates of this
engineered quantum light source approach the GHz range, this study
marks a significant step towards ultra-bright deterministic single pho-
ton sources operating at room-temperature. The optical measurements
for characterizing such hybrid systems were performed in the group
of Prof. R. Rapaport at the Racah Institute of Physics at the Hebrew
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Figure 4.16: (Left column) SEM images of a gold nanocone in the center of a
hybrid bullseye device - bare, embedded and with an uncovered
tip. (Upper row) Near-field enhancement for a dipole emitter
placed above the tip with its dipole moment being oriented
in z-direction and for an emission wavelength of λ = 665 nm
(center). Comparison of wavelength-dependent Purcell factors
for dipoles oriented in x- and z-direction, respectively (right).
(Lower row) Sketch of simulation model for different quantum
dot positions at the tip (center) and comparison of enhancement
factors for different dipole orientations depending on the lateral
displacement ∆x for λ = 665 nm (right).

which constitutes the waveguide layer. It shows that the near fields
around the tip are highly enhanced for an emitter with a dipole mo-
ment oriented in z-direction and with an emission wavelength of
665 nm. The graph on the right-hand side compares the corresponding
wavelength-dependent enhancement factors for dipoles oriented in x-
and z-direction, respectively, and clearly demonstrates the predom-
inance of one orientation over the other. However, this is only valid
for dipole emitters placed exactly above the tip. As realistic structures
in the hybrid devices exhibit relatively large tip radii (� 20 nm) due
to the fabrication method, the placement of quantum dots is not as
accurate as simulations suggest.

The SEM images in the lower row of Figure 4.16 show intermedi-
ate steps of the attachment process (cf. section 3.1.3). They show the
nanocone being completely embedded in PMMA and the tip being al-
ready uncovered after oxygen plasma treatment. As the attachment of
quantum dots is performed by a self-aligned process, emitters statisti-
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cally bind anywhere in the uncovered region. To investigate the impact
of lateral displacement, simulations were performed with varying po-
sitions around the tip (∆x) but with a constant distance ∆z = 7 nm to
the surface, as it is also displayed in the lower row of Figure 4.16. For
evaluation, the wavelength was again set to λ = 665 nm to coincidence
with the maximal enhancement factor for the chosen geometry. It
becomes clear that for increasing (yet still realistic) displacements the
enhancement factors vary and dominate for dipole moments oriented
in x-direction or rather any other in-plane orientation, as the x-direction
was only chosen representatively. The importance of this result comes
to light when interpreting the experimental results discussed in the
following. A description of the experimental set-up that was used to
perform the optical measurements described below can be found in
section 3.2.5.2.
Figure 4.17 shows an optical image next to a confocal raster scanning
fluorescence image of such an investigated hybrid device. It can be
seen that the detected fluorescence signal solely originates from the
center of the antenna, i.e. from quantum dots coupled to the nanocone,
and therefore demonstrates the successful positioning of quantum
emitters exclusively at the desired hot spot. The lower left panel in
Figure 4.17 shows spectrally resolved and normalized fluorescence
signals taken at 15 different devices (light grey lines) and their aver-
aged spectrum in green. For comparison, a reference spectrum was
taken for quantum dots dispersed on glass (light pink) and also for an
empty device with no quantum dots attached to the nanocone (blue).
The differences in signal strengths and line shapes demonstrate that
plasmonic background contributions of the device can be neglected
and confirms that the detected signal indeed originates from quantum
dot fluorescence.
In order to achieve single photon emission, single or very few nanocrys-
tals need to be attached to the apexes of the gold nanocones. To de-
termine the number of quantum emitters in individual devices, i.e. to
decide whether single or few emitters are investigated, time-filtered
second-order correlation measurements were performed using the
Hanbury Brown Twiss module as sketched in Figure 3.19 and ex-
plained in section 3.2.5.2. The graph on the bottom right of Figure 4.17

shows the result of such a correlation measurement, displaying photon
anti-bunching and therefore representing a device containing only a
single quantum emitter. Time-filtering with a time-gate of 2 ns was
applied to temporally separate photons originating from the biexciton
(XX) state in the colloidal quantum dots, as those states are known to
emit multiple photons in the relaxation process [196].
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The data was fitted with a bi-exponential decay function, showing
a drastic decrease for both lifetime components. While the exciton
(X) state’s lifetime τx declines from 20 ns to 1.1 ns, the biexciton (XX)
state’s lifetime τxx reduces from 1.7 ns to 0.16 ns. In addition, the
contributions from the exciton and biexciton states are altered, respec-
tively, which is due to a modified quantum efficiency of the respective
state. As mentioned above, only photons originating from the exciton
state are of interest in a single photon device, as the relaxation of
the biexciton state results in multiphoton emission. With an average
lifetime of τx = 1.1 ns for the X state, filtering with a time gate of
2 ns sufficiently dismisses XX contributions in the detected signal. The
modification of the quantum efficiencies originates from the changed
photonic environment due to the plasmonic nanostructure in close
proximity to the quantum emitter. As discussed before, the metallic
resonator modifies the decay rate γ = 1

τ = γrad + γnr of each state
(X,XX) of a quantum emitter compared to the decay rate γ0 of an
emitter in free space according to

γ = Fγ0 = Frad γ0,radloooomoooon
γrad

+ Fnr γ0,rad + γ0,nrloooooooomoooooooon
γnr

, (4.5)

where F is the Purcell factor and γrad is the radiative and γnr the
non-radiative decay rate of the respective state, respectively. The en-
hancement factors as well as the intrinsic quantum yield QY0 and
the device quantum yield QY can be quantitatively extracted from
the measurements by solving a set of rate equations that describe the
photon statistics in the device [41] and by fitting the obtained decay
function to the lifetime curves. Additionally, a power saturation mea-
surement is needed to determine the final overall quantum yield of the
device, and saturation is reached at 0.35 photons/pulse. According to
the supplier3, the initial overall quantum yield is QY0 = 0.2� 0.4. The
obtained parameters are summarized in Table 4.1:

i Fi Fi ,r ad Fi ,nr QY0, i QYi

X 19� 2 9� 5 21� 7 0.28� 0.09 0.147� 0.009

XX 11� 1 23� 10 9� 1 0.023� 0.009 0.203� 0.012

Table 4.1: Purcell factors and quantum yields

The overall enhancement factors F are found to be on the order of
20 and therefore demonstrate the ability of the device to increase the
decay rates of the quantum emitters compared to the reference. Also,
the extracted quantum efficiencies show a moderate decrease of the
value for the exciton state in the device, accompanied by a drastic
increase of the quantum yield for the biexciton state. This explains

3 PlasmaChem GmbH, PL-QD-O-650.
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ppp � QYX = 0.147 for ΓLaser = 4 MHz and γX = (1.1 ns)�1. Those
values (on solid lines) are marked in the graph with a vertical dashed
line and an arrow indicating the experimental laser repetition rate. In
the deterministic regime, i.e. for laser repetition rates lower than the
decay rate of the exciton state, the achievable single photon rate ap-
proaches 1 � 108 photons

s , whereas in the quasi-continuous wave regime
even rates as high as 1.4 � 108 photons

s should be possible.
Even though the numbers shown in Figure 4.20 are only related to
the exciton state, the single photon purity can be questioned due to
simultaneous multiphoton emission originating from the biexciton
state. For comparison, the dashed lines show the obtained projected
photon rates with additional time-gated filtering (2 ns) applied, which
sufficiently dismisses those biexciton photons [196]. The projected
photon rates are therefore reduced to 16%, yet they still reach values
as high as 2 � 107 photons

s and represent a lower limit for high purity
single photons in the hybrid device.
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4.3 polarimetric spectroscopy and analysis of planar

gold nanostructures

The exploitation of locally strongly enhanced near fields originating
from the confinement of light in close vicinity to plasmonic nanostruc-
tures is the basic principle in a variety of plasmon-enhanced sensing
applications [197, 198], with achievable sensitivities reaching even
down to the single molecule level [199]. The influence of plasmonic
nanoantennas on the emission behavior of semiconductor nanocrystals
was part of the studies described in sections 4.1 and 4.2 and the occur-
ring modifications of the emission rates were extensively discussed.
Fluorescent quantum emitters, in return, can be also utilized to detect
plasmonic near fields [200]. While there is a variety of experimental
approaches to image such near fields, above all scanning near-field op-
tical microscopy (SNOM) techniques [201–204], but also methods based
on local ablation of materials in combination with fast laser excita-
tion pulses [205] or photochemical processes in photoactive molecules
[206–209] as well as photoemission electron microscopy [210, 211], it
is a further challenge to gain information on the optical properties
of the detected fields [212]. This is important though, e.g. in order to
acquire a better understanding of the mechanisms involved in selective
fluorescence enhancement, as it is observed for chiral molecules close
to plasmonic nanostructures [213–216]. As also electromagnetic fields
can possess optical chirality, and the enantiomer-selectivity originates
from the plasmonic near fields, it is of high interest to investigate their
chiroptical properties.
Chiral plasmonics constitutes a complete field of research on its own,
and substantial efforts are put into finding and optimizing structure
designs with tailored optical properties, solitary as well as arranged
in metasurfaces [47, 48, 112, 217, 218].
The study presented here contributes to a better understanding of
the formation of chiroptical fields in single plasmonic nanostructures.
Therefore, single planar gold structures with varying geometries, rang-
ing from achiral to chiral, were investigated experimentally with the
help of polarized single-particle dark-field scattering spectroscopy and
also theoretically, supported by simulations. A strategy was developed
to determine the full set of Stokes parameters from the polarimetric
spectroscopy measurements, which was used to demonstrate the chi-
rality flux to the far field [53]. In addition, a dipole model was set
up to describe the findings analytically, and a remarkable agreement
between measurement, simulation and calculation could be found.
The results of this study have been published in Mildner et al., Decoding

Polarization in a Single Achiral Gold Nanostructure from Emitted Far-Field

Radiation, ACS Nano, 2023 [107].
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4.3.1 Polarimetric Spectroscopy

As mentioned before, it is of broad scientific interest to study the chi-
roptical properties of electromagnetic fields emerging from plasmonic
nanostructures, both in the near and far field. Apart from sophisticated
imaging techniques, the characterization usually relies on ensemble
far-field measurements, namely linear circular dichroism spectroscopy,
which records the difference in extinction, i.e. includes absorption
and scattering, for circularly polarized excitation light with opposed
handedness. Non-zero responses are then used to draw conclusions
on the near-field optical properties [219].
Here, in contrast, single particles were investigated with a modified
dark-field scattering spectroscopy set-up, which is described in detail
in sections 3.2.1 and 3.2.2, and therefore only takes scattered signals
into account. The set-up allows for maintaining the polarization of the
incoming electric field, even though the light gets focused through a
dark-field condenser. This is of fundamental importance for the inter-
pretation of the obtained data, as will be discussed in the following
sections. In the experiments described below, the incoming electric
field was chosen to be linearly polarized. This is achieved by insert-
ing a broadband polarization filter in the excitation path, followed
by a rotatable cross-like aperture, which is placed directly into the
dark-field condenser, and which selectively lets pass certain incoming
k-vectors and otherwise blocks light that gets depolarized, i.e. whose
polarization is rotated from the initial one during the focusing process.
Details on how the aperture was designed can be found in section
3.2.2.

Figure 4.21 illustrates the depolarization effect on the electromag-
netic fields for different numerical apertures. The graph on the left-
hand side shows the situation for the condenser used in the experiment.
The incoming light enters the condenser under normal incidence (not
shown) and gets focused onto the sample. The black arrows show the
resulting k-vectors, i.e. oblique incidence, for the boundary values of
the angular range of the dark-field condenser, while the colored ar-
rows depict the electric field vectors. For an initially linearly polarized
electric field in x-direction, the polarization is only maintained for
k-vectors originating from a small angular range around directions
parallel or perpendicular to the polarization orientation, after passing
through the condenser. The graph on the right-hand side demonstrates
the effect more clearly, as it shows the deviation from the x-axis in
a top view image and as a bigger range of NA values was chosen.
While for a NA of 0.6 the depolarization effect is almost negligible, the
difference to a NA of 0.95 becomes even clearer.
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Figure 4.21: (Left) Depolarization of the electric field of linearly polarized
(in x-direction) incoming light in a dark-field condenser for
different NAs. The black arrows show the resulting k-vectors of
the light and the colored arrows the corresponding electric field
vectors. (Right) Exemplification of the effect for a greater range
of numerical apertures in top view.

4.3.2 Optical Far-Field Characterization of Rectangles and Rhomboids

In this study, several planar nanostructures with different geometries
were investigated with the help of polarized dark-field scattering spec-
troscopy measurements. The structures discussed here consist of gold
with a thickness of h � 25 nm and are located on a transparent glass
substrate, so that transmission measurements could be performed. A
detailed description of the fabrication process can be found in section
3.1.4. Figure 4.22 shows SEM images of the according nanostructures,
which are named A, B, and C in order to simplify the reading flow.
While the widths (� 80 nm) and lengths (� 120 nm) of the structures
are kept constant, the angle between the short and the long axis is
varied from αA = 90� for the rectangular structure to αB = 105� and
αC = 120� for the rhomboids. The rectangular structure therefore is
achiral, while the rhomboids are 2D-chiral structures with increasing
values of geometrical chirality χ2D.
The lower row in Figure 4.22 shows the corresponding normalized
dark-field scattering spectra for each structure, each for unpolarized
excitation (black solid line) and also linearly polarized light oriented
along Φexc = 0� (blue dotted line), i.e. parallel to the rectangle’s short
axis, along Φexc = 45� (brown dash-dotted line) and along Φexc = 90�

(green dashed line), i.e. parallel to the rectangle’s long axis. For each
structure, the unpolarized spectrum shows two peaks, typifying the
longitudinal (LR) and transverse (TR) localized surface plasmon res-
onances and their relative strengths, showing that the longitudinal
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Figure 4.22: SEM images of the investigated achiral (A) and chiral (B, C)
nanostructures with varying angles between the short and the
long axis (scale bar is 100 nm) and according normalized dark-
field scattering spectra for different excitation polarizations Φexc.
Φexc = 0� is oriented parallel to the rectangle’s short axis, while
Φexc = 90� is oriented parallel to its long axis.

mode clearly outnumbers the transverse mode in intensity.
As expected for particle A, illumination with light polarized along

Φexc = 0� only excites the transverse dipolar mode with a resonance
at λTR = 615 nm, while polarized illumination with Φexc = 90� only
excites the longitudinal mode at λLR = 740 nm and Φexc = 45� repro-
duces the unpolarized spectrum. The cases differ for particles B and
C, where both modes are excited with varying intensities for all three
linear polarization orientations of the illuminating white light source.
As can be seen in the spectra of particle C, excitation with linear polar-
ization in Φexc = 45� almost solely excites the transverse mode, while
illumination with Φexc = 0� and Φexc = 90� clearly excites both modes
to a notable amount, which suggests that the orientations of the dipo-
lar modes changed related to the change in geometry. A strategy to
experimentally obtain the eigenmodes’ orientations will be discussed
in section 4.3.6. Additionally, a red-shift of the longitudinal resonance
in particle C can be observed, as the geometrical length increases even
though the overall dimensions are kept constant.
To further investigate the optical far-field responses of the different
nanostructures, additional analyzation of the emitted signals was per-
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Figure 4.23: Analyzed dark-field scattering spectra for unpolarized excitation
with analyzation angles Θ ranging from 0� to 180� for all three
kinds of particle geometries A-C. The vertical white dotted lines
in the bottom row images mark a wavelength at which the
intensity course was fitted with a sine function for each data set.
The horizontal dotted lines mark the respective positions of the
intensity minimum.

formed by introducing a linear polarizer in the detection path. This
analyzer was inserted directly after the collection objective to avoid
possible influences of any other optical components in the optical path
(cf. section 3.2.2). Figure 4.23 shows analyzed dark-field scattering
spectra for all three kinds of particle geometries A-C, obtained from
similar structures in an array. The structures were excited with un-
polarized illumination, i.e. no polarization filter and aperture were
inserted in the excitation path, resulting in an annular distribution
of incoming k-vectors (cf. Figure 4.21). The analyzer was varied from
Θ = 0� to 180� in steps of 15�, as polarization is π-periodic and the
measurements suffice for further evaluation. Finally, all spectra were
normalized to the maximum value of each set for better comparability.
So, for unpolarized excitation and simultaneous analyzation, the in-
tensities of both modes vary dependently on each other, while one
mode gains intensity, the other one decreases, which results in a joint
intersection of all analyzed spectra. Interestingly, while for the achiral
rectangular structure the intensities cancel out for cross-polarization, i.e.
analyzer and eigenmode’s dipole moment being oriented orthogonal,
the case differs for chiral particles B and C, as the longitudinal modes
do not vanish. The intensity of the transverse mode, conversely, is too
low to be detectable in the slope of the longitudinal resonance.
The lower row in Figure 4.23 shows a heat map visualization of the
spectrally resolved intensity patterns in dependence of the analyzer an-
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gle Θ. At first glance, an alternating increase and decrease of intensity
is found for all three particles. The vertical white dotted lines mark a
wavelength (λ = 606 nm) at which the intensity course was fitted with
a sine function in each image. The horizontal white dotted lines mark
the found minimum positions of the respective sine functions, namely
ΘA = (89.5 � 1.6)�, ΘB = (107.9 � 1.5)� and ΘC = (122.7 � 1.5)�.
Those values coincidence quite well with the maximal intensity found
at wavelengths of the longitudinal resonances and also with the de-
flection angle of the respective nanostructure.
As already mentioned in the description of Figure 4.22, the eigen-
modes’ orientations seemingly were altered with the change in ge-
ometry, yet their orientations remain still unclear. If the longitudinal
mode’s dipole moment were to follow the particle’s geometry (and
the transverse mode remains orthogonal), the intensity should vanish
for an analyzer orientation of Θ = 15� in particle B and Θ = 30� in
particle C, which is not the case.
For further investigations, the structures were excited with linearly
polarized light, therefore the cross-like aperture was placed in the
condenser, i.e. limiting the illumination to originate from four op-
posite directions (cf. section 3.2.2). The spectra were then analyzed
simultaneously. The results for all three geometries and excitation
polarization orientations are summarized in Figure 4.24.

Figure 4.24: Analyzed dark-field scattering spectra with analyzation angles
Θ ranging from 0� to 180� for all three particle geometries A-
C (rows) for linearly polarized excitation Φexc illuminations
(columns).
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For structure A, i.e. the achiral rectangle, and excitation with light
polarized along the short axis (Φexc = 0�), the measurement results
in a varied decrease and increase of the intensity of the solely de-
tected transverse resonance, respectively, and the signal vanishes, as
expected, at cross-polarization of the excitation and analyzation filter.
For excitation with light polarized along the long axis (Φexc = 90�),
only the longitudinal resonance is detected and its intensity increases
and decreases again for varying analyzation angles, starting and end-
ing at zero counts.
More interesting, however, is the case for linearly polarized excitation
in Φexc = 45�, which excites both modes simultaneously. Additional
analyzation of the spectra does not solely result in an alternating de-
crease and increase of intensity of both modes, as it might be naively
expected and as it was observed for unpolarized excitation. It rather
shows an additional shifting of the respective resonances for different
analyzation angles, and the signal also does not vanish for cross-
polarized excitation and analyzation filters. Analyzed measurements
on particles B and C show a similar, therefore confirming behavior, as
for the chosen excitation polarization orientations always both modes
are excited simultaneously, even though to varying extents (cf. Figure
4.23).
For a more profound study, the rectangular structure was chosen to
be investigated in more detail, as will be discussed in the following.
To facilitate comparison, Figure 4.25 again visualizes the analyzed
spectra of structure A for linear excitation polarizations oriented along
Φexc = 0� and Φexc = 90� in a heat map. As discussed before, both
dipolar modes are excited exclusively for the respective incoming
polarization, and the signal vanishes for cross-polarization. The lower
row shows polar plots of the intensity at distinct wavelengths, chosen
to cover the whole spectral range of interest, including the resonance
positions.
As described and discussed in section 2.4.1, such intensity patterns
hold information on the polarization states of the electric fields, i.e.
their polarization ellipses, at the respective wavelengths. The intensity
data was therefore fitted (solid lines in polar representation) by

I(Θ) = a2 � cos2(Θ�Ψ) + b2 � sin2(Θ�Ψ) , (4.7)

where Θ is the analyzer angle, a and b are the major and minor axis
of the polarization ellipse and Ψ gives the orientation of the polarized
light. As a result, the intensity plots for the emitted light both show
linear polarization over the whole spectral range, rotated by 90�, and
parallel to the excitation polarization orientation.
In contrast, the spectrally resolved intensity pattern for Φexc = 45�,

as shown in Figure 4.26, differs noticeably, as there no longer is a
symmetry axis for varying analyzer orientations. The peculiarities in
the analyzed spectral responses are exemplarily discussed for analyzer
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Figure 4.25: (Top) Heat map visualization of the analyzed dark-field scatter-
ing spectra for particle A excited with linearly polarized light
oriented in Φexc = 0� (left) and Φexc = 90� (right) and (bot-
tom) corresponding polar plot representations of the obtained
intensities for different wavelengths.

angles of Θ = 45� and Θ = 135� (positions highlighted with horizon-
tal white dashed lines), i.e. parallel and cross-polarized analyzation.
The corresponding spectra are also shown in Figure 4.26, depicted
with a vertical offset to facilitate comparison to the reference spectrum
without analyzation. First of all, it can be seen that the line shapes of
both analyzed spectra differ from the reference, which is clearly visi-
ble in the overlap region of both modes. Additionally, the resonance
positions of both modes vary, as it has already been mentioned in Fig-
ure 4.24. To bring out the shifts more clearly, the unfiltered resonance
positions λTR = 615 nm and λLR = 740 nm, obtained from Lorentzian
fits to the reference spectrum, are marked with vertical black lines in
the graph. While for parallel filters (Θ = 45�) one could naively expect
a similar spectrum as the reference, there instead appear two clearly
distinct peaks, and their resonance positions are shifted apart. For
cross-polarized filters, the signal does not cancel out, but rather shows
two resonance peaks that seem to merge. To visualize the shifting be-
havior for all analyzer angles, the graph on the right-hand side in the
lower row of Figure 4.26 shows the resonance positions of all spectra
as obtained from Lorentzian fitting. The origin of these effects can be
understood by looking at the angular intensity patterns, again shown
exemplarily for several wavelengths in the bottom left panel in Figure
4.26. Here, the individual intensity plots show varying orientations,
i.e. the polarization orientations differ for different wavelengths. Also,
for some wavelengths the emitted light now shows polarizations di-
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Figure 4.26: Heat map visualization (top left) of the analyzed dark-field
scattering spectra for particle A excited with linearly polarized
light oriented in Φexc = 45� and corresponding polar plot rep-
resentation of the obtained intensities for different wavelengths
(bottom left). Comparison of analyzed spectra (parallel- and
cross-polarized to excitation) to the unpolarized spectrum (top
right) and analyzer angle-dependent resonance positions of both
dipolar modes as obtained from fits (bottom right). The vertical
black lines mark the resonance positions found for the unpolar-
ized spectrum.

verging from purely linear polarization, as it has been observed before
for excitation polarizations oriented along the eigenmodes’ dipole
moments (cf. Figure 4.25). So, by adding an analyzer to the optical
path, the measured spectra show wavelength-dependent projections
of the electric fields on the transmission axis of the analyzer, and
the detected signal strength therefore clearly depends on the relative
orientation of the respective polarization ellipse for each wavelength.
These findings are well supported by far-field simulations conducted
with MNPBEM (cf. section 3.3), which are described in the following
section 4.3.3.
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4.3.3 Computed Far-Field Characterization of Rectangular Nanostructures

In this work, simulations on the optical near- and far-field properties
of plasmonic nanostructures were performed with the help of the
MATLAB toolbox MNPBEM (cf. section 3.3).
Here, the gold nanostructures, located on a glass substrate, were
modeled to match the experimental data. Plane wave excitation was
chosen to compute the scattered far fields for light coming in from
two directions. These depend on the respective excitation polarization
orientation, as in the experiment the cross-like aperture in the con-
denser limited the directions of the incoming light (cf. section 3.2.2).
Illumination was also chosen to come in under oblique incidence
(NA= 0.9), to mimic the condenser.
Figure 4.27 shows a sketch of the modeled rectangular nanostructure
together with the according illumination vectors, which characterize
the excitation light being polarized along Φexc = 45�.

Figure 4.27: Simulation model and computed scattering spectra for the rect-
angular nanostructure. The dark blue arrows depict the k-vectors
of the illumination coming in from two sides and the colored
arrows show the electric field vectors for TE (pink) and TM
(green) illumination for an excitation polarization orientation
along Φexc = 45�.

The dark blue arrows depict two of the incoming k-vectors and the
pink and green arrows show the electric field vectors for TE and TM

illumination, respectively. The resulting far-field spectrum, as shown
in the bottom graph, is then given by the superposition of both in-
dividual scattered spectra obtained from each excitation. The graph
also shows the computed spectrum when a limitation of the collection
angle due to the numerical aperture of the objective is included in the
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evaluation. This situation is depicted in the inset on the right-hand side
of Figure 4.27 for an exemplarily chosen NA of 0.7. The hemisphere
depicts a unit-sphere discretization at which the electromagnetic fields
are computed at infinity. The spectral response is then given by the
sum of all segmental electromagnetic fields. By restricting the number
of elements that are taken into account (dark blue area in the inset),
intensity scaling is observed. The spectral properties however, remain
unchanged. Therefore, the NA of the objective was neglected in further
simulations.

In the experiment, the scattered light (in the far field) is collected
with an infinity-corrected objective, it is therefore collimated upon exit-
ing the objective. Subsequently, the light fields are analyzed as they hit
the linear polarization filter under normal incidence, i.e. the electric
field vectors are oriented perpendicular to the direction of propagation
and parallel to the filter’s plane.
The situation was modeled in simulations to study its impact on the
spectral responses and compared to simulations, in which simplifi-
cations were assumed, i.e. normal incidence of the incoming light or
negligence of the collimation effect (cf. Figure 4.28). This was done
to justify the used simplifications in further simulations on the near
fields and in the applied dipole model described in section 4.3.6.
As already mentioned before, the electromagnetic fields in the far field
are computed at a discretized unit-sphere at infinity. The top image
in Figure 4.28 once again depicts the investigated rectangular nanos-
tructure, which is excited with plane wave illumination k⃗in coming in
either at an angle (NA= 0.9) or at normal incidence (bold dark blue
arrows on top). The excitation polarization orientation in the examples
described in the following is along Φexc = 45� (not shown here). The
computational hemisphere is illustrated, and the blue grid shows how
the surface is meshed into segments j. The blue arrows on some exem-
plarily selected elements show vectors that are oriented parallel to the
respective surface normal vectors. The computed and directly accessi-
ble electric (and magnetic) fields are of the form E⃗(⃗r) = E⃗r (⃗r) + iE⃗i (⃗r)
(

H⃗(⃗r) = H⃗r (⃗r) + iH⃗i (⃗r)
)

, where E⃗r,i (H⃗r,i) are complex amplitudes

and propagate in those arrow directions, so that k⃗sca||⃗en.
To mimic the collimation effect, by applying a rotation matrix, the

normal vector of every element was rotated by an individual angle β j

around the axis t⃗j, which is given by the corresponding horizontally
oriented tangential vector of each element j. Each resulting vector
points in �⃗ez direction, as shown with the green arrows (plotted with
a radial offset) in Figure 4.28. The respective electric field vectors were
consequently rotated as well by multiplying the same rotation matrix,
and therefore eliminating the Ej,z-components.
The electric fields were subsequently analyzed by calculating the pro-
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Figure 4.28: Simulation model for the rectangular nanostructure, both for
oblique and normal incidence excitation k⃗in (dark blue bold ar-
rows on top). The hemisphere is discretized into individual ele-
ments as shown with the grid. The blue arrows show k-vectors of
the scattered light k⃗sca on exemplarily selected elements, which
are oriented parallel to the normal vectors e⃗n on the respective
segments. The green arrows show the k-vectors being rotated
into �⃗ez direction, to mimic the collimation of light with the
objective. The bottom row compares analyzed spectra, each for
an excitation polarization orientation along Φexc = 45� and
for oblique or normal incidence, as stated in the titles of each
graph. The scattered intensity was calculated from the computed
electric fields, either directly (⃗ksca||⃗en) or with previous rotation
(⃗ksca|| � e⃗z).

jections in the direction of the transmission axis Θ of the analyzer via

Ej,Θ = Ej,x � cos Θ + Ej,y � sin Θ . (4.8)

As intensity is proportional to the absolute square of the complex
electric field, I9|E|2, the fields were added up (EΘ =

°
j Ej,Θ) and

multiplied by their complex conjugate.
The lower row in Figure 4.28 shows the obtained intensities for three
different situations. The left and center graph both show the evalu-
ation for oblique incidence excitation, yet on the left the computed
fields were analyzed directly, while in the center they were rotated as
described above. The most apparent difference that can be located is
the change in intensity, which is due to the excluded Ej,z-component.
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This is hardly relevant though, as absolute values are not of inter-
est. The graph on the right-hand side shows the obtained spectra for
normal incidence excitation, and the electric fields were evaluated
directly as computed. Again, a similar spectral behavior is observed.
These results, i.e. the similarities of the obtained spectral responses,
strongly justify the simplification of normal incidence in the following
simulations of the optical near fields.

4.3.4 Computed Near-Field Characterization of Rectangular Nanostruc-

tures

The experimental results on the analyzation of dark-field scattering
spectra of achiral planar gold nanorectangles, as discussed in sec-
tion 4.3.2, indicate that there are, contrary to common expectations,
chiroptical effects detectable in the far-field responses of such struc-
tures. The polarization states of the emitted light were found to be
wavelength-dependent. They also vary in their degree of ellipticity
and their relative orientation, depending on the linear polarization
orientation of the excitation light. To further investigate these effects,
additional simulations were performed on the particle’s near field,
as it contains both, evanescent waves and waves propagating to the
far field. It therefore offers insights on the optical properties at the
origin of the plasmonically enhanced fields. Moreover, the occurrence
of chiroptical effects in the near field of achiral nanostructures has
been previously reported, even for linearly polarized excitation [51,
220].
The working principle of the MNPBEM toolbox can be shortly summa-
rized as follows: After setting up the particle’s geometry and dielectric
properties, the surface charges σ, located at the boundaries of the
nanoparticle, are computed. This is done for a given excitation (cf. sec-
tion 3.3) and in such a way that the boundary conditions of Maxwell’s
equations are fulfilled. Further measurement quantities, as absorption
or scattering cross sections but also electric fields, can thus be deduced
from these surface charge distributions.
For the simulations discussed in the following, the particle and its
dielectric environment were set up as described above (cf. section
4.3.3), yet linearly polarized plane wave excitation was chosen to come
in under normal incidence.
So, the computed surface charges are complex quantities and contain
the time evolution via σ (⃗r, t) = ℜtσ̃(⃗r) exp(�iωt)u [221]. This time de-
pendence is important to note, as the wavelength-dependent surface
charge distributions are often used to identify the respective plas-
monic modes in computed scattering spectra. Figure 4.29 exemplarily
illustrates the time evolution of the surface charge distribution at the
resonance wavelength λLR = 740 nm of the longitudinal dipolar mode,
for half a period ranging within ωt = T P [0, π] and for two different
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excitation polarization orientations Φexc = 90� and Φexc = 45�. It be-
comes clear that the temporal course of the respective surface charge
distribution highly depends on the polarization of the excitation light,
as for Φexc = 90� the charges oscillate along the polarization direction
of the incoming electric field, while for Φexc = 45� the charges seem to
rotate azimuthally. Also, if the time dependence were to be neglected,
the resulting surface charge distributions would be similar to the ones
shown for T = 0. The difficulties in identifying the longitudinal mode
from these brief snapshots are clearly apparent.

Figure 4.29: Time evolution of the computed surface charge distributions for
λLR = 740 nm for two different excitation polarization orienta-
tions Φexc = 90� (top) and Φexc = 45� (bottom).

The uppermost row in Figure 4.30 shows the surface charge distribu-
tions for the rectangular nanostructure at selected wavelengths (same
as in Figure 4.26) as stated in the top panel, and excited with linearly
polarized light along Φexc = 45�. The distributions were plotted for
different times T , such that the corresponding time-dependent dipole
moments p⃗(t) reach a maximum (see next paragraph). The second row
shows consequential near-field maps for the same set of wavelengths,
computed in a plane located at z = �10 nm, i.e. below the particle.
This was done to stay true to the direction of light propagation, as
experimental measurements were performed in transmission, and
reversal of light propagation (i.e. reflection) would lead to a change in
sign in further discussions on the handedness of the scattered light.
Be that as it may, the resemblance of both, surface charge distributions
and enhanced near fields is clearly notable. Additionally, for the reso-
nance positions (λTR = 615 nm, λLR = 740 nm) the field distributions
look quite as expected for two orthogonally oriented linear dipoles, as
they are oriented along the transverse and longitudinal dipolar modes’
axes. The near-field maps for the remaining wavelengths show highest
field enhancements oriented in different azimuthal directions. How-
ever, by calculating the electric field enhancements, the information on
the temporal courses of the electric field vectors is lost, and therefore
no conclusions can be drawn on the respective polarization states.
The time evolution of the surface charge distributions (cf. bottom row
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in Figure 4.29) shows more of a rotational behavior than an oscillat-
ing one, though, i.e. resulting in rotating dipole moments, as will be
discussed in the forthcoming paragraph. Prior to that, the electric near-
field maps were calculated to show the circularly polarized electric
field components, as can be seen in the two lower rows in Figure 4.30.
The images likewise show the electric near-field enhancements, yet in
a circular basis, i.e. the components with different handedness, which
are given by ELCP = Ex + Ey exp(i π

2 ) and ERCP = Ex + Ey exp(�i π
2 ).

The superposition of left- and right-handed circularly polarized light
with no relative phase shift results in linear polarization. This can be
observed at the near-field maps for λ = 830 nm, where the portions
(and locations) of ELCP and ERCP are quite similar and therefore re-
semble the distribution obtained in a linear basis. For the remaining
wavelengths, the field distributions differ clearly, not only in intensity,
but also the locations with highest field enhancements around the
particle. This strongly indicates that the superposition of both circular
components does not result in linearly polarized light. Lastly, it shall
be mentioned that the intensity of the sum of ELCP and ERCP is dif-
ferent to that of the total field shown above in the second row, as the
Ez-component is not included.

As mentioned above, for an excitation polarization of Φexc = 45�,
the surface charges were evaluated at some distinct wavelengths and
were partly found to rotate azimuthally in the plane of the nanoparti-
cle. To visualize this effect, the time-dependent dipole moments, given
by p⃗(t) =

¶
σ(⃗r1, t)⃗r1dS1 were therefore calculated for the discussed

wavelengths and are displayed in the bottom row of Figure 4.31. In
order to allow for an interpretation of the data, the uppermost row
once again displays the fits I(x, y) to the intensity values that were
experimentally obtained from measurements including an analyzation
filter (cf. Figure 4.26), while the center row shows the electric field
ellipses E⃗(t) calculated from these measurements as described in sec-
tion 2.4.1. The black dashed lines denote the 95% confidence interval
for the calculated fields. All plots in Figure 4.31 are normalized to
their maximal amplitude to facilitate comparison. As can be seen, the
polarization ellipses strongly vary in their degree of ellipticity, i.e. the
ratio between the lengths of the minor and major axes, and therefore
clearly demonstrate chiroptical behavior in the far field. Also, the over-
all orientations of the polarization ellipses vary across the investigated
spectral range, showing an almost horizontal orientation at the reso-
nance position of the transverse mode (λTR = 615 nm) and an almost
vertical orientation at the resonance wavelength of the longitudinal
mode (λLR = 740 nm). Those experimentally obtained overall orienta-
tions of the electric field ellipses (and even of the intensity patterns)
coincide with the positions of the highest field enhancements in the
computed near-field maps displayed in Figure 4.30. Comparison to
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Figure 4.30: Computed surface charge distributions (top row) and near-field
maps (located at z = �10 nm) for the rectangular nanostructure
in a linear (second row) and a circular base (third and fourth
row), i.e. showing linear electric field components and circularly
polarized electric field components with different handedness.
The excitation polarization is oriented along Φexc = 45�.

the time-dependent dipole moments also shows excellent agreement,
therefore demonstrating that the chiroptical properties are already
determined in the near field.

As the results discussed before already imply that chiroptical effects
are to be expected in the near fields surrounding the achiral nanos-
tructure, it is a logical extension to compute optical chirality maps
with the help of the simulations described above. The desired nor-
malized optical chirality enhancements Ĉ were computed in a plane
located at z = �10 nm below the particle, similar to before, for incident
light coming in under normal incidence and with different excitation
polarizations. The optical chirality is given by C = � ε0ω

2 ℑ

(

E⃗� � B⃗
)

,
as introduced in section 2.4.2, and can be calculated directly from
the computed electromagnetic fields. The term normalization in Ĉ, ac-
counts for dividing the obtained C values by the absolute value of
a factor C�

0 = � ε0ω
2c |E⃗|2, which denotes the optical chirality of circu-

larly polarized light, where the + and - signs refer to the respective
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Figure 4.31: (Top row) Analyzed far-field intensity measurements and corre-
sponding fits for the rectangular nanostructure excited with lin-
early polarized light under Φexc = 45� and (center row) thereof
extracted electric field ellipses (with confidence interval) for the
wavelengths given in the top panel. (Bottom row) Time evolution
of the wavelength-dependent dipole moments calculated from
the time-dependent surface charge distributions. All plots are
normalized to their maximal amplitude for better comparability.

handedness, i.e left- and right-handed circular polarization. |C�
0 | is

calculated from the incoming fields at the same frequency, but with-
out the nanostructure. The normalized optical chirality values Ĉ are
therefore independent of the intensity of the incident light, and show
the enhancement of chirality, as regions with |Ĉ| ¡ 1 correspond to
superchiral fields [213].
The computed complex electromagnetic fields are given by the su-
perposition of the induced and incoming fields, i.e. are of the form
E⃗tot = E⃗ind + E⃗inc (H⃗tot = H⃗ind + H⃗inc). To broaden the discussion, Fig-
ure 4.32 firstly shows the optical chirality densities calculated solely
from the induced fields, while Figure 4.33 finally shows the obtained
maps calculated from the total fields. The simulations were performed
for all three of the experimentally investigated incident linear light po-
larizations (i.e. 0�, 45�, 90�) and additionally for left- and right-handed
circular polarizations (i.e. LCP and RCP).
As can be seen in Figure 4.32, a non-zero optical chirality is found for
all excitation polarizations, even if the incoming light has no chirality
on its own, i.e. does not introduce extrinsic chirality to the system. As
in these simulations the excitation light is set up to come in under nor-
mal incidence, there is also no extrinsic chirality introduced through
broken symmetry aspects of the system’s 2D geometry.
For Φexc = 0� and Φexc = 90�, the optical chirality patterns look very

similar, showing four main lobes with alternating signs, i.e. alternat-
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Figure 4.32: Normalized optical chirality Ĉ calculated from the induced elec-
tromagnetic fields for different wavelengths (columns) and dif-
ferent linear or circular polarization orientations of the incoming
plane-wave excitation (rows). LCP and RCP denote left- and
right-handed circular polarization, respectively. Regions where
|Ĉ| ¡ 1 show superchiral hot spots, i.e. fields with a chirality
larger than that of circularly polarized light.

ing handedness of the chiral fields, at positions below the particle,
whose outline is indicated with a white dash-dotted line. Those lobes
are encircled by another set of four lobes, again showing alternating
signs that are opposed to those of the inner lobes. For both excita-
tion cases, chirality is highest at the respective resonance positions,
even showing superchirality, i.e. |Ĉ| ¡ 1, for the inner lobes/fields.
This complies with the work of T.J. Davis and E. Hendry [50], where
they show theoretically that superchiral fields can be generated close
to achiral nanostructures, if the (longitudinal) dipolar localized sur-
face plasmon resonance is excited. As can be seen from the patterns
discussed here, this equally holds for both, the transverse and lon-
gitudinal dipolar resonances. The patterns also show that chirality
decreases with increasing distance from the structure, which indicates
a dependence on the choice of the computational domain, i.e. the
volume over which integration is performed, when calculating the net
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chirality. It shall be mentioned, that the computed chirality patterns
are in good accordance to the ones found by M. Schäferling et al. [222]
in their theoretical work on the occurrence of chiroptical fields in the
environment of achiral nanostructures. It is also straightforward to see
that due to the symmetry of the obtained patterns, the integral over the
optical chirality vanishes for each wavelength. For the just-discussed
excitation polarizations, this also holds true if the optical chirality is
computed in different planes normal to the direction of the incident
light.
The case clearly differs for the optical chirality patterns obtained for
Φexc = 45�. While the pattern obtained at the resonance wavelength
λLR = 740 nm of the longitudinal dipolar mode looks quite similar to
before, the one obtained at λTR = 615 nm differs clearly. Interestingly,
this pattern resembles pretty much the one obtained for right-handed
circularly polarized excitation, which is displayed in the bottom row
and was computed for the sake of completeness. The chirality patterns
obtained for circularly polarized excitation are also in good accor-
dance to the theoretical ones from M. Schäferling et al. [222] and also
to the ones shown in the work by S. Hashiyada et al. [223]. As can
be seen from the patterns obtained at the remaining wavelengths for
Φexc = 45�, symmetry seems to be lost, leading to a preponderance
of fields with one handedness over the other, therefore resulting in a
(computed) non-zero net chirality in the discussed plane. However,
in a symmetric environment the sign of the optical chirality flips for
fields computed at an equidistant plane in the backwards direction,
as has been already mentioned above and was impressively shown in
[222]. In conclusion, the computed net optical chirality represents inte-
grated values that depend on the choice of the computational domain,
and therefore self-explanatorily hinder comparability. Amongst other
reasons, L. Poulikakos et al. [53] therefore introduced the quantity F ,
which describes the optical chirality flux to the far field (cf. section
2.4.3) and is independent of the size of the computational domain.
Experimental results on the chirality flux will be discussed in the next
section 4.3.5.
The optical chirality patterns discussed above were computed solely
from the induced electromagnetic fields and therefore do not represent
realistic, i.e. experimentally accessible, results. To comply with this,
Figure 4.33 shows maps of the optical chirality computed from the
superposition of incoming and induced electromagnetic fields, as the
total fields near a nanoparticle consist of both.
To start with, the chirality maps obtained for linearly polarized ex-

citation oriented in Φexc = 0� and Φexc = 90� again show highly
symmetric patterns. Consistent to before, superchiral fields occur at
the resonance positions of the dipolar modes. Yet different to before,
the appearance of the patterns changed, as the lobes showing super-
chiral fields spatially increased to form only four symmetric lobes
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Figure 4.33: Normalized optical chirality Ĉ calculated from the total elec-
tromagnetic fields, i.e. from the superposition of induced and
incoming fields, for different wavelengths (columns) and differ-
ent linear or circular polarization orientations of the incoming
plane-wave excitation (rows). LCP and RCP denote left- and
right-handed circular polarization, respectively. Regions where
|Ĉ| ¡ 1 show superchiral hot spots, i.e. fields with a chirality
larger than that of circularly polarized light.

with alternating signs. For off-resonant wavelengths the encircled lobe
geometry remains, and in contrast to Ĉind, the signs do not change
throughout the investigated spectral range. It shall be mentioned that
the four-lobe symmetry (at resonance) resembles the chirality pattern
of a point-like Hertzian dipole [222], which fits to the common simpli-
fication of nanoantennas acting as point light sources in a background
field. For Φexc = 45�, the lobes now change their appearance and begin
to rotate for all of the investigated wavelengths, which is consistent
with recently obtained experimental patterns on the degree of circular
polarization found by S. Hashiyada et al. [220]. The chirality patterns
obtained for left- and right-handed circular polarizations are again
opposed to each other, in sign as well as spatial orientation of the
lobes, and resemble the ones obtained for Φexc = 45�.
The theoretical examination of the optical chirality density for the
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rectangular nanostructure shows to be in line with what is found in
literature on the formation of chiral near fields in the surroundings
of achiral nanostructures [50, 222, 224, 225] and demonstrates appro-
priateness of the applied simulation model. The computed patterns
illustrate the intricate polarization behavior of the plasmonic near
fields, as there are regions with high and low chirality, being located at
different spatial positions for different wavelengths and being clearly
dependent on the polarization of the incoming light. However, it turns
out to be quite difficult to draw conclusions from the optical near-field
chirality on the polarization properties of the scattered light in the
far field. This is partly due to the fact that the optical chirality is
proportional to both electric and magnetic fields, while the far field is
governed by the properties of the electric fields [52].
To investigate the chirality of the electric field only, a dissymmetry
factor [226] can be calculated according to V = |ELCP|

2�|ERCP|
2

|ELCP|2+|ERCP|2
, where

ELCP and ERCP are the circularly polarized electric field components as
displayed in Figure 4.30. This quantity can be interpreted as the local
circular dichroism of the near-field intensity [52, 227] and is equivalent
to the third Stokes parameter (cf. sections 2.4.1 and 4.3.5) normalized
to the total intensity at the respective positions, i.e. V = S3/ICP, where
S3 = ILCP � IRCP and ICP = |ELCP|2 + |ERCP|2 = ILCP + IRCP.
The upper row in Figure 4.34 exemplarily shows the dissymmetry
factor V, calculated from the electric fields obtained for Φexc = 90�

at the resonance wavelength λLR (center column) and one each for a
wavelength blue-shifted (left) and red-shifted (right) to the resonance.
As can be seen, again an expanded four-leafed pattern can be observed
with alternating signs between the single areas, where positive val-
ues correspond to left-handed rotations and negative values denote
right-handed rotations of the electric field, respectively. The outline of
the particle is again indicated with a white line. The background is
found to be V = 0 and displays the linearly polarized incoming field.
A second, much less pronounced four-leafed pattern is enclosed in
the center, with alternating signs matching the outer ones. From left
to right, i.e. from blue to red, the outer lobes seem to shift from the
vertical ends of the nanostructure to the sides, while the inner pattern
seems to be mostly stationary. For wavelengths λ ¡ λLR the areas of
(circular) polarization reduce drastically in size and are located at the
horizontal symmetry axis.
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Figure 4.34: Dissymmetry factor (upper row) and degree of polarization
(lower row) for the electric near fields at different wavelengths,
calculated for Φexc = 90� in a plane located at z = �10 nm below
the particle. The displayed section changes in the lower right
image (bigger size of nanostructure) to enhance visibility. The
inset shows a close-up of the pattern marked with the box.

From the dissymmetry factor the degree of polarization can be cal-
culated according to P =

?
1�V2, where the color scale reaches from

0 to 1, i.e. from circular polarization to linear polarization, and where
values lying in between denote elliptical polarizations. The patterns
clearly demonstrate that even for linearly polarized excitation, which
is oriented in the direction of the plasmonic longitudinal dipolar mode,
the electric near field is found to be selectively circularly polarized in
some regions around the nanoparticle.
It shall be mentioned that the results discussed above are in reasonable
accordance to the work of E. Chubchev et al. [228], where they analyti-
cally investigated the wavelength-dependent near-field polarization
distributions for a prolate nanospheroid. As they varied the incoming
excitation polarizations, they also found the electric near field to be
circularly polarized for linearly polarized excitation, while for circu-
larly polarized excitation the near field exhibits regions in which the
electric fields are linearly polarized. Additionally, by introducing the
dissymmetry factor, the dependence of the polarization on the third
Stokes parameter is introduced, which is an experimentally accessible
quantity that describes the chirality flux to the far field, as will be
discussed in the next section.
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4.3.5 Stokes Parameters and Chirality Flux to the Far Field

The theoretical results discussed above clearly suggest that the en-
hanced near fields generated in the surroundings of the planar achiral
nanostructure exhibit optical chirality, even under excitation with lin-
early polarized light. The experimental results on the polarization
analysis measured in the far field also imply that the detected sig-
nals of the dark-field scattering spectra possess chiroptical properties.
As introduced and discussed in section 2.4.3, L. Poulikakos et al. [53]
introduced the aforementioned chirality flux F as a measurable far-
field quantity to probe chiral near fields. They showed that F can be
directly related to the energy flux S with opposite handedness via

F =
ω

c

(|l|2SLCP � |r|2SRCP

)

,

where |l|2 and |r|2 are weighting factors. In general, intensity I is given
by the magnitude of the time-averaged energy flux I = xSyT and by
expressing the energy flux in a circular basis, the chirality flux is found
to be proportional to the preponderance of the intensity of circularly
polarized light with one handedness over the other F9ILCP � IRCP (cf.
section 2.4.3). F is therefore proportional to the third Stokes parameter
S3 (cf. section 2.4.1), which is used to describe the degree of circular
polarization in the detected signals.
The third Stokes parameter is given by S3 = ILCP� IRCP = 2E0xE0y sin ∆

and can be calculated from the experimentally obtained analyzed an-
gular intensity patterns by fitting equation 4.7 (cf. section 4.3.2)

a2 � cos2(Θ�Ψ) + b2 � sin2(Θ�Ψ)

and by thereof extracting the electric field components E0x and E0y

and the relative phase ∆ between the two components via

E0x =
a

a2 cos2 Ψ + b2 sin2
Ψ (4.9)

E0y =
a

a2 sin2
Ψ + b2 cos2 Ψ (4.10)

cos ∆ =
E2

0x � E2
0y

2E0xE0y
tan 2Ψ . (4.11)

As those values are obtained from the measured dark-field scattering
spectra, S3 (and also the other Stokes parameters S0 � S2) can be cal-
culated for each wavelength individually, therefore providing the full
set of spectrally resolved Stokes parameters from a single set of mea-
surements. The upper row in Figure 4.35 displays the thereof obtained
normalized (to S0) Stokes parameters for the two linearly polarized
excitation polarizations Φexc = 45� and Φexc = 90�. As can be seen
in the left graph, for Φexc = 45� there is a considerable contribution
of circular polarization for the widest part of the considered spectral
range. The spectral position, where S3 reaches its maximal magni-
tude is marked with a vertical line (●, � 640 nm). Values of |S3

S0
| = 1
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Figure 4.35: Spectrally resolved full set of Stokes parameters as obtained
from the measurements (upper row) and from the computed
electromagnetic far fields (lower row) for two different linear
excitation polarizations: Φexc = 45� (left column) and Φexc = 90�

(right column). The vertical lines mark the resonance positions
λTR (▲) and λLR (◆) and the position with a maximal magnitude
of circular polarization (●). The insets in the lower row depict
the positions of the marked wavelengths on a Poincaré sphere.

(and S1,S2 = 0) correspond to circular polarization, while values in-
between denote elliptical polarizations and for S3

S0
= 0 the scattered

light is purely linearly polarized. The vertical lines in all plots mark
the resonance positions λTR (▲) and λLR (◆). For Φexc = 90�, S3 is zero
for almost all wavelengths, which is in excellent accordance to the
intensity patterns found in Figure 4.25, displaying linear polarization
in the direction of the longitudinal dipolar mode. Small deviations are
found at shorter wavelengths, however, which are partly due to small
measurement inaccuracies. For verification, the experimental results
were compared to simulations. The lower row in Figure 4.35 therefore
shows the normalized Stokes parameters as calculated from the com-
puted complex electromagnetic far fields. In the far-field simulation
model, the excitation light comes in under oblique incidence from two
directions, as it has been already described above (cf. section 4.3.3). The
electric field components are of the form Ex,y = Erx,y + Eix,y i and can be
rewritten as |Ex,y| � exp(iϕx,y), where ϕx,y denote the phase angles. The
electric field components are then given by E0x=̂|Ex| and E0y=̂|Ey| and
the relative phase between the two components is therefore obtained
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from ∆ = ϕx � ϕy. To visualize the obtained Stokes parameters more
descriptively, the insets depict the three chosen wavelengths on the
surface of a Poincaré sphere. While for Φexc = 45� the markers are
located at random positions on the upper hemisphere and therefore
denote elliptical polarizations, the case differs for Φexc = 90�, where
the light is found to be vertically polarized for all three wavelengths.
The simulation also shows a small contribution of circular polariza-
tion for small wavelengths. To investigate the origin of this effect, the
Stokes parameters were computed once more, each for TE and TM

contributions of the exciting field separately.
As can be seen in Figure 4.36, the deviations also occur for TE polar-
ized fields, while for TM excitation the scattered electric field is purely
linearly polarized for all considered wavelengths. The effect therefore
might be due to retardation effects, yet a more profound study still
needs to be done for clarification.
The results discussed above clearly demonstrate that the light emitted
from an achiral nanostructure can exhibit chiroptical properties in the
far field, when excited with linearly polarized light. The degree of
circular polarization in the detected signal, described in form of the
S3 parameter, was found to depend on the wavelength, besides the
orientation of the excitation polarization. The observed polarization
behavior of the scattered electric fields can be understood, when look-
ing at the superposition of two orthogonally oriented fields and taking
into account the relative phase ϕ between the two components. Cir-
cular polarization, exemplarily, can be described as the superposition
of two orthogonally oriented, linearly polarized electric fields with
the same amplitude and a relative phase of ϕ = �π

2 . In analogy, an
analytical model was set up to describe the interplay of the electric
fields emerging from the two dipolar modes, as will be discussed in
the following section 4.3.6.
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Figure 4.36: Computed full set of Stokes parameters of the scattered electric
fields for linear excitation polarizations Φexc = 90�, separated
into sole TE and TM contributions of the incoming plane wave,
respectively.

4.3.6 Analytical Dipole Model

The formation of chiral light emerging from a plasmonic nanostructure
can be described by the superposition of the electric fields originating
from the structure’s eigenmodes by taking into consideration the rela-
tive phase between the contributing resonances. As will be discussed
in the following, an analytical model was set up with generous help
of Prof. Dieter P. Kern to describe the polarization characteristics of
the emitted light for the investigated structures. While the model
in general is devised for arbitrary illumination angles and arbitrary
geometries, i.e. eigenmodes’ orientations, a few simplifications were
made in the evaluation process, which are justified for the investigated
planar structures and will be mentioned when applied.
To start with, the far-field spectrum of a nanostructure with n res-
onances under excitation with unpolarized light can be fitted by
the superposition of n Lorentzians, each with a resonance wave-
length λi,res and a full width at half maximum γi, f whm = 2γi via
f (λ) =

°n
i=1 fi(λ) = Ai � γi

γ2
i +(λ�λi,res)2 . By assuming that the resonantly

oscillating electrons act as harmonic oscillators, the emission phase
follows the excitation frequency according to

ϕi(λ) = arctan

(

λγi, f whm

λ2 � λ2
i,res

)

, (4.12)
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i.e. is in-phase with the driving field for λ " λres (excitation red-
shifted relative to the resonance), out-of-phase for λ ! λres (excitation
blue-shifted relative to the resonance) and ϕ = π

2 for λ = λres. For il-
lustration purposes, the green solid line in Figure 4.37 therefore shows
the dark-field scattering spectrum of the rectangular nanostructure,
and the black dashed line its corresponding fit for unpolarized excita-
tion. The two individual Lorentzian fits, representing the transverse
(blue) and longitudinal (pink) dipolar resonances, are also plotted to-
gether with the respective phase angles (black dotted lines) according
to equation 4.12. The black dash-dotted line finally shows the relative
phase ∆ = ϕLR � ϕTR between the two modes. In the regime of a

Figure 4.37: Dark-field scattering spectrum (green solid line) of the rectangu-
lar nanostructure for unpolarized excitation and corresponding
fit (black dashed line) composed of two Lorentzian fits represent-
ing the transverse (blue solid line) and longitudinal (pink solid
line) dipolar resonances. The phase shifts (back dotted lines)
towards the excitation are shown for each mode, and also the
resulting wavelength-dependent relative phase ∆ = ϕLR � ϕTR

(black dash-dotted line).

quasi-static approximation, the oscillations of the free electron gas
density in a plasmonic nanostructure follow distinguishable modes,
which can be modeled by dipoles with varying strength and different
orientations p⃗i(λ) = pi(λ) � e⃗i for i = 1, ..., n, where λ = λi denotes a
wavelength of maximal oscillator strength. The wavelength-dependent
dipole strengths pi(λ) can be obtained from the functional values of
the respective Lorentzian fits to the unpolarized spectrum.
So, for an incoming plane-wave propagating in the direction of

n⃗exc = sin θexc cos φexc � e⃗x + sin θexc sin φexc � e⃗y + cos θexc � e⃗z

with inclination θ and azimuth φ, the electric excitation field can be
written as E⃗ = E⃗0 exp(�iωt), where E⃗0 = E0 (cos φ � a⃗1 + sin φ � a⃗2), so
that a⃗1 K a⃗2 and a⃗i K n⃗exc, i.e. a⃗1 and a⃗2 are orthogonal unit vectors in
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the plane perpendicular to the direction of incidence.
For oblique incidence, the unit vectors a⃗i are given by

n⃗exc � �⃗ez,

#⃗
a1 = � sin φexc � e⃗x + cos φexc � e⃗y

a⃗2 = n⃗exc � a⃗1
,

while for normal incidence they are given by

n⃗exc = �⃗ez,

#⃗
a1 = e⃗x

a⃗2 = e⃗y

.

The electric far field of a dipole p⃗, radiated into the direction n⃗, is of
the form

E⃗D � exp(ikr� iωt)

r
(⃗n� p⃗)� n⃗

=
exp(ikr� iωt)

r
( p⃗� (⃗n � p⃗) n⃗) ,

where k = 2π
λ denotes the wave number, and r is the distance to the

observer. For an incoming excitation field E⃗0 in the direction of the ith
’eigen’-dipole, i.e. for Ei = E⃗0 � e⃗i, the excited dipole therefore radiates
into the far field according to

E⃗i = A �
(

E⃗0 � e⃗i

)

exp(�iωt + iϕi) ( p⃗i � (⃗n � p⃗i) n⃗)

= A � pi(λ) exp(�iωt + iϕi)
(

E⃗0 � e⃗i

)

(⃗ei � (⃗n � e⃗i) n⃗) ,

where A is some proportionality factor including the distance depen-
dence, and ϕi is the phase difference between the exciting field and
the dipole (cf. equation 4.12). The total electric field, radiated by all
dipoles, is consequently given by

E⃗ =
ņ

i=1

E⃗i = A � exp(�iωt)
ņ

i=1

pi(λ) exp(iϕi)
(

E⃗0 � e⃗i

)

(⃗ei � (⃗n � e⃗i) n⃗) .

The polarization of the electric field is analyzed subsequently by
inserting a linear polarization filter with transmission axis Θ into the
optical path. In the model, the electric field component for a given
polarization in direction e⃗p, determined by the analyzer angle Θ, can
be obtained from the projection of the electric field on the transmission
axis and is given by

E⃗p = E⃗ � e⃗p

= A � exp(�iωt)
ņ

i=1

pi(λ) exp(iϕi)
(

E⃗0 � e⃗i

)

(

e⃗i � e⃗p � (⃗n � e⃗i)
(

n⃗ � e⃗p

))

= A � exp(�iωt)
ņ

i=1

pi(λ) exp(iϕi) � Ri � Si ,
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where Ri =
(

E⃗0 � e⃗i

)

and Si =
(

e⃗i � e⃗p � (⃗n � e⃗i)
(

n⃗ � e⃗p

))

.
In the experimental set-up, the emitted light is collimated after leaving
the objective and before impinging on the polarizer. For simplification
purposes, it can therefore be assumed that the polarizer axis is parallel
to the propagation direction of the emitted light, i.e. e⃗p K n⃗ and
therefore

(

n⃗ � e⃗p

)

= 0. The corresponding intensity, depending on the
transmission axis of the linear polarizer Θ, is consequently given by

cos x = ℜ(exp(ix))

Ip = |Ep|2 = Ep � E�
p

= A2
ņ

i=1

ņ

k=1

pi(λ)pk(λ)Ri � Rk � Si � Sk � exp(�i(ϕk � ϕi))

= A2

(

ņ

i=1

p2
i (λ)R2

i S2
i + 2

ņ

i=1

ņ

k¡i

pi(λ)pk(λ)RiRkSiSk � cos(ϕk � ϕi)

)

.

(4.13)

For planar plasmonic nanostructures oriented in the x, y-plane,
as they were investigated in this thesis, it can be assumed that the
eigenmodes are also oriented in-plane, and contributions of out-of-
plane plasmonic modes can hence be neglected. As the investigated
structures all show two resonances in the scattering spectra, it can
be assumed that the two eigenmodes point in different directions
e⃗1 = cos β � e⃗x + sin β � e⃗y and e⃗2 = cos γ � e⃗x + sin γ � e⃗y. For plane-wave
excitation with linearly polarized light oriented in Φ, equation 4.13

becomes

Ip(λ) = E2
0 A2 � (p2

1(λ) � cos2(Φ� β) � cos2(β�Θ)

+ p2
2(λ) � cos2(Φ� γ) � cos2(γ�Θ)

+ 2 � p1(λ) � p2(λ) � cos(Φ� β) � cos(β�Θ)

� cos(Φ� γ) � cos(γ�Θ) � cos(ϕ2 � ϕ1)) . (4.14)

E2
0 A2 therein is a scaling factor, Θ denotes the analyzer angle, and β

and γ are the dipoles’ orientations.
Equation 4.14 therefore describes the expected intensity curves for
distinct analyzation angles Θ under excitation with linearly polarized
light in direction Φ. The validity of the model was tested for the
achiral rectangular nanostructure, but also for tilted rhomboids, i.e.
for structures with increasing geometrical chirality coefficients χ2D (cf.
section 2.4.2).
The model was applied by simultaneously fitting equation 4.14 to the
experimentally obtained spectra and by using the dipoles’ orienta-
tions β and γ as fitting parameters. Figure 4.38 exemplarily shows
a summary of the obtained results for one excitation polarization,
namely Φexc = 45�. The upper part shows SEM images together with
the modeled structures as implemented in the numerical simulations
with dimensions and corresponding geometrical chirality coefficients
χ2D. The lower part shows a comparison of the experimentally ob-
tained analyzed dark-field scattering spectra and the intensity curves
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obtained from the analytical dipole model. Both show the expected
behavior of alternating intensities with varying analyzation angles, as
it has already been discussed before (cf. section 4.3.2).
As has been mentioned above, the dipoles’ orientations β and γ were

Figure 4.38: (Upper part) SEM images and model extracted from simulations
of the investigated nanostructures with dimensions and corre-
sponding chirality coefficients χ2D. (Lower part) Experimentally
obtained analyzed dark-field scattering spectra (top) and in-
tensity curves from the analytical dipole model (bottom) for
Φexc = 45�.

used as fitting parameters in equation 4.14 for each set of measure-
ments with given excitation and analyzation angles. The obtained
results are summarized in Table 4.2 for all three particle geometries
A-C. For particle A it is clearly demonstrated that, according to the
model, the dipoles are oriented along the transverse and longitudinal
dipolar modes of the particle. For particles B and C the dipoles’ ori-
entations vary, yet a direct relation to the variation of the structure’s
geometry is not apparent on first sight, as they do not follow the
particles’ sides. However, by keeping in mind that the model was
set up with dipoles following a particle’s eigenmodes, simulations
were performed with the eigenmode solver implemented in MNPBEM.
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The solver uses a quasi-static approach to find solutions to Maxwell’s
equations on the particle’s surface. From the obtained surface charge
distributions, the dipole moments were calculated similar to before (cf.
section 4.3.3). The extracted orientations are summarized in the bot-
tom part of Table 4.2 and prove to be in good accordance to the ones
obtained from the model. Figure 4.39 finally visualizes the computed
eigenmodes.

a b c

βModel (�2.5� 1.2)� (23.4� 0.5)� (34.8� 0.5)�

γModel (89.9� 0.2)� (114.2� 0.4)� (126.4� 0.4)�

βSimulation 0� 24� 40�

γSimulation 90� 116� 130�

Table 4.2: Dipole orientations extracted from analytical dipole model and
numerical simulations

The results discussed above demonstrate that the model allows
for calculating polarization states solely from an unpolarized spec-
trum if the orientation of the respective structure and its eigenmodes
are known. Or vice versa, it exemplarily allows for determining the
azimuthal orientations of the longitudinal modes of randomly dis-
tributed nanorods if polarized measurements are available. This ap-
proach was taken in [229].

Figure 4.39: Surface charge distributions of the dipolar eigenmodes and
thereof obtained orientations of their dipole moments for struc-
tures A-C.

For the sake of completeness, Figures 4.40 - 4.42 show the compar-
isons of measurement, numerical simulation and analytical model
for each particle A-C for all three of the investigated linear excitation
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polarizations. The intensities are normalized to the maximum of each
set for better comparability.

Figure 4.40: Particle A: Comparison of normalized intensities of measure-
ment, simulation and model for three different linear excitation
polarization orientations.
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Figure 4.41: Particle B: Comparison of normalized intensities of measure-
ment, simulation and model.

Figure 4.42: Particle C: Comparison of normalized intensities of measure-
ment, simulation and model.
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4.3.7 Circular Dichroism-like Behavior in Achiral Rectangular Nanostruc-

tures

Circular dichroism spectroscopy describes the differential absorption
of left- and right-handed circularly polarized light and is the method
of choice for determining whether or not a structure shows chirop-
tical effects [230]. For ensemble measurements, extinction is usually
measured, which consists of the sum of absorption and scattering. For
structures with relatively large dimensions (¡ 100 nm) their scattering
cross-sections can exceed their absorption cross-sections, so that circu-
lar differential scattering measurements can be favorable [231], as it
also allows for investigating single particles [109].
According to earlier discussions on the preservation of incoming po-
larizations using a dark-field condenser, there are some boundary
conditions to be taken into account when implementing circularly po-
larized excitation into the experimental set-up [232]. Be that as it may,
for achiral nanostructures, optical chirality in the far-field response
is widely neglected, as it is not visible in standard circular dichroism
spectroscopy measurements.
However, with the results discussed before, a differing far-field signal
can be expected for excitation with left- and right-handed circularly
polarized light, if the spectra are analyzed as described before. As a
proof of concept, measurements were performed on a similar achi-
ral rectangular nanostructure, excited with linearly polarized light
oriented in Φexc = 45� and Φexc = 135�. Both polarizations can be
interpreted as the superposition of left- and right-handed circularly
polarized light of the same amplitude and with complex coefficients,
i.e. with a phase shift of �π

2 between the two components:

ELCP + ERCP exp(i
π

2
) = Ex + iEy +

(

Ex � iEy

)

exp(i
π

2
)

= Ex + iEx + Ey + iEy

= (Ex + Ey) + i(Ex + Ey) p= E45�

ELCP + ERCP exp(�i
π

2
) = Ex + iEy +

(

Ex � iEy

)

exp(�i
π

2
)

= Ex � iEx � Ey + iEy

= (Ex � Ey)� i(Ex � Ey) p= E135� ,

where E45�,135� denote complex amplitudes, and the corresponding
electric fields are given by E = ℜ(E45�,135� exp(iωt)). The top row in
Figure 4.43 shows far-field scattering spectra for both linearly polar-
ized excitation polarization orientations, as obtained from simulations
(left column) and also measurements (center column). The graph on
the right-hand side shows double-Lorentzian fits to the measurements.
As can be seen, the scattering spectra do not show any differences,
which is clearly expected for an achiral nanostructure. However, when
looking at the analyzed spectral responses, as can be seen in the center



126 results

row for Φexc = 45� and in the bottom row for Φexc = 135�, one can
easily distinguish between the two excitation polarizations, and the
importance of a phase-correct interpretation becomes clear. The col-
umn on the right-hand side shows analyzed and spectrally resolved
intensity maps calculated according to equation 4.14, for fixed dipole
positions of β = 0� and γ = 90� and with the dipoles’ strength being
extracted from the Lorentzian fits in the top panel.
This experiment again shows a high qualitative accordance between
simulation, measurement and model and confirms once more the
predictive power of the analytical model.

Figure 4.43: (Top) Comparison of scattering spectra obtained from simula-
tions, measurements and Lorentzian fits to the experimental
data for linearly polarized excitation polarizations Φexc = 45�

and Φexc = 135�. (Center and bottom) Analyzed and spectrally
resolved intensity maps for both excitation orientations.



5
S U M M A RY A N D O U T L O O K

In this thesis, the optical characterization of different plasmonic sys-
tems was paramount, but also the production of nanostructures with
common methods of nanofabrication made up a significant share.
Additionally, numerical simulations were performed to forecast geo-
metrical requirements on nanostructures, and to verify experimental
findings theoretically.
Firstly, plasmonic hybrid systems consisting of gold nanocones and
semiconductor quantum dots were fabricated on transparent sub-
strates, to facilitate optical transmission measurements. The gold
nanocones were designed in such a way that their dipolar out-of-
plane resonance matches the quantum dots’ photoluminescence emis-
sion wavelength. The nanocones were fabricated using electron beam
lithography and a thermal evaporation process for metallization. The
geometrical parameters were determined beforehand, and the optical
properties were consequently investigated theoretically with various
simulations on their scattering cross-sections, near-field distributions
and photonic densities of optical states. They were also investigated
experimentally by performing white-light dark-field scattering spec-
troscopy. A self-aligned process was co-developed and applied to at-
tach single or few quantum dots solely to the apexes of the nanocones.
The optical properties of the resulting hybrid systems were further
investigated in the group of Prof. A. Meixner at the Institute of Phys-
ical and Theoretical Chemistry at the University of Tübingen. This
was done by confocal photoluminescence spectroscopy, using a laser
as excitation source. The resulting luminescence spectra were com-
pared to different reference systems, and an intensity enhancement of
roughly an order of magnitude could be obtained for a quantum dot
bound to the tip of a gold nanocone compared to the luminescence
intensity of a single quantum dot on glass. Spectrally integrated in-
tensity trajectories were taken for both, the hybrid and the reference
system, respectively, to investigate the changes in the fluorescence
intermittency. It could be shown that the blinking statistics change sig-
nificantly for a quantum dot in the vicinity of a metallic nanostructure,
and the times in which the system is in an on-state increase compared
to the reference on glass. As such changes in the emission behavior go
hand in hand with modified lifetimes of the excited states, additional
lifetime measurements were performed. For a quantum dot coupled to
the tip of a gold nanocone the intensity-weighted average fluorescence
lifetime was found to be xτy � 150 ps, while for the reference system,
i.e. a quantum dot on glass, the average lifetime was found to be
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xτy � 11 ns, which demonstrates a 70-fold acceleration of the emission
process.
The investigated hybrid system proved to be an interesting candidate
to study the influence of resonantly tuned metallic nanoantennas on
the emission properties of closely positioned quantum emitters and
provided the promising opportunity to be further applicable in pro-
ceeding studies.

To efficiently exploit the effects of luminescence enhancement and
the preferred coupling to the out-of-plane plasmonic mode, as they
were found in the hybrid system consisting of nanocone and quantum
emitter, a similar system was incorporated in a hybrid metal-dielectric
bullseye device, which was designed and implemented by the group
of Prof. R. Rapaport at the Racah Institute of Physics at the Hebrew
University of Jerusalem, to overcome the rate-directionality trade-off
in the photon emission of a single quantum emitter.
The device consisted of a quantum dot coupled to the tip of a gold
nanocone, which was located in the center of a concentric Bragg grat-
ing, i.e. the bullseye antenna, and the whole device was embedded
in a dielectric waveguide layer. The metallic part of the device was
fabricated using a monolithic template stripping method, where the
antenna components were preliminary etched into a silicon template,
using focused gallium ion beam milling, before being covered in gold
by thermal evaporation. By attaching a glass substrate with the help of
an additional adhesion layer, the whole layer system could be stripped
off, resulting in a very smooth bullseye antenna and nanocone.
For the optical characterization of the device, different spectroscopy
and imaging techniques were applied. In order to determine the
number of quantum dots bound to the tips of the nanocones, time-
filtered second-order correlation measurements were performed and
single-photon emission could be detected, therefore confirming the
successful attachment of single to few quantum dots. As expected,
enhanced luminescence could be observed compared to a reference
quantum dot on glass. By performing back focal plane imaging, also
the modified emission directionality could be investigated accordingly.
The collection efficiency improvement was highest at low numerical
apertures, reaching values 88-fold greater than the reference (at NA
= 0.22). Again, lifetime measurements were performed to identify the
contributions of exciton and biexciton excitations and to calculate the
hybrid system’s quantum yield. An overall enhancement factor F � 20
could be found, therefore demonstrating the ability of the device to
increase the decay rates compared to the reference. From the obtained
results, it could be shown theoretically that with such a device, photon
emission rates reaching the GHz regime should be achievable.
As is often the case in hindsight of proof-of-concept measurements,
some adjustment screws could be identified to improve the overall
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performance of the device. Most importantly, due to fabrication re-
strictions of the applied methods, the nanocones had rather big tip
radii, which was found to be disadvantageous for the single quantum
dot yield in the attachment process. It could also be shown through
simulations, that a lateral displacement of the quantum emitter leads
to a decrease of the radiative decay rate of the out-of-plane dipole,
which results in a reduction of the Purcell factor and should therefore
be prevented. The Purcell factor could also be enhanced theoretically
by adjusting the device’s geometry, so that the nanocone’s dipolar
out-of-plane resonance could be exploited, as this mode shows the
highest rate enhancements. Nevertheless, the presented device may
be regarded as a success, as the optical performance and the feasible
on-chip design make it an important component towards deterministic
GHz-rate single photon sources operating at room-temperature.

Finally, in this thesis, polarimetric dark-field scattering spectroscopy
measurements were performed on different single gold nanostructures,
to study the polarization of the detected scattered signals dependent
on the incoming excitation polarization.
Therefore, individual planar achiral rectangular nanostructures and
chiral rhomboidal nanostructures with different degrees of geomet-
rical chirality were fabricated in the group of Prof. D. Gérard at the
University of Technology of Troyes in France using electron beam
lithography and a thermal evaporation process. Regarding the set-up
for the optical characterization, a commercial transmission dark-field
scattering microscope was modified with respective polarization fil-
ters to enable polarized excitation and subsequent analyzation of the
scattered signals. Additionally, a cross-like aperture was designed
and implemented to maintain linear polarization in the excitation
path, even though focusing through a condenser, and the functionality
was verified using back focal plane imaging. The obtained spectra
were evaluated for their wavelength-dependent degree of circular po-
larization and the results were compared to numerical simulations,
pertaining the near field, but also the far field, respectively. For the
rectangular nanostructure, it could be shown exemplarily amongst
other things, that for linear excitation polarizations oriented along
directions not coinciding with the eigenmodes’ dipole moments, chi-
roptical far-field responses could be detected. From the experimental
data, polarization ellipses could be calculated for each wavelength.
The findings were compared to numerical simulations of the surface
charge distributions, showing the temporal course of the excited dipole
moments, and reasonable accordance could be found, underlining the
statement that the polarization state of the emitted light is already
determined in the near field. For the sake of completeness, also simu-
lations on the optical chirality distributions in the surroundings of
the nanostructure were performed and the results compared to liter-
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ature. Furthermore, an alternative method to determine the full set
of Stokes parameters from the detected signals could be presented,
and the findings were also successfully compared to simulations of
the scattered far fields. The importance of this finding comes to light,
when considering the assumption that the chirality flux from the near
field to the far field is proportional to the third Stokes parameter. As
the existence of chiroptical far-field responses is widely neglected for
achiral nanostructures, additional proof-of-concept measurement were
performed, showing differing analyzed far-field responses for the rect-
angular nanostructure for two linear excitation polarizations oriented
in 45� and 135� relative to the structure’s main axes, as those two
excitation polarizations can be interpreted as a superposition of left-
and right-handed circularly polarized light with complex coefficients.
Last but not least, an analytical dipole model could be set up with
the help of Prof. Dieter P. Kern to describe the emergence of circular
polarization in arbitrarily shaped, planar nanostructures with two
(or even more) spectrally overlapping eigenmodes for a given linear
excitation polarization. For a successful application of the model, an
unpolarized scattering spectrum of the investigated nanostructure is
needed, and at least three analyzed spectra for a given excitation
polarization. By fitting the unpolarized spectrum with n Lorentzians,
representing the n eigenmodes, the phase shift towards the excita-
tion can be calculated for each resonance. With the obtained phase
shifts, the modeled equation to describe the analyzed intensities can
be fitted to the experimentally obtained spectra, where the dipoles’
orientations are the fitting parameters. A good accordance could be
found for the measured and modeled spectra, for the achiral but also
the chiral structures, respectively. It could also be shown, through
measurements and also simulations, that for the rhomboidal nanos-
tructures, the eigenmodes’ dipole moments are not necessarily aligned
to the geometrical axes.
In conclusion, it can be said that the work presented here demon-
strates both, experimentally and through simulations, that achiral
nanostructures can exhibit far-field chiroptical effects under linearly
polarized excitation, which is an effect widely neglected in literature.
It therefore contributes to a better understanding of the formation of
polarization in the light emerging from plasmonic nanostructures and
might be a useful tool in designing structures with desired polarization
characteristics for various applications, e.g. in sensing applications,
metasurfaces or polarization optics.
However, the work also highlighted the importance of further studies
to resolve pending issues. This in turn can also be considered a chance,
as it simultaneously opens up the opportunity to gain deeper insights
into the interplay of different modes within such single structures.
For example, it would be a straight-forward approach to perform
analyzed extinction measurements on similar nanostructures with
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circularly polarized excitation light, as this kind of measurements
would meet the requirements of circular dichroism spectroscopy, and
the expected differences in the CD spectra should become observable.
It could also be of interest to perform photoluminescence measure-
ments on chiral nanostructures with different handedness to study the
phenomenon of intrinsic chirality. For excitation wavelengths below
the interband transition threshold, the incoming photons are absorbed
and excite interband and intraband transitions, which in turn can
decay radiatively, preferably into plasmon modes due to the enhanced
photonic density of states. Due to the incoherence of the process, it
could be interesting to investigate the detected signals for their degree
of circular polarization. Ultimately, it could be demonstrated from
simulations and preliminary measurements, that for planar triangular
nanostructures with increasing values of tip deflection and therefore
increasing degrees of geometrical chirality, the dipolar resonances start
to show an avoided-crossing behavior. This gives hint to some kind of
mode-hybridization and clearly offers an interesting starting point for
further studies.





A
A P P E N D I X

The following appendix gives a review on the recipes of the nanofab-
rication processes used in this thesis. It shall be emphasized that the
given parameters might need to be adjusted for individual purposes,
as they are highly dependent on environmental conditions, such as
room-temperature or humidity in the laboratory.

a.1 substrate preparation

1. Put 5-8 pellets of potassium hydroxide in beaker (20 ml) and fill
halfway up with deionized water

2. Put glass cover slips in and place beaker in ultrasonic bath for 3

min

3. Add one third of hydrogen peroxide and use ultrasonic bath for
further 5 min

4. Transfer sample to new beaker filled with deionized water and
use ultrasonic bath for 1 min

5. Take sample out and rinse with deionized water

6. Blow-dry sample with nitrogen

7. Optional: Add conductive layer of indium tin oxide via sputter
deposition

a.2 process parameters for nanocone fabrication

1. Optional: Deposit gold layer with desired thickness, i.e. envis-
aged height of nanocones

2. Spin-coat PMMA layer (2.5%, dissolved in MIBK) with 2600 rpm
for 6 s and 5000 rpm for 60 s (resulting resist thickness � 120

nm)

3. Bake at 150°C for � 15 min

4. Optional: Repeat step 2 to 3 to receive a higher resist layer,
adjust rotation parameters if needed (higher rotation parameters
decrease resulting height)

5. Bake sample at 150°C for 60 min
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6. Perform EBL, acceleration voltage: 30 kV, point dose � 50-120

fC/dot, area dose � 300 µC/cm2, working distance: 6 mm

7. Develop sample in mixture of IPA:MIBK with a ratio of 3:1 for
� 60 s (Important: The time needed for development is highly
dependent on several parameters such as exposure dose or the
temperature of the developer and needs to be checked before)

8. Stop development step by placing sample in beaker with IPA for
30 s

9. Blow-dry with nitrogen

The following steps depend on the respective fabrication process used
for nanocone fabrication. For nanocones by thermal evaporation follow
steps 10 to 13.

10. Deposit gold with desired thickness via thermal evaporation,
deposition rate � 2-3 Å/s

11. Place sample in acetone for at least 60 min for lift-off process

12. Rinse sample with IPA

13. Blow dry with nitrogen

For nanocones by argon ion milling follow steps 14 to 18.

14. Deposit aluminum oxide with a thickness of one fourth of the
nominal gold thickness

15. Place sample in acetone for at least 60 min for lift-off process

16. Rinse sample with IPA

17. Blow dry with nitrogen

18. Use argon ion milling machine to etch nanocones. The time
needed to etch away the whole metal layer strongly varies and
the progress of the process needs to be checked individually
after short etching time intervals (� several seconds) via SEM

imaging

a.3 process parameters for attachment of quantum dots

1. Spin-coat PMMA with a thickness of � nanocone height + 20 nm.
Check actual height with profilometer

2. Apply oxygen plasma (using reactive ion etching) to uncover
tips. Process parameters: 20 W, 0.1 Torr, 100% O2, etch rate: 1.25

nm/s

3. Check progress via SEM imaging, repeat steps 2 to 3 if needed
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4. Place sample in beaker filled with 20 ml deionized water and
0.02 g 3-MPA for 30 min

5. Rinse with deionized water and immediately place in quantum
dot suspension diluted in hexane (10 µg/ml) for 24 h

6. Rinse with acetone for several minutes to remove embedding
layer and excess quantum dots

7. Rinse with IPA

8. Blow-dry with nitrogen
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