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I

Abstract
In this work, different plasmonic nanostructures were fabricated, investigated using
various methods and tested for their sensing abilities. Firstly, nanoscopic Yagi-Uda-
antennas were fabricated, whose working principle is proved in the radio frequency
range for decades [1, 2]. Their operation principles rely on the constructive and de-
structive interference of electromagnetic waves, which are emitted by an active ele-
ment and re-emitted by passive elements. This proven principle was converted here
amongst other works to the optical regime.
To find optimal parameters, Finite Difference Time Domain (FDTD) simulations
were carried out. The fabrication mostly relied on electron beam lithography, how-
ever focused helium ion beam milling is used for the fabrication as well. With the
help of this microscope, either whole antenna structures could be fabricated or ex-
isting antennas could be manipulated.
Spectra were taken in a Dark Field (DF) microscope, where simple antennas as well
as antennas incorporated in a flow cell were investigated. The advantage of a flow
cell is the simple manipulation of the local refractive index with the help of different
liquids.
Furthermore, the emission characteristics of the antenna were probed with the help
of a Back Focal Plane (BFP) microscope built by Annika Mildner, where it was tried
to manipulate the emission direction. To do so, simple antennas were incorporated
into a flow cell, and a higher refractive index medium was used to influence the po-
lar angle of emission. To change the azimuthal angle of emission, each element of an
antennawas half covered in silicon dioxide, andmeasurements in different refractive
index media were carried out.
Additionally, antennas were fabricated on a silicon substrate to be used by Felix
Schneider in second harmonic generation (SHG) experiments in a parabolic mirror
setup.

In the second part of the thesis, core-satellite-structures consisting of one or two sil-
ica cores surrounded by gold nanospheres were investigated. The structures were
synthesised by Dr. Yingying Cai from the University of Göttingen, using wet chem-
istry. FDTD simulations were carried out to determine the expected spectra and
obtain the plasmonic modes. DF spectra were taken with unpolarised and linearly
polarised light of different orientation and compared to the simulations. Addition-
ally, the Surface Enhanced Raman Spectroscopy (SERS) properties of the structures
were determined by covering the structures in Raman active material. Lastly, the
sensitivity of the resonance shift of the core-satellite structures depending on the
local refractive index was investigated.
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Zusammenfassung

In der hier vorliegenden Arbeit wurden verschiedene plasmonische Nano-
strukturen hergestellt, mit unterschiedlichsten Methoden untersucht und auf
Sensoreigenschaften überprüft. Zunächst wurden nanoskopische Yagi-Uda-
Antennen hergestellt, deren Prinzip seit Jahrzehnten im Radiofrequenzbereich
erprobt ist [1, 2]. Ihre Funktion beruht auf der konstruktiven und destruktiven
Interferenz von elektromagnetischen Wellen, die von einem aktiven Element ausge-
hen und von passiven Elementen erneut ausgestrahlt werden. Das erprobte Prinzip
wird nun wie in vorherigen Arbeiten auf den optischen Spektralbereich übertragen.
Um die optimalen Parameter zu finden werden zunächst sogenannte Finite Dif-
ference Time Domain (FDTD, engl. Finite-Differenzen-Methode im Zeitbereich)
Simulationen durchgeführt. Die Fabrikation der Antennen erfolgt zum Großteil mit
Hilfe von Elektronenstrahllithografie, wobei auch fokussiertes Helium-Ionen-Strahl
ätzen eingesetzt werden kann. Entweder die komplette Herstellung einer Antenne
oder nur die Manipulation existierender Antennen ist mit diesem Gerät erfolgt.
Spektroskopische Untersuchungen wurden an einem Dunkelfeldmikroskop (DF)
durchgeführt, wobei einfacheAntennen als auchAntennen in Flusszellen untersucht
wurden. In den Flusszellen kann auf einfache Weise der lokale Brechungsindex um
die Antennen durch unterschiedliche Flüssigkeiten verändert werden.
Ebenfalls wurde das Abstrahlverhalten der Antennen in einem Back Focal Plane
(BFP, engl. rückwärtige Brenneben, manchmal auch Fourierebene) Mikroskop,
welches von Annika Mildner gebaut wurde, untersucht. Es wurde versucht,
die Abstrahlcharakteristik zu beeinflussen: zum einen durch einen höheren
Brechungsindex um eine unveränderte Antenne, wobei sich der Polarwinkel der
Abstrahlung verändert, zum anderen wurde der Versuch mit einer Antenne wieder-
holt, bei der die eine Hälfte eines jeden Antennenelements mit Siliziumdioxid
bedeckt ist. Dadurch konnte eine Änderung der Abstrahlrichtung im Azimuthal-
winkel beobachtet werden.
Zusätzlich dazu wurden noch Antennen auf einem Silizium-Substrat hergestellt,
welche in einem Parabolspiegelaufbau von Felix Schneider auf Frequenzver-
dopplung untersucht wurden.

Des Weiteren wurden Core-Satellite (engl. Kern-Satellit) Strukturen untersucht,
welche nasschemisch von Dr. Yingying Cai an der Universität Göttingen syn-
thetisiert wurden und aus einem oder zwei Siliziumdioxid-Kernen bestehen,
welche von Gold-Nanokugeln umgeben sind. FDTD-Simulationen dienten zur
Bestimmung der plasmonischen Moden und der zu erwartenden Spektren. Es
wurden DF-Spektren aufgenommen mit unpolarisierter und linear polarisierter
Beleuchtung unterschiedlicher Orientierung und mit den Simulationen verglichen.
Des Weiteren wurde die Eignung der Strukturen für Surface Enhanced Raman
Spectroscopy (SERS, engl. Oberflächenverstärkte Raman Spektroskopie) eruiert,
indem die Strukturen mit Raman-aktivem Material benetzt wurden. Zu guter
Letzt wurde noch der Shift der Resonanzfrequenz der Core-Satellite-Strukturen in
Abhängigkeit vom lokalen Brechungsindex untersucht.
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1 Introduction
Gold nanostructures have been the topic of extensive research over the last couple of
decades due to their versatility and unique properties [3, 4, 5]. Their area of appli-
cation ranges from localized, self heating nanoparticles to destroy cancer cells [6],
to drug delivery [7] and colorimetric sensing due to their high absorption and light
scattering properties [8, 9, 10]. Also, their optical properties combined with a sur-
face activation makes them suitable for biosensing applications [11, 12] and their
high-intensity, localised electromagnetic near field can be used for surface-enhanced
Raman spectroscopy (SERS) [13, 14].
All these applications are based on localised surface plasmon resonances (LSPRs),
which describe the collective oscillation of conduction band electrons in response to
the oscillating electromagnetic field of incident light [15]. To tune the LSPRs, multi-
ple nanoparticles are assembled into new structures ofmore complex geometry. This
way the individual LSPR modes can couple and new hybridised modes appear [16,
17, 18].
The hybridisation ofmodes in complex nanostructures also occurs in thiswork. Here
the assemblies of nanostructures are so called Yagi-Uda-antennas, which consist of
several gold nanorods of specific geometry and arrangement as well as core-satellite-
structures, that are made from one or two silica cores and are surrounded by gold
nanospheres. While Yagi-Uda-antennas have proven themselves in the radio fre-
quency regime for decades with a simple and robust design and great directivity
of emission, the core-satellite-structures do not have such macroscopic counterpart.
Nevertheless, great properties and applications of such structures have been discov-
ered in recent years.
The goal of this work is on the one hand, the fabrication of Yagi-Uda-Antennas in
the visible frequency range, as well as the characterisation of their emission pattern.
Additionally, antennas were modified in different ways which leads to a manipula-
tion of the emission pattern, which again can be seen in the back focal plane of the
microscope objective.
On the other hand, core-satellite structures were simulated to obtain the hybridised
plasmon modes. It was taken advantage of these modes and their high near field
enhancement to perform surface enhanced Raman spectroscopy as well as refractive
index sensing measurements.
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1.1 State of the art

To set a context of this work, an overview is given about the state of the art of the
two main topics that were handled during this thesis. A brief overview over ad-
vancements and applications of optical Yagi-Uda-antennas is given, and different
experiments and combinations of core-satellite particles are shown.

1.1.1 Yagi-Uda-antennas

After the invention of radio-frequency Yagi-Uda-antennas in 1926 [1], it took around
80 years to come up with a theoretical proposal of such an antenna for the optical
regime. Hofmann et al. and Li et al. proposed, independently of each other, design
parameters for a Yagi-Uda-antenna in the optical regime [19, 20]. These theories
have been followed up by a number of other theoretical/numerical works, for exam-
ple for single emitters coupled to optical Yagi-Uda-antennas [21], antennas based
on dielectric particles [22], a three-dimensional array of antennas for laser collima-
tion [23], bistable, actively tunable antennaswith a semiconductor disc incorporated
in the feed of an antenna made from silver [24] but also for optical spectrometers
consisting of several antennas, that make use of the changing response to different
wavelength excitations [25]. A first paper on directing the second harmonic gener-
ated in a gold sphere via the help of two dielectric reflector and director spheres can
be found in the work of Xiong et al. [26]. Lastly, the use for optical communication
systems has been discussed [27, 28].
Additional to the theoretical works, some Yagi-Uda-antennas with different features
have been fabricated and investigated. One of the first doing so were again the Hof-
mann group, that electron beam lithographically produced such an antenna con-
sisting of gold rods, however with the feed element rotated by 45◦ compared to the
reflector and director elements [29]. The theoretical calculations from their previous
work ([21]) could thereby be experimentally confirmedby the group. Quantumdots
were successfully coupled to the feed element of a Yagi-Uda-antenna, and its emis-
sion was now unidirectional instead of isotropic [30]. Moreover, antennas, which
are driven by plasmon-modulated photoluminescence, were fabricated and showed
clear directivity in emission. An L-shaped arrangement of two such antennas, which
are resonant at different frequencies, could even be used to direct different wave-
lengths to different directions [31].
However, not only two-dimensional, single antennas were investigated. Arrays of
stacked antenna elements were fabricated, and their directive absorption was mea-
sured [32]. For a further understanding of the antennas, their near-field dynamics
were measured [33].
Further experiments where reflector and director elements were placed around dif-
ferent emitters like a semiconductor wire, an electrically driven feed element and a
bow-tie antenna can be found in [34, 35, 36]. A last interesting twist on a Yagi-Uda-
antenna can be found in [37], where instead of metal particles, cavities in a waveg-
uide function as antenna elements.
All in all, the research into optical Yagi-Uda-antennas is still relatively limited with
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no actual measurements for this antenna type as a sensor, where it was tried to ac-
tively manipulate the emission of the antenna, which leads to an interesting field of
research.

1.1.2 Core-satellite structures

The term core-satellite structures generally refers to nanoscopic assemblies consist-
ing of a single or multiple core structures that are surrounded by smaller peripheral
structures. The surface of the core particles is typically not completely covered by
these surrounding satellite particles [38].
Since the first DNA-directed synthesis of such particles in 1998 [39] multiple
variations of assembling methods, material combinations and shapes have emerged.
Due to this versatility, a wide range of applications have been found for these
core satellite particles, which are explained later. It should be noted, that most of
the applications are based on the so-called localised surface plasmon resonances
(LSPRs), the collective oscillation of conduction electrons in response to the oscil-
lating electromagnetic field of incoming light [15]. These LSPRs can be tuned by
assembly of nanoparticles to form new structures, as is the case in core-satellite
structures. Here the individual modes couple, and new hybridised modes appear
[16, 17, 18].
One application of core-satellite structures is to exploit their optical properties to
form a refractive index sensor. Ode et al. [40] found that the coupled LSPR peaks
of gold core/gold satellite structures are more sensitive to refractive index shifts
than their native counterparts and received a sensitivity of ca. 350 nm/RIU. With
the help of surface activation, this sensor can be further expanded to a biosensor
[41, 42, 43]. Furthermore, it was shown that the disassembly and formation of the
whole core-satellite structure can be used as a colorimetric biosensor [44, 45].
Another application that makes use of LSPR or rather the high field enhancement
between the core and satellite or satellite and satellite is the surface enhanced
Raman spectroscopy (SERS) [46, 47, 48]. Finite-difference time-domain (FDTD)
simulations already revealed high intensities between particles, several orders of
magnitude higher than on sphere surfaces alone [49]. Additionally, they found
that core-satellite chains exhibit higher enhancements than individual core-satellite
particles.
SERS measurements were carried out on multiple structures such as gold nanorod
core/silver nanoparticle satellite structures, that took advantage of high single-
particle SERS enhancement of silver compared to gold [50] and gold nanorod
core/gold nanoparticle satellite structures, which showed that the SERS sig-
nal increases nearly proportionally with the number of satellites per core [51].
Other material combinations for SERS measurements include hollow porous gold
nanoshell [52], iron core / gold satellite structures [53, 41] and silver core / gold
satellite structures [54] among others.
Other applications of core satellite structures range from thermoresponsive mea-
surements [55, 56] to cancer therapy [57, 58, 59, 60] and drug delivery [61, 62].
Due to the high customisability of core satellite structures, various material combi-
nations such as the mentioned gold core / silver satellite structures [50, 63], gold
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core / gold satellite structures [39, 46, 64, 40, 65, 66], silica core structures [55, 67,
68] and iron oxide cores [41, 69, 53] are possible structures, but even exotic materials
like NaYbF4 core / CaF2 satellite structures [61] as well as ZnS core / gold satellite
structures [70] have been reported.
Not only the material can be changed, but also the shape. From rod-shaped core
[50] to nanocubes as core [65] to star-shaped cores [71] many options are available.
Additional to these parameters, gap size, particle size, core size and arrangement of
the structures (such as satellite position or multicore structures) are free to change
to obtain the structure with desired properties.
In thework presented here, chemically bottom-up fabricated core-satellite structures
consisting of one or two silica cores surrounded by gold nanosphere satellites are
investigated and compared to FDTD simulations. The structures are fabricated by
Yingying Cai at the group of Philipp Vana at the University of Göttingen [72].
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2 Fundamental theory
In this chapter, some of the theoretical fundamentals are explained to understand
the content of this work. First, some electromagnetic and plasmonic basics are out-
lined, followed by their application in Yagi-Uda-antennas. Furthermore, a look at
the simulation method of finite difference time domain (FDTD) is taken, before con-
tinuing to nonlinear properties of solid state particles and finishing with the theory
of Raman spectroscopy.

2.1 Plasmons
Since plasmons are the fundamental physical effect, that play a role throughout this
whole work, a theory is given on what they are and how they behave. Plasmons
describe the interaction of electromagnetic waves with the free electrons of the con-
ductance band in metals. Under certain circumstances, a collective oscillation of the
density of these electrons can be excited, which then behaves like a quasi particle:
the plasmon. One can distinguish between three major types of plasmons: bulk
plasmons in volume materials, surface plasmon polaritons (SPP) (see chapter 2.1)
at surfaces and boundaries and localised surface plasmon polaritons (LSPP) (see
chapter 2.3) in particles, that are smaller than the wavelength of the exciting electro-
magnetic wave.
To understand these phenomena better, a brief overview is given over how electro-
magnetic waves behave and can be described (see chapter 2.1.1) and how electrons
behave in a metal (see chapter 2.1.3). The following chapters are oriented along the
books Elektrodynamik, Optik and Principles of Nano-Optics [73, 74, 75].

2.1.1 Maxwell’s equations

Maxwell’s equations, named after James Clerk Maxwell, are a set of four differential
equations which describe the phenomenological relation between electric fields E⃗,
magnetic flux density B⃗, electric charge densities ρ and current densities j⃗. The four
equations are introduced separately, and their meaning described in a few words.

Gauss’s law

∇⃗ · E⃗ (⃗r, t) = ρ (⃗r, t)
ϵ0

(2.1)

Gauss’s law says, that the source of the electric field is electric charges. Furthermore,
the net outflow of electric field through a closed surface is proportional to the
electric charges that are enclosed by it. The constant of proportionality between the
two is the permittivity of free space ϵ0.
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Gauss’s law for magnetism

∇⃗ · B⃗ (⃗r, t) = 0 (2.2)

Gauss’s law for magnetism says, that the magnetic flux density does not diverge,
which means that the magnetic field is source free and field lines have to be closed
loops. Magnetic monopoles therefore do not exist.

Faraday’s law of induction

∇⃗ × E⃗ (⃗r, t) = –∂B⃗ (⃗r, t)
∂t (2.3)

Faraday’s law of induction says, that a change of the magnetic flux density in time
leads to a curl of an electric field. The negative sign is due to Lenz’s law.

Ampère’s law with Maxwell’s addition

∇⃗ × B⃗ (⃗r, t) = µ0⃗j (⃗r, t) + µ0ϵ0
∂E⃗ (⃗r, t)

∂t (2.4)

The original Ampère’s law states, that electric currents generate a magnetic field
around them. The addition by Maxwell states, that additionally magnetic fields also
relate to changing electric fields which are called displacement currents byMaxwell.
In the equation above, µ0 relates to the permeability of free space.
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2.1.2 Electromagnetic Waves

To solve Maxwell’s equations in vacuum and to achieve a solution for propagating
electromagnetic waves, one applies an additional rotation operator to equations 2.3
and 2.4. One obtains:

∇⃗ ×
(
∇⃗ × E⃗ (⃗r, t)

)
= –

∂
(
∇⃗ × B⃗ (⃗r, t)

)
∂t , (2.5)

∇⃗ ×
(
∇⃗ × B⃗ (⃗r, t)

)
= ϵ0µ0

∂
(
∇⃗ × E⃗ (⃗r, t)

)
∂t . (2.6)

Now one substitutes equations 2.3 and 2.4 again into the right side of equations 2.5
and 2.6:

∇⃗ ×
(
∇⃗ × E⃗ (⃗r, t)

)
= –ϵ0µ0

∂2E⃗ (⃗r, t)
∂t2

, (2.7)

∇⃗ ×
(
∇⃗ × B⃗ (⃗r, t)

)
= –ϵ0µ0

∂2B⃗ (⃗r, t)
∂t2

. (2.8)

The operator identity∇×
(
∇× A⃗

)
= ∇

(
∇ · A⃗

)
–∆A⃗ with∆ being the Laplace oper-

ator comes in handy and transforms equations 2.7 and 2.8 with respect to equations
2.1 and 2.2, which both equal zero in vacuum as follows:

∆E⃗ (⃗r, t) = ϵ0µ0
∂2E⃗ (⃗r, t)

∂t2
(2.9)

∆B⃗ (⃗r, t) = ϵ0µ0
∂2B⃗ (⃗r, t)

∂t2
. (2.10)

With additionally c = √
ϵ0µ0, the non-trivial solution to that equation is an elec-

tromagnetic wave, which travels at the speed of light. It is important to remember
that additionally to the wave equation a possible solution for electromagnetic waves
also has to fulfil Maxwell’s equations to be physically correct. The ansatz for solving
equation 2.9 is:

E⃗ (⃗r, t) = E⃗0e
i
(
k⃗⃗r–ωt

)
, (2.11)

with E⃗0 being the amplitude of the wave, ω being the angular frequency and k⃗ being
the vector, that expresses the direction of propagation. The equations can be trans-
lated with c = √

ϵϵ0µµ0 for the propagation of light in different media.
In vacuum (and in a very good approximation in air) the field vectors E⃗ and B⃗ are
perpendicular to each other and both are again perpendicular to the direction of
propagation k⃗.
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2.1.3 Free Electron model

To explain a number of effects and the optical properties in metals, one can look at
a plasma model [76]. In this model, free electrons with a number density of n be-
have like a gas and move on a background of fixed, positive ion cores. The details
of the lattice potential like distance and geometry are not taken into account, as well
as electron-electron interactions. Instead, aspects of the band structure are incorpo-
rated into an effective mass m of the electrons.
As a response to an external electromagnetic wave, the electrons start to oscillate.
Their motion however is damped by collisions, which occur at a characteristic fre-
quency γ = 1/τ , where τ is the relaxation time of the free electron gas. To derive the
dielectric function, which is important to describe plasmonic effects, a look at the
equation of motion for electrons influenced by an external field E⃗ (t) = E⃗0e(–iωt) is
taken:

m∂2⃗r
∂t2

+mγ
∂r⃗
∂t = eE⃗0e(–iωt). (2.12)

In equation 2.12, ω is the frequency of the external electromagnetic field E⃗0 and e
is the charge of an electron. An ansatz for a particular solution to that differential
equation is an oscillating electron with r⃗ (t) = r⃗0e(–iωt). The solution is then:

r⃗ (t) = e
m
(
ω2 + iγω

) E⃗ (t) , (2.13)

where the complex amplitude incorporates the phase shift between the exciting elec-
tromagnetic wave and the oscillation response of the electron.
The displacement of the electrons induces a macroscopic polarisation P⃗ = –ne⃗r and
is therefore:

P⃗ (t) = – ne2

m
(
ω2 + iγω

) E⃗ (t) . (2.14)

The plasma frequency ωp =
√

ne2
ϵ0m is the frequency at which undamped electrons

would oscillate after excitation. With the introduction of the frequency-dependent
polarisation

P⃗ (ω) = ϵχ (ω) E⃗ (ω) , (2.15)

where χ is the electric susceptibility and the frequency-dependent dielectric function

ϵ (ω) = 1 + χ (ω) (2.16)

the dielectric function of a free electron gas can be derived. By substituting the
plasma frequency into equation 2.14 and comparison with equations 2.15 and 2.16,
one obtains the frequency-dependent dielectric function of the free electron gas:

ϵ (ω) = 1 –
ω2p

ω2 + iγω
. (2.17)

This model holds validity for alkali metals through the visible range up to the ultra-
violet regime. For noble metals, the model is limited due to interband transitions in
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the visible spectrum for wavelengths of 500 nm and lower [77].
To accommodate for that effect, the differential equation 2.12 gets expanded by a lin-
ear term that represents the restoring force of the nuclei on an excited electron. The
spring constant of that force is α, and the effective mass of the bound electron is m∗,
which is material and temperature dependent. The modified equation of motion of
the electron is:

m∗∂
2⃗r

∂t2
+m∗γ

∂r⃗
∂t + α⃗r = eE⃗0e(–iωt). (2.18)

With the same ansatz as above one obtains the extended dielectric function of

ϵ (ω) = 1 +
ω̃2p

ω20 – ω2 – iγω
. (2.19)

ω̃p is the equivalent of the plasma frequency, but only for bound electrons and ω0 =√
α/m∗ incorporates the spring constant. The corrections mentioned above are the

idea of the oscillator model, which was developed by Hendrik Antoon Lorentz in
1907 [78].

2.1.4 Surface Plasmon Polariton (SPP)

As discussed above, the valence electrons in metals can be described as a (nearly)
free electron gas in front of a background consisting of positively charged nuclei.
Under certain circumstances, the electrons can be excited to a collective oscillation:
a plasmon. The excitation is quantized and can be seen from a quantummechanical
perspective as bosonic quasi particles.
Amongst the different types of plasmons (as listed above) one of them is the
surface plasmon polariton (SPP). The SPP occurs on boundaries between metals
and dielectric materials and is a coupling between an oscillation of the charge
carrier density and an electromagnetic wave in the dielectric. It is a polariton due
to its coupling to the electromagnetic wave. The plasmon propagates parallel to the
boundary, is a longitudinal oscillation, and its amplitude decays exponentially in
the perpendicular direction to the metal as well as the dielectric material. This can
be seen in figure 2.1.

+++  - - -   +++   - - -   +++   - - -  

Dielectric

Metal

z

x

E
z

|Ez|

Figure 2.1: Left: visualisation of the oscillating charge carrier density and the electric
field of surface plasmon polaritons. Right: exponential decay of the z-
component of the electric field in the dielectric material and the charge
density distribution in the metal. Adapted from [79].
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To obtain the dispersion relation of SPPs, one has to solve Maxwell’s equation and
search for a solution, which propagates parallel to the metal-dielectric boundary.
Furthermore, one has to take into consideration the continuity of the electric and
magnetic field at the boundary. Additionally, let for z < 0 be the metallic half space
and for z > 0 the dielectric half space, as in figure 2.1. The whole calculation would
exceed this chapter, but can be found in [76].
To understand the results, let ϵ1 = ϵ′1 + iϵ′′1 be the complex dielectric constant of the
metal and ϵ2 = ϵ′2 + iϵ′′2 the one of the dielectric material. The dispersion relation of
the SPP, with a wave vector kx in x-direction parallel to the boundary, is then

kx = ω

c

√
ϵ1 · ϵ2
ϵ1 + ϵ2

(2.20)

with ω the frequency of the electromagnetic wave. Assuming that
∣∣ϵ′1∣∣ ≫ ∣∣ϵ′′1 ∣∣ and∣∣ϵ′′2 ∣∣ = 0, the real part of kx is:

k′x = ω

c

√
ϵ′1 · ϵ2
ϵ′1 + ϵ2

(2.21)

By inserting the dielectric function of the free electron gas (equation 2.17) into equa-
tion 2.20, one can see that in the regime of large wave vectors the frequency of SPPs
approaches a constant value of:

ωSPP =
ωp√
1 + ϵ2

. (2.22)

This results in the logical solution that the frequency of the SPP is dependent on the
dielectric function of the dielectric material.
A quick look at the wavelengths of SPPs gives the following result:

λSPP = 2π
kx

=
√

ϵ1 + ϵ2
ϵ1 · ϵ2

λ0. (2.23)

The wavelength in vacuum is λ0.
To excite an SPP, the momentum and energy of the incident light and plasmon have
tomatch. However, as can be seen in equation 2.21, this is normally not the case. The
momentum of the light in the x-direction is smaller than that of the SPP. To overcome
that, the field component parallel to the boundary has to be enhanced. This is the
case for evanescent waves. Evanescent waves occur in close vicinity of a surface,
where total reflection is happening.
In the Otto configuration, the total reflection happens at a prism/air interface and
excites SPPs in a metal film in close vicinity to the interface. In the Kretschmann
configuration, the total reflection happens at the prism/metal interface and excites
SPPs on the surface of the metal opposite to the interface. Both configurations can
be seen in figure 2.2. The requirement for SPP excitation is:

kx = ω

c

√
ϵ′2sin (θ) . (2.24)
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A third configuration for SPP excitation, which can also be seen in figure 2.2, has a
grating on the surface. Due to refraction of light at the gratingwith constant g, phase
matching takes place between SPP and incoming photon, whenever the condition

kx = ω

c sin (θ) + 2π
g (2.25)

is fulfilled [76].

θ

θ

θ

a) b) c)

Figure 2.2: a) Otto configuration for SPP excitation. b) Kretschmann configuration
for SPP excitation. c) Grating for SPP excitation. Adapted from [80].
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2.1.5 Localised Surface Plasmon Polariton (LSPP)

When the dimensions of the examined material are reduced even further from a
thin surface region to dimensions where particles are smaller than the wave length
of the exciting light in every direction, so called localised surface plasmon polari-
tons (LSPP) form. As other plasmons, LSPPs can be described as a driven damped
oscillator.

-- -- -- --

++ ++-- --

++ ++

-- --

++ ++

++ ++

E

Light Wave

Nano
Particle

Figure 2.3: Scheme of a localised surface plasmon polariton. The external electric
field induces oscillations in the charge density. Adapted from [81].

Amodel to describe the effects of an LSPP is the quasi-static model. It can be used for
particles much smaller than the wave length of the exciting wave. In that case, the
field penetrates the whole particle and its phase is constant over the whole range.
The problem resembles now a static one with a solution, where the external field
excites a dipole proportional to its own field amplitude.
The following calculations to obtain the scattering cross-section and strength of the
near field of a spherical particle with radius a are based on [75, 82].
Since the problem is of spherical symmetry, the Laplace equation ∆Φ = 0 is also
written in spherical coordinates (r, θ,φ):

1
r2sin (θ)

[
sin (θ) ∂

∂r

(
r2 ∂

∂r

)
+ ∂

∂θ

(
sin (θ) ∂

∂θ

)
+ 1

sin (θ)
∂2

∂φ2

]
Φ (r, θ,φ) = 0.

(2.26)
The solutions for this equation are of the form

Φ (r, θ,φ) =
∑
l,m

bl,m · Φl,m (r, θ,φ) , (2.27)

where bl,m are constants dependent on the boundary conditions and Φl,m (r, θ,φ)
are of the form:

Φl,m (r, θ,φ) =

rl

r–l–1


{
Pml (cosθ)

Qm
l (cosθ)

}eimφ

e–imφ

 . (2.28)
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Pml (cosθ) are the associated Legendre functions, and Qm
l (cosθ) are Legendre func-

tions of the second kind. The case distinction in equation 2.28 is dependent on l ∈ N,
the order of the function, which defines the range of m ∈ [–l, l]. If l is even, the top
row is used, if l is uneven, the lower row is used.
Now, let Φ1 be the potential in the sphere and Φ2 = Φs + Φ0 be the one outside the
sphere. Φ0 = –E0z = –E0rP01 (cosθ) is the external potential and Φs the scattering
potential. To satisfy the boundary conditions at the surface of the sphere, the electric
field as well as the normal component of the electric electric displacement has to be
continually, which means for the potential

∂Φ1
∂θ

∣∣∣∣
r=a

= ∂Φ2
∂θ

∣∣∣∣
r=a

, (2.29)

ϵ1
∂Φ1
∂r

∣∣∣∣
r=a

= ϵ2
∂Φ2
∂r

∣∣∣∣
r=a

. (2.30)

ϵ1 and ϵ2 are the dielectric functions of the sphere and the surrounding, respectively.
With the help of the boundary conditions and the knowledge, that the associated
Legendre functions are orthogonal to each other, one obtains the potential inside the
sphere

Φ1 = – 3ϵ2
ϵ1 + 2ϵ2

E0rcosθ, (2.31)

as well as the potential outside the sphere

Φ2 = –E0r cosθ +
ϵ1 – ϵ2
ϵ1 + 2ϵ2

a3E0
cosθ
r2

. (2.32)

With the help of E⃗ = –∇Φ, one can derive the electric field:

E⃗1 = 3ϵ2
ϵ1 + 2ϵ2

E0 (cosθe⃗r – sinθe⃗θ) =
3ϵ2

ϵ1 + 2ϵ2
E0e⃗z, (2.33)

E⃗2 = E0r (cosθe⃗r – sinθe⃗θ) +
ϵ1 – ϵ2
ϵ1 + 2ϵ2

a3

r3
E0 (2cosθe⃗r – 2sinθe⃗θ) (2.34)

One can see in equation 2.33, that the electric field is constant throughout the whole
particle, which is consistent with the premise that the particle is smaller than the
penetration depth of the external electric field.
The second term of equation 2.34 (the scattered field) is the same as the field of a
dipole of moment p⃗ = ε2αE⃗0, placed at the centre of the sphere. The polarisation of
such a dipole is:

α = 4πϵ0a3
ϵ1 – ϵ2
ϵ1 + 2ϵ2

. (2.35)

So far the calculations above were made in a static field, however, in actuality the
field is oscillating with an angular frequency ω. The electric field of an oscillating
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dipole is then given by [83]:

E⃗ = 1
4πϵ2

(
– p⃗ (t0)

r3
+

3⃗r
[⃗
r · p⃗ (t0)

]
r5

+ ikp⃗ (t0)
r2

–
3ik⃗r

[⃗
r · p⃗ (t0)

]
r4

–k
2

r3
r⃗×

[⃗
r× p⃗ (t0)

])
,

(2.36)

where k is the wave number in the surrounding medium and t0 = t – kr/ω. The
first two terms describe the so-called static field and make up the scattered field. The
following two terms are the induction field, which represent the field induced by the
current due to dipole oscillation. The final term is the radiation field. Only this field
among the last three terms radiates into infinite distance and is therefore the far-field
component.
The magnetic field is given by [83]:

H⃗ = – iω4π

(
1
r2

– ik
r

)
r⃗× p⃗ (t0) . (2.37)

In the developed form the equations become

E⃗ = p⃗eikr
4πϵ2

[(
2
r3

– 2ik
r2

)
cosθe⃗r +

(
1
r3

– ik
r2

– k2

r

)
sinθe⃗θ

]
(2.38)

H⃗ = – iωp⃗e
ikr

4π

(
1
r2

– ik
r

)
sinθe⃗φ. (2.39)

These equations can be used to calculate the real part of the Poynting vector, which
gives rise to the time average of the energy flow:

S̄ = 1
2Re

(
E⃗× H⃗∗) = 1

2Re
(
E0H∗

φe⃗r – ErH∗
φe⃗θ
)
. (2.40)

The total radiation power is given by

W = ωk3ϵ2
12π

|α|2 E20, (2.41)

while the energy density of the external field is

S̄0 = ωϵ2
2k E20. (2.42)

This finally leads to the scattering cross-section, which is given by

σsca = W
S̄0

= k4

6π
∣∣α (ω)

∣∣2 . (2.43)

However, power is not only removed from the incident beam due to scattering, but
also due to absorption, which togethermake up the extinction. The power dissipated
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by a point dipole is given by Poynting’s theorem and is

Pabs =
(ω
2

)
Im
[
p⃗ · E⃗∗0

]
. (2.44)

This gives rise to the absorption cross-section of

σabs =
k
ϵ0
Im [α (ω)] (2.45)

From equations 2.43 and 2.45 one can see, that σsca scales with a6, while σabs scales
with a3. This means, that for large particles scattering dominates the extinction,
while for smaller particles it is dominated by absorption. Furthermore, one can see
that the plasmon frequency is dependent on the dielectric functions ϵ1 and ϵ2. This
is the reason for the use of plasmonic structures as refractive index sensors.
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2.2 Polarisation
Since the driving of the Yagi-Uda-antennas as well as the excitation of the core-
satellite structures is dependent on the polarisation of the used light, an introduction
is given on different polarisations and how tomanipulate it. The chapter is following
the book Optik by Eugene Hecht [74].
The polarisation of electromagnetic waves describes the direction of the electric
field vector and its change in time. If the electric field vector oscillates in a plane,
it is called linear polarisation (see upper half of figure 2.4). If the electric field
vector has a constant value, but is rotating around the direction of propagation k⃗,
it is called circular polarisation (see lower half of figure 2.4). A combination of
both is possible and leads to an elliptical projection of the electric field vector and
is therefore called elliptical polarisation. Stochastic distribution of the electric field
vector is unpolarised light.

x

y

z

x

z

y

a)

b)

Figure 2.4: a) Linearly polarised light, with an electric field vector oscillating in a
fixed plane. The blue line represents the accumulated path of movement
of the electric field vector. b) Circularly polarised light, with an electric
field vector rotating around the direction of propagation. The blue circle
represents the accumulated path of movement of the electric field vector.
Adapted from [74].

It is possible to convert unpolarised light to linearly polarised light with the help
of a polarisation filter. To understand how this and later transformations of one
polarisation into another work, it helps to look at all polarisations in a base of
two linearly polarised waves with different amplitudes and phases between them.
Without loss of generality, let these polarisation axes be the x- and y-axis.
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To polarise unpolarised light, several effects are possible to use, such as birefrin-
gence, dichroism and reflection [74]. One technique, which uses reflection, is
a wire-grid polariser consisting of parallel conductive rods for electromagnetic
waves with wavelengths in the macroscopic range. The optical counterpart are thin
polyvinyl alcohol films consisting of polymer chains which are doped with iodine
so that they are conductive (such as so-called H-sheets invented by Edwin Herbert
Land [84]).
When unpolarised light falls onto such a (microscopic) grid, the part that is
polarised parallel to the grid lines is exciting motion of the valence electrons along
these chains. The electrons are mostly dissipating the energy which was put into
the system by the light, resulting in a heating of the material and an absorption
of the light with parallel polarisation. Light which is polarised perpendicular to
the chains cannot excite a meaningful motion of electrons along the width and is
therefore passing through undisturbed. The result is polarised light behind the
filter. The filter described above is generally a broadband filter.

It is also possible to manipulate the polarisation of light, for example to change the
plane in which polarised light oscillates, or change linear polarisation to circular
polarisation. To do so, so-called wave plates are used. The wave plates are made
from a birefringent material, typically crystals, which are optically anisotrope and
have two different refractive indices for light that is linearly polarised along or
perpendicular to a certain crystal axis.
The axis of the crystal with high propagation velocity is called the fast axis, has
the refractive index nfast and is in this example along the y-axis. The slow axis is
perpendicular to that and has the refractive index nslow. Let’s assume polarised
light with an angle of 45◦ to the y-axis. This light can be described as a superposition
of two electromagnetic waves of the same amplitude without a phase difference,
which are oscillating in the x- respectively y-plane. Due to the different refractive
indices, which the two waves experience, the waves will have a phase difference of

∆φ = 2π
λ0

· d · (nslow – nfast) (2.46)

after passing the crystal. d is the thickness of the plate and λ0 the vacuum wave
length.
Depending on the phase difference∆φ, one differentiates between quarter- and half-
wave plates. Is d chosen in a way that ∆φ = π/2, one obtains a quarter wave plate.
For linearly polarised light with a 45◦ angle to the fast crystal axis as described above,
the polarisation changes to circular polarisation. For other angles, the polarisation
changes to an elliptical one.
Is d chosen in a way that∆φ = π, one obtains a half-wave plate. Is the angle between
polarisation and fast axis at the entrance α, it has an angle of –α at the exit. This wave
plate can be used to manipulate the polarisation plane of linearly polarised light.
In this work, a linear polarisation filter is used to polarise the unpolarised light of
the microscope light source in darkfield measurements. By rotating the filter, core-
satellite structures can be excited along different axis. Additionally, a half-wave plate
is used to change the orientation of the linearly polarised laser light to ecxite the long
and short axis of Yagi-Uda-antennas as well as a quarter-wave plate to change the
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linear polarisation to a circular polarisation for particles of unknown orientation.

2.3 Yagi-Uda-antennas
The Yagi-Uda-antenna design was invented in the early 1920s by Shintaro Uda at the
Tohoku Imperial University in Japan [85]. A later article with smaller contributions
was published in 1928 byHidetsugu Yagi in English, which gainedwider circulation.
This is the reason why the antenna is often referred to as Yagi-antenna in English lit-
erature.
The design was (and still is partially) immensely popular as radar and television
antennas in radio frequency. In the following sections, its basic working mechanism
is explained, followed by a look at how things change when going from radio fre-
quency into the optical regime. However, before that some basic metrics, which can
be used to characterise an antenna, will be introduced.

2.3.1 Antenna Metrics

Directivity

The directivity of an antenna is a parameter, that gives rise to how concentrated the
emitted radiation power is into a single direction [86]. The angular radiation power
or radiation pattern p (θ,φ) is defined as∫ π

0

∫ 2π

0
p (θ,φ) sinθdφdθ = Prad,tot, (2.47)

with Prad,tot being the sum of radiated power. The directivity is then defined as the
ratio of angular radiation power to a hypothetical isotropic radiator. The directivity
D (θ,φ) is given by:

D (θ,φ) = 4π
Prad,tot

p (θ,φ) . (2.48)

If the direction (θ,φ) is not explicitly given, normally the direction of the maximum
is referred to

Dmax = 4π
Prad,tot

Max
[
p (θ,φ)

]
. (2.49)

Gain

The gain of an antenna is closely related to the directivity. However, additional to the
directional capabilities, the efficiency of the antennas is taken into account as well.
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Therefore, the gain G is defined as

G = 4π
Ptot

p (θ,φ) = ϵradD, (2.50)

where Ptot is the total power, that is inserted into the antenna system and ϵrad is
the radiation efficiency, which gives rise to how well an antenna converts the input
power into radiated power [87].

Front-to-back ratio

The front-to-back ratio (f/b ratio) of an antenna compares the antenna gain of one
direction to the gain of the direction opposite or direction turned by 180◦ from the
specified azimuthal angle. Typically, the angle of maximum emission is used if not
stated otherwise.

2.3.2 Radio frequency

A Yagi-Uda-antenna contains several elements: a driven element and several
parasitic/passive elements, which are responsible for the beam formation. The
driven element, also called the feed, is typically resonant with a length slightly
shorter than λ/2 (typically 0,45-0,49λ). The directors are passive elements, which
are parallel to the feed and, as the name suggests, are directing the radiation of the
feed (see figure 2.5). These elements are usually a bit shorter than the feed and of
the length of 0,4 to 0,45λ. The separation amongst the directors and between the
feed is usually 0,3 to 0,4λ. It is however not necessary, that either the length or the
spacing between the elements has to be uniform for an optimal design.

Reflector Feed

Directors

0,25λ 0,33λ 0,33λ 0,33λ

Figure 2.5: Sketch of a Yagi-Uda-antenna. The feed element is the only actively
driven element while reflector and directors are designed and placed in
such a way that a directed emission is ensured. Adapted from [29].
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The last element of such an antenna is the reflector. It is also placed parallel to the
feed, but opposed to the directors and is supposed to reflect radiation of the feed
in that direction, which again leads to an increase of directivity of the antenna. The
reflector is a bit larger than the feed, while its distance to the feed is shorter than
that of the directors, with around 0,25λ.
The aforementioned dimensions of the passive elements have two major effects.
Firstly, due to the length of the reflector being longer than that of the feed, the
element will have an inductive reactance, which means, that the phase of the current
lags behind the one of the induced electromagnetic field. Similarly, due to the length
of the director being smaller than the one of the feed, it has a capacitive reactance,
which means, that the phase of the current leads the one of the electromagnetic
field.
Secondly, the spacing between the feed and the passive elements influences
the total phase difference of the currents in these elements. If the spacing and
length/reactance of the director elements is chosen accordingly, the electromagnetic
waves emitted by the feed and re-emitted by the directors all reach the front of the
antenna in phase. This leads to a constructive interference of these waves and an
increase of signal strength in the forward direction.
Similarly, the phase difference of the wave emitted by the feed and re-emitted by
the reflector is around π in the backwards direction. This leads to a destructive
interference and near-cancelling of the signal in this direction (see figure 2.6).

Reflector
Feed
Director
Effective

Figure 2.6: The emitted electromagnetic waves of the feed and the re-emitted waves
of the parasitic elements interfere in such a way, that the signal is in-
creased forwards, in the direction of the directors and decreased back-
wards, in the direction of the reflector. Adapted from [88].

In practice, most antennas consist of one reflector element, because already the sec-
ond element is only very weakly driven due to the destructive interference of the
waves from the feed and first reflector element. The contribution of the second ele-
ment would therefore be very weak.
For directors however, the improvements are considerable for more elements, how-
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ever the number of director elements is capped by the decrease of the induced cur-
rents of the further elements. Typical numbers are 6 to 12 directors, which can
achieve gains (relative to a lossless isotropic source) between 30 and 54 (14, 8 –
17, 3 dB) [85].
Among the reflector-feed arrangement, the feed itself and the size and spacing of the
directors, the latter is deemed as the most critical with the highest effect on forward
gain, backward gain, and input impedance.

2.3.3 Optical

Generally, Maxwell’s equations are scale invariant in vacuum and therefore indepen-
dent of the wavelength. However, this changes for frequency dependent properties
of matter. Metals generally cannot be seen as perfect conductors at optical frequen-
cies, and electromagnetic fields fully penetrate the particles rather than just induce
surface currents [85]. This coincides well with the assumptions of the quasi-static
approach mentioned above, which has the effect, that for such small particles the
role of electromagnetic induction is taken over by the effective mass of the free elec-
trons of the plasmon oscillation. In conventional antennas positive polarizability is
associated with a capacitive effect, however at optical frequencies the negative real
part of the dielectric constant turns this into an inductive effect [89]. This additional
inductivity leads to antenna elements in the optical regime which are smaller than
half the wavelength in size, opposed to their radio frequency counterparts.
A further reduction in size leads to even higher inductive effects due to the negative
dielectric constant. As a result, themagnetic induction becomes relatively small, and
plasma resonances become largely independent of particle size.
Similar to chapter 2.3, a quasi-static response with the neglection of the magnetic in-
duction can be used as a model to calculate the polarization P⃗ of a nanoparticle. The
incoming electric field is E⃗, and the response to that can be described in three sepa-
rate parts: the response of the material inside the particle dependent on the complex
dielectric constant ϵpart = ϵrϵmed, the field of the surface charges on the border be-
tween particle and the medium (which are dependent on the shape of said border),
and the radiation damping field from the dipole emission with dipole d⃗ = P⃗V with
V being the volume of the particle. According to [19] the incoming field polarizes
the particle as follows:

E⃗ = 1
(ϵr – 1) ϵmed

P⃗ + N
ϵmed

P⃗ – i 4π2V
3ϵmedλ3

P⃗. (2.51)

The depolarisation factor N describes the capacitive effect of surface charges and
is an analogy to the demagnetization factor which describes the weakening of the
electric field E⃗ due to the polarization P⃗.
The first term in equation 2.51 corresponds to the inductive effect of the material, the
second term to the capacitive effects due to the shape of the particle, and the third
term corresponds to radiation losses and can be seen as an effective resistance of the
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particle. Solving equation 2.51 for P⃗ gives the following form:

P⃗ = (ϵr – 1) ϵmedE⃗
1 + N (ϵr – 1) – i (ϵr – 1)R

, with R = 4π2V
3λ3

. (2.52)

From the equation above one can identify the parameter for relative losses γ and
effective detuning δ depending on the dielectric constant ϵr = ϵpart/ϵmed, its volume
V and depolarization factor N. The parameters are:

γ = Im (ϵr)
R |ϵr – 1|2

, (2.53)

δ = 1
R

(
N+ Re (ϵr – 1)

|ϵr – 1|2

)
. (2.54)

Absorption losses pose the main limiting factor for optical nano-antennas. Ac-
cording to equation 2.53 the main influence on these losses are material properties
(represented by Im (ϵr)) and the volume of the nanoparticle. This way, absorp-
tion losses of the material can be compensated by increasing the volume of the
particle. As a good starting point for antenna design, parameters (especially the
volume/geometry, since the material selection is very limited) should be chosen,
so that the loss parameter γ is one or lower. For the properties of gold in glass,
the antennas should be around the order of a tenth of the wavelength inside the
medium (here glass).
For a fixed size of the first element, the detuning of the other elements can be
determined. Equation 2.54 shows the relation between the detuning δ and the
depolarization factor N, which can be adjusted by varying the ratio between a and
b, the dimensions parallel and perpendicular to the electric field respectively. In
[90] the depolarization factor is analytically calculated for some simple geometries.
With that, the dielectric constants of gold for different frequencies from [91], and a
dielectric constant of glass ϵmed = 2, 3 one can calculate the size of a nanoparticle,
which can be used to construct an antenna.
For an elliptical particle with aspect ratio of 2,76 at its resonance wavelength of
705 nm a loss parameter of γ = 0, 5 is obtained for a length of 2a = 115 nm [19]. For
the director elements of a Yagi-Uda-antenna with the above-mentioned element as
a feed, the detuning parameters have to be controlled. As can be seen in equation
2.54, a change in depolarization factor ∆N results in a detuning of δ = ∆N/R. To
detune the feed element operating at 705 nm with a loss of γ = 0, 5 to δ = 1, one has
to increase the depolarization factor to N1 = N0 + R = 0, 136 with N0 = 0, 120 and
R = 0, 016. For ellipsoids, this corresponds to an aspect ratio of 2, 5. For the volume
corresponding to losses of γ = 0, 5 at 705 nm, one obtains a length of 2a = 107 nm
of the ellipsoid. So a reduction in length of around 7% corresponds to an increase
of the detuning δ of one [19].
These analytical calculations can be used as a starting point for numerical calcula-
tions and simulations of optical Yagi-Uda-antennas.
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2.4 Back Focal Plane Microscopy
In normal microscopy it is possible to retrieve information about position and size
of an object, or generally speaking: spatial information. However, it is sometimes of
advantage to obtain information which is encoded in the wave vector. Such informa-
tion can be the periodicity of a grating below the refraction limit [92], the orientation
of a singlemolecule [93] or the radiation pattern of a nanoparticle antenna [94]. Due
to this variety of applications, back focal plane (BFP) microscopy, which grants access
to this information, became of growing interest in general and specifically in plas-
monics [95, 96].

To access this information, one has to look at how lenses (including microscope ob-
jectives) work. Every microscope objective is characterised by the Numerical Aper-
ture (NA), which is given by NA=n sin(ϕ), where n is the refractive index of the
medium between object and objective and ϕ is half the opening angle of the light
which can enter the microscope. An object is normally placed in the focus of the
objective (so one focal length fobj away). The sample emits (scattered) light from
every point in the sample plane f(x,y) under different angles θi, which is the angle
relative to the optical axis. This light can be thought of in the far-field as plane waves
ui
(
x, y
)
. So, the light arriving at the objective lens can be described as the weighted

sum of these plane waves. Upon passing the objective lens, the composite light
gets separated again and gets transformed by the bi-convex lens into paraboloidal
waves, which focus on one point in the back focal plane. This way, any plane wave
ui
(
x, y
)
leaving the sample under the angle

(
θx,i, θy,i

)
gets mapped onto a single

point g
(
θx,ifobj, θy,ifobj

)
in the BFP [97]. Now, the angular distribution of the light

emitted by the sample can be recorded.
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Figure 2.7: Scheme of the light path for acquiring a BFP image. The objective lens
is placed a distance d away from the sample plane f

(
x, y
)
and one focal

length fobj away from the back focal (Fourier) plane g
(
θx,ifobj, θy,ifobj

)
.

Plane waves ui
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)
emitted by the sample under angle
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are

collected by the objective lens onto the same spot in the back focal plane.
The objective forms a Fourier transformation of the light and contains
angular information. Due to the casing of the objective lens, the BFP is
not directly accessible andmust therefore be projectedwith a second lens,
the Bertrand lens. Adapted from [98].
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While information from the BFP is given in angular coordinates, each point in the
BFP is associated with a wave vector k⃗ of the scattered light. Due to the transfor-
mation of information from the real space with units of length to the momentum
space with reciprocal units of length, one can say that this process is a Fourier
transformation. The BFP is therefore also called the Fourier plane [99, 100].
Several limitations arise to the BFP microscopy. For once, it is only possible to
observe one half space of the emission/scattering of light. This gets even further
reduced, since in practice only angles smaller than the maximum half-angle of the
microscope objective can be observed. High NA (oil) objectives are therefore best
fitted for BFP imaging.
A further problem is, that for any given microscope objective the BFP is inside
the metal casing, which makes a direct projection impossible. A second lens, the
Bertrand lens, is therefore introduced, which images the BFP onto the eventual
detector [101]. Moreover, it should be noted that modern objectives are infinity
corrected, meaning that the light leaving the objective is collimated. The advantage
is to place further objectives into the light path, before refocusing the parallel light
with a tube lens. This means, that in infinity corrected systems one does not image
the Fourier plane, but rather the back-aperture plane [93].
A detailed description of the setup used for this work can be found in chapter 3.2.
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2.5 Radiation Pattern of Dipoles near
Interfaces

The radiation of a dipole in a homogeneous medium is well understood and only
depends on the emitter properties. The radiation pattern is radially symmetric
around the axis of the dipole moment p⃗. The highest intensity is emitted perpendic-
ular to the dipole axis and follows a sin2θ distribution, where θ is the angle between
dipole and observation direction [73].

n1

n2>n1

φ

αcrit

Pallowed

Pforbidden

Pupper

Player disEmitter

Figure 2.8: Scheme of the radiated power of an emitter close to the interface of two di-
electricmedia. The refractive index of the lower half n2 is higher than that
of the upper half n1. The total emitted power Ptot is emitted via several
channels: the dissipated power along the surface Playerdis, radiation into
the upper half Pupper, radiation into the ’forbidden’ zone Pforbidden with
α > αcrit and into the ’allowed’ zone Pallowed with α < αcrit. Adapted
from [75].

However, this pattern changes when the dipole is close to or on a dielectric surface
with refractive index n2, while itself it is in a medium of refractive index n1 < n2.
As can be seen in figure 2.8, the total emitted power Ptot is not distributed sym-
metrically around the dipole, but divided into radiation into the upper half Pupper,
the power dissipated along the surface Psurface, the allowed zone of the lower half
Pallowed with angles smaller than the critical angle α < αcrit = arcsin (n1/n2) and
the forbidden zone of the lower half Pforbidden with α > αcrit (see figure 2.9) [75].
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n1

n2

Figure 2.9: Beam paths of light coming from the upper half with small refractive in-
dex n1 going into the lower half with larger refractive index n2. Accord-
ing to Snell’s law, the beam is refracted towards the surface normal. In
the limiting case of the beam coming in parallel to the boundary, it would
be refracted onto the critical angle αcrit (blue beam path).
In this classical picture, it is not possible to find an angle of illumination
in the upper half, that corresponds to a beam in the lower half that has
an angle α > αcrit. The area with α > αcrit in the lower half is therefore
called the forbidden zone.

For light from an emitter far away from the surface the zone is forbidden, because
according to Snell’s law incoming light that refracts into that zone has to have a com-
plex value:

αincoming = arcsin
(
n2
n1

sin (α)
)
. (2.55)

No classical beam path is possible for illumination of areas in the lower half with
α > αcrit.
This changes for an emitter placed directly or in close vicinity of a surface. The
situation describes now the setup of an inverted microscope with a high NA oil
objective with nanostructures on top of a glass microscope cover slip, as is the case
for a majority of measurements performed in this work. Due to the high NA of
the objective and the emitted positioned on the glass cover slip, radiation into the
allowed zone of the lower half Pallowed as well as parts of the radiation into the
forbidden zone of the lower half Pforbidden can be observed.

For the calculation of the intensity distribution in the BFP as a function of α, theWeyl
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representation can be applied. There, the spherical waves emitted by the dipole are
decomposed and represented as a superposition of a planar and an evanescent wave
[102]. Additionally, one has to look at the projection of the emission onto the BFP of
a microscope objective. While the same angle dα is always projected onto the same
arc ds (with s = R · α) and therefore would correctly represent the power radiated
into that direction, this holds not true for the projection onto the BFP plane. For
a length in the BFP plane the projection dr = dscosα has to be applied, meaning
that for higher angles of α, the power gets projected on decreasing sections dr. To
account for this, the correction factor of 1/cosα is introduced, which also ensures
conservation of energy [103]. The intensity distribution in the BFP generated by the
emitter E⃗emitter is now:

IBFP ∝ 1
cosα

∣∣∣E⃗emitter
∣∣∣2 . (2.56)
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2.6 Calculation of dipole emission near planar
interface

To understand the back focal plane (BFP) images, which are taken throughout this
work, one has to understand the emission of dipoles near a planar surface. First theo-
ries were developed as early as 1909 by Sommerfeld [104] for radiating dipoles verti-
cally orientated on a planar and lossy ground. Later, the problemwas expanded by a
superposition of planewaves and evanescent waves [102, 105, 106]. First experimen-
tal observations were reported by Lukosz andMeier in 1981 [107]. The explanations
of the topic given here are mostly based on [93, 75, 108, 109].
To understand the following calculations better, the geometry of the described situ-
ation is shown in figure 2.10. A point-dipole emitter p⃗ is placed in the centre of the
optical axis (but with potentially variable height) and has an orientation given by
the angles Φ and Θ. The incident angle θS of light that corresponds to an emission
angle of θ is given by Snell’s law:

θS = arscin
(
n2sinθ
n1

)
. (2.57)

p
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Figure 2.10: Scheme of the geometry, that is used to derive the calculation of the BFP
of an emitter placed on the surface of a planar interface. The dipole p⃗ is
oriented along angles Φ and Θ and its emission into direction θ will be
detected at position

(
k′,φ

)
. Adapted from [93].

Complex values for the incident angle θS are allowed (which is crucial for the for-
bidden zone). The collected light is projected onto the BFP, and its position there is
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given by the momentum k′ and the azimuthal angle φ. The wave number of the in-
cident light is k0 = 2π/λ The relation between the emission angle θ and the k-vector
coordinate in the BFP is: ∣∣k′∣∣ = 2πn2

λ
sinθ = k0n2sinθ (2.58)(

k′x
k′y

)
=
(
cosφ
sinφ

)
·
∣∣k′∣∣ . (2.59)

Following equation 2.56, one can split up the emitted power into a parallel and per-
pendicular field component and obtains

Idipole (θ,φ) ∝
1

cosθ

(
EpE∗p + EsE∗s

)
, (2.60)

where * indicates the complex conjugated and Ep and Es are

Ep = c1 (θ) cosΘsinθ + c2 (θ) sinΘcosθcos (φ – Φ) (2.61)
Es = c3 (θ) cosΘsin (φ – Φ) . (2.62)

The different c coefficients are

c1 (θ) = n2 cosθ
cosθS

tp (θS)Π (θS) , (2.63)

c2 (θ) = ntp (θS)Π (θS) , (2.64)

c3 (θ) = –n cosθ
cosθS

ts (θS)Π (θS) , (2.65)

with

Π (θS) = exp (–ik0n1cos (θS) δ) , (2.66)

where n = n2/n1 is the relative refractive index between upper and lower half. Π
corrects for the distance of the emitter from the surface given by δ, and tp and ts are
the Fresnel transmission coefficients for p- and s-polarised light respectively:

tp = 2n1cosθS
n1cosθ + n2cosθS

, (2.67)

ts = 2n1cosθS
n1cosθS + n2cosθ

. (2.68)

In figure 2.11, the calculated BFP pattern of a dipole oriented along the x-axis (Θ =
90◦, Φ = 0◦) can be seen. The calculation used a refractive index of n=1,52 for the
substrate (which is typical for glass cover slips [110]) and n=1 for air. As micro-
scope objective, an oil objective with NA=1,4 was assumed. The BFP was calculated
with normalized wave vector components kx/k0 and ky/k0. To give respect to the
detection limit of the objective, only values for k2x/k20 + k2y/k20 ≤ NA2 = 1, 42 were
taken into account.
Several things can be seen immediately. There is a discontinuity between the inner
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Figure 2.11: Calculated emission pattern of a dipole oriented along the x-axis (Θ =
90◦, Φ = 0◦) in the BFP. An objective of NA=1,4 was assumed for calcu-
lations.

and outer region. This inner ring corresponds to the critical angle of total internal
reflection at the air-glass interface [93]. The edge of the outer ring is limited by the
NA of the aperture. Furthermore, two bright spots can be seen in the region of the
forbidden light. These spots do not only represent the maximum of emission, but
also is the integrated intensity of the outer region exceeding that of the inner region,
the allowed region.
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2.7 Finite Difference Time Domain
Simulations

Simulations of different nanostructures have been carried out through the course of
this work. This was done to either determine the dimensions of the nano structure,
which was then fabricated after the simulated blueprint, or structures were already
given and simulations were carried out to understand the plasmonic nature of the
structures.
The ultimate goal of all simulation techniques is to (numerically) solve the Maxwell
equations for a given structure and its dielectric function. To do so, multiple ap-
proaches are possible, however here the so-called finite difference time domain (FDTD)
approach was used. The method was first developed by Kane S. Yee in 1966 [111].
In contrast to other methods (which were used before and are still used), the FDTD
method does not solve Maxwell’s equations in the frequency domain, but rather (as
the name suggests) in the time domain. All electrical and magnetic fields are calcu-
lated for each time step t1, t2, t3..., instead of finding a steady state solution.
The following explanations are based on [112]. Yee’s ideawas to base the calculation
only on the time-dependent Maxwell’s curl equations, which were slightly adapted
by a fictive magnetic charge current density J⃗B:

∂H⃗
∂t = – 1

µ
∇× E⃗ – 1

µ
J⃗B (2.69)

∂E⃗
∂t = 1

ϵ
∇× H⃗ – 1

ϵ
J⃗. (2.70)
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Figure 2.12: Scheme of a cubic unit cell of a Yee space lattice. The position of the
electric and magnetic field vector components are arranged in a way, so
that each E⃗ component is surrounded by four circulating H⃗ components
and vice versa.

The Yee algorithm then solves due to the coupling of Maxwell’s curl equation for
both the electric and magnetic field in time and space, instead of just one of them
with a wave equation. An upside of that is a more robust solution, while unique
features of each field can be modelled if both fields are available.
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To solve the equations, a Yee space lattice is used, which can be seen in figure 2.12.
The algorithm does not calculate E⃗ and H⃗ at the same time and the same position.
Instead, E⃗ and H⃗ are separated into their Cartesian components. The components
are placed in such a way, that each E⃗ component is surrounded by four circulating
H⃗ components and vice versa. This way, the three-dimensional space is filled by an
array of interconnected contours of Faraday’s and Ampere’s law.
In time, the calculation is done by staggering the calculations for the E⃗ and H⃗ field.
First, all the E⃗ components are calculated for the Yee space lattice and are stored in
memory. Then, the H⃗ components are calculated based on the E⃗ component data,
which was just stored in the memory. After storing the H⃗ component data, one cycle
is completed and a new one begins until the simulation time frame is completed.
This computation technique is called leapfrog arrangement and is depicted in figure
2.13.

E E E E

x=0 x=Δx x=2Δx x=3Δx
t=0

t=0.5Δt
H H H H

E E E E

t=Δt

t=1.5Δt
H H H H

E E E E

t=2Δt

Figure 2.13: Scheme of a one-dimensional leapfrog array. Adapted from [112]

Thismethod has several advantages. Firstly, the leapfrogmethod is fully explicit and
can therefore avoid algebraic problems like matrix inversions, which are load inten-
sive and error-prone [113]. Secondly, the time-stepping algorithm is non-dissipative,
meaning that wave modes do not falsely decay on non-physical artefacts.
The exact simulation setups adjusted to the different needs are discussed in the re-
sults section.
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2.8 Nonlinear properties
In this work, measurements were carried out on Yagi-Uda-antennas in a parabolic
mirror setup. This setup allows for work with pulsed lasers, which can achieve high
peak intensities. With such high intensities and therefore high electric fields new
phenomena arise. The following chapter gives an introduction to such phenomena.

For low intensities the relation between light and polarisation is linear as can be seen
in equation 2.15. The electric field acts on the outer and valence electrons, and the re-
sulting polarisation is parallel anddirectly proportional to the external field strength.
This is also true for harmonic external fields. However, this is not the case any more
for very high intensities. The polarisation P can not continue to grow indefinitely
with increasing E. Nonlinear effects have to come into play, which are negligible for
low intensities but dominate for high intensities [74].
In case of an isotropic medium, and P parallel to E, the polarisation can be developed
in a series:

P = ϵ0
(
χE + χ2E2 + χ3E3 + . . .

)
. (2.71)

Here, χ is noticeably greater than χ2,χ3, etc. The medium is now illuminated by a
field

E = E0sin (ωt) . (2.72)

The response to that is (with the help of trigonometric/Pythagorean identities):

P = ϵ0χE0sin (ωt) + ϵ0χ2
2 E20 (1 – cos (2ωt)) +

ϵ0χ3
4 E30 (3sin (ωt) – sin (3ωt)) (2.73)

+ . . . .

Themeaning of the different terms in equation 2.73will be discussed in the following
section.

2.8.1 Second Harmonic Generation

If one has a closer look at the second term of equation 2.73, one can see two things:
a constant polarisation and a term with cos (2ωt). The constant polarisation in the
medium is proportional to E20 and implies a constant voltage difference in the mate-
rial. This term is called optical rectification [114].
The cos (2ωt) term however means, that there is now a variation in polarisation with
double the frequency as the incident light. The emitted light of all the oscillating
electrons has now a frequency component of 2ω as well. This process is called second
harmonic generation (SHG).
In the photon picture, one can say, that two photons of energy h̄ω lead to the emis-
sion of one photon of energy 2h̄ω.
Second harmonic generation is only possible, if the polarisation P in a material does
not invert with an inverting E field. The even powers of the dielectric function in the
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polarisation cannot be zero. This means, that the material can not be isotropic (like
glass or water), and crystals can not have an inversion centre.
However, it is possible to observe the effect of surface SHG in these materials (nor-
mally in reflection), where broken symmetries at the surface are exploited for (sur-
face sensitive) SHG measurements [115, 116, 117].
Additionally, SHG can be observed in nanostructures of centrosymmetric material.
Here, the number of surface atoms to volume atoms increases and spacial inhomo-
geneities of the electromagnetic field have to be taken account for [118].
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Figure 2.14: a) Second harmonic generation assisted by two virtual states. Two pho-
tons of frequency ω are combined in a single photon of frequency 2ω.
b) Two-photon absorption assisted by a single virtual state. Since non-
radiative relaxation processes happen at the ground and excited stage,
the resulting photon typically has a frequency smaller than 2ω. In gold
films, the spectrum is continuous due to the many different ground and
excited states, which are non-degenerate due to rotational and vibra-
tional modes.

2.8.2 Two-Photon Absorption

Two-photon absorption (TPA) was first theoretically predicted in 1931 by Maria
Goeppert-Mayer and describes the simultaneous absorption of two photons to
excite a system (typically from the ground state) to another excited state [119]. The
frequencies of the exciting photons can be, but do not have to be the same, however
the energy gap between ground and excited state is smaller or equal to the sum of
the photon energies. The probability of a TPA is proportional to the square of light
intensity and a third order process, which means it is dependent on χ3 [120].
The fluorescence emission after the TPA is typically of lower energy than the sum
of the exciting photons. The excited system first de-ecxites non-radiatively followed
by a fluorescence emission and reaches the ground state typically after another
non-radiative relaxation (see figure 2.14). Depending on the system, for example
organic molecules, TPA and its photoluminescence can be used as a spectroscopy
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method, however for gold films the spectrum is continuous due to many differ-
ent ground and excited states, which are non-degenerate due to rotational and
vibrational modes.
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2.9 Raman spectroscopy
Raman spectroscopy [121, 122] is a technique commonly used to identify and char-
acterise molecules and solids by their individual fingerprints. Its main advantages
are, that it is non-destructive, offers structural and electronic information of the
material and operates with high resolution. This leads to applications in various
fields such as physics, chemistry and biology [123].
Raman scattering describes the inelastic scattering of photons in matter. This means,
that the incident photon of frequency ω has a different frequency after the scattering
event. This can happen, when said photon excites e.g. a molecule from its initial
ground state to a higher virtual state. The photon gets absorbed during this process.
When the molecule relaxes into a higher vibrational ground state, a new photon gets
reemitted with frequency ω′ = ω –ωphon, which is called the Stokes scattering. Since
the system eventually has to return to a stationary state, a phonon of energy ωphon is
created. Analogously, if the molecule starts in a higher vibrational state, gets further
excited into a virtual state and then relaxes into the ground state, a photon of energy
ω′ = ω + ωphon is emitted. This process is called Anti-Stokes scattering [123, 124].
Since the probability of finding a molecule in the ground state is higher than that
in a vibrational state, the majority of Raman spectra (as well as in this work) are
Stokes scattering measurements.
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Figure 2.15: Energy level diagrams of inelastic Raman scattering. a) Stokes scatter-
ing: The system absorbs a part of the energy brought in by the photon
and creates a phonon of energy ωphon = ω – ω′. b) Anti-Stokes scatter-
ing: The system loses energy in the form of a phonon and emits a photon
with additional energy of ωphon = ω′ – ω.

The intensity of the Raman signal is dependent on the induced electric dipole
moment µ′ generated by the incident electric field E0 and the so-called derived
polarisability α′

k (which is sometimes also called the Raman tensor). The derived
polarisability "reflects the sensitivity of molecular polarizability to changes of
nuclear configuration along the normal coordinate of vibration" [125]p.76.
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This means that a higher probability of Raman scattering is achieved by increas-
ing the electric dipole moment by either changing the derived polarisability or
increasing the local (incident) field intensity E0 [125]. This can be achieved by
increasing laser intensity, however this method is limited by the measurement setup
and can potentially destroy samples, since this also comes with an increased laser
power. Another method is to exploit the increased local near-field in the vicinity of
a plasmonic nanostructure [126, 127, 128].

To measure this enhancement of local field intensity, or rather the resulting higher
Raman scattering probability, one can calculate the enhancement factor (EF). This
factor is used to express the sensitivity of a SERS measurement, specifically the ratio
of signal from a single molecule on a nanostructure compared to that of a molecule
on an unstructured surface of the samematerial. The EF can be calculated with [14]:

EF = ISERS
Iref

· Nref
NSERS · n

. (2.74)

In equation 2.74, ISERS and Iref are standing for the intensities measured on SERS
structures and on the reference spot of unstructured material. Their ratio is the
so-called relative EF (EFrel). The number of molecules illuminated in the confo-
cal area of the objective is denoted by Nref, whereas NSERS describes the number of
molecules per nanostructure. The factor n corrects that number with the amount of
nanostructures, that are present in the confocal area, to obtain the total amount of
molecules affected by SERS.
This approach however has several disadvantages. For once, it is very hard to actu-
ally obtain the number of molecules per area (for the reference as well as the SERS
structures). Additionally, it would be further assumed, that all molecules no matter
where on the nanostructure experience enhancement. This is typically not the case,
since most structures are specifically designed to achieve small areas of high field
enhancements.
A more practical approach is therefore to assume homogeneous coating of all sur-
faces and compare the confocal area of the laser Alaser with the effective area of the
nanostructure hotspots Aeff [14]. This approach leads to the effective EF (EF∗):

EF∗ = EFrel ·
Alaser
Aeff · n

. (2.75)

To calculate the confocal area of the laser Alaser, it is assumed that this area is circu-
lar. One can calculate with the Abbe diffraction limit (equation 2.76), the numerical
aperture of the objective NAobj and the laser wavelength λlaser the diameter of the
laser spot dlaser. With that knowledge and equation 2.77 the area of the laser can be
calculated.

dlaser =
0.61 · λlaser

NAobj
(2.76)

Alaser =
1
4πd

2
laser (2.77)



38 2 Fundamental theory

The effective area of the hotspot can be approximated with dimensions of the nanos-
tructures acquired by SEM images or with the help of numerical simulations.
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3 Measurement Setups
Several differentmeasurements and experiments have been carried out for this work.
Due to the varying nature of the measurements, several different setups have been
used or built up. In the following chapters, some light is shed on the exact specifica-
tions of these setups and how they are used.

3.1 Dark-Field Microscopy and Spectroscopy
Most spectra are taken with an inverted microscope made by Nikon: the Eclipse
Ti-S. A schematic overview of how the beam path looks can be seen on the left of
figure 3.1.
The light path begins with a 100W halogen light source, which is directed down-
wards towards the sample and objective. Before reaching the sample, a dark-field
condenser cuts out the central beam path and reflects the outer beams in a cone
with a tip in the objective plane towards the sample. The opening angle of that light
cone is higher than the one corresponding to the Numerical Aperture (NA) of the
objective which means, that no light reaches the objective, if it is not refracted on
a sample structure. This leads to very high contrasts and also to the name of the
dark-field microscope.
The refracted light gets collected by the objective and guided into the slit of a spec-
trometer, in this case the ’Shamrock 303i’ by Andor Technology. The slit restricts the
part of the light that reaches the spectrometer and therefore determines together
with the magnification of the objective the area of which a spectrum is taken. With
a smaller slit width, the spacial resolution is increased, however the intensity of the
incoming light is decreased. The standard slit width of this setup is 100µm.
After passing the slit, the light gets reflected by a spherical mirror onto a diffraction
grating with a grating constant of 150 lines/mm. Due to the grating, light of differ-
ent wavelengths gets reflected in different angles and therefore is spectrally split
up/sorted. Such a device which sorts the light spectrally is called a spectrograph,
here the ’Shamrock 303i’ by Andor Technology.
By rotating the grating, the wavelength of optimal reflection can be chosen. Here
a central wavelength of 700 nm is set. The spectrally sorted light gets reflected by
a second spherical mirror onto a detector, in this case the charge-coupled device
(CCD) camera ’iDus 416’ by Andor Technology. The camera chip consists of 256 ×
2000 pixels with a pixel size of 15× 15µm2 and is cooled down to –39 ◦C, to reduce
dark current in the semiconductor device [129].
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Figure 3.1: a) Scheme of an inverted microscope for transmission measurements
with a condenser for dark-field illumination and spectrometer. b) Scheme
of a microscope for reflective measurements with a condenser for dark-
field illumination and spectrometer.

The second dark-field microscope is the ’Axio Scope A1’ by Zeiss, which operates in
transmission or reflection mode, but was only used in the reflective configuration.
It is used for the probing of samples with a non-transparent substrate, mainly the
samples on Si substrate for the SHG measurements.
The beam path can be seen on the right side of figure 3.1 and is generally similar to
the one of the inverted microscope, with the difference that the condenser is now
integrated into the objective. This way, the sample gets illuminated from the top
and collects the reflected signal.
Measurements in the reflective setup were taken with a Zeiss 100× ’Epiplan
Apochromat’, which has an NA of 0,95 with an integrated condenser NA of 0,97.
In the transmission setup, several objectives were used. For the spectra of the
core-satellite structures, a 60× objective, the Nikon S Plan Fluor WD 60x/0.70, was
used, which uses no immersion medium and therefore does not require cleaning
of the sample after every measurement. For back focal plane measurements two
different objectives were used: the Nikon Fluor 100x/0.5-1.3 Oil Iris (objective I),
which has a variable NA ranging from 0.5 to 1.3, and the Nikon CFI Apochromat
TIRF 100x Oil/ 1.49 (objective II) with a fixed NA of 1,49. With an immersion
oil (Zeiss Immersol 518 F) of refractive index n=1,518 this translates to opening
angles of arcsin(0, 5/1, 518) = 19,23◦ for the closed objective aperture up to
arcsin(1, 3/1, 518) = 58,91◦ for the completely open objective aperture of objective
I. Since the condenser has an NA of 0,8 to 0,95 for air (the medium between
condenser and sample), which translates to opening angles of the illumination
cone of arcsin(0, 8) = 53,13◦ to arcsin(0, 95) = 71,81◦, the first objective can not be
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used for dark field microscopy, if the objective aperture is completely open. Since
the second objective has an opening angle of arcsin(1, 49/1, 518) = 78,98◦, it is not
possible to take dark-field images with this objective.

For measurements with immersion liquid, a drop of oil gets placed on top of the
inverted objective, followed by the sample on top of the piezo stage. After raising
the objective until contact is made through the oil with the sample, the sample can
be observed either through the eyepiece or a camera, which is connected via a beam
splitter just before the spectrometer.
To obtain the best possible spectra, a software written by Dr. Simon Dickreuter is
used. By scanning the sample around the region of interest stepwise in x- and y-
direction and integrating the whole spectrum at each step, the spot with the highest
signal is found. The same happens in the z-direction, to find the optimal focus spot.
For a corrected spectrum, a lamp, a background and a dark current spectrum have
to be obtained. For a lamp spectrum in the transmission setup, simply a spectrum of
the light source is taken without a sample, oil or filter in between. In the reflective
setup, the light is focused on the surface of a piece of Teflon. The spectrum of the
reflected light is then saved as lamp spectrum.
The dark current of the detector is measured by turning off the light source and
integrating for the same amount of time as for later measurements. To take a back-
groundmeasurement, first a structure of interest gets focused upon by the procedure
described above. After that, the stage gets moved by 10µm in a direction where not-
ing else is except clean empty substrate.
Spectra (and background anddark current spectra) are taken after focusing andwith
typical parameters of 15 s integration time and averaging over 3 measurements. To
obtain the corrected spectra from all the ones mentioned above, one has to use the
following formula:

Icorr =
Iraw – Ibackground

Ilamp – Idark
(3.1)
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3.2 BFP Setup

For BFP measurements, the inverted microscope setup described above is extended
by Annika Mildner in several ways. A laser beam is coupled into the back of the
microscope and can illuminate the structures through the objective from below.
Due to that, only reflective measurements of the back-scattered light are possible.
However, due to the higher refractive index of the substrate (ITO/glass) compared
to air or water, the majority of the power is radiated into the substrate anyway.
The continuous wave diode laser has a wavelength of 473 nm, a power of 50mW
and is the model gem473 by Laser Quantum. In the beam path of the laser, before
coupling into the microscope is first a shutter, which is coupled to the measurement
computer and blanks automatically outside of measurements (but can manually
be switched to always blank or always open). The shutter is followed by a laser
clean-up notch filter, a set of grey filters with optical densities (OD) ranging from 0
OD (no filter) to 4 OD to tune the intensity, and a polarising beam splitter to ensure
a linear polarisation of the laser light parallel to the table surface. Following that,
either a λ/4-plate or a λ/2-plate can be placed into the beam path. The λ/4-plate at
a 45◦ setting turns the linearly polarised light into circular polarised light, while a
λ/4-plate at an angle α rotates the polarisation plane by 2α (see chapter 2.2). This
way it is possible to illuminate structures along their transversal axis, longitudinal
axis, or both at once (with circularly polarised light).
Two mirrors are used and tuned so that the laser is coupled into the microscope
objective parallel to the objective axis and in its middle. As a check, the image gets
defocused. If the laser spot shifts while defocusing, the laser hits the objective at an
angle and must be adjusted accordingly.
To produce the BFP image, an additional lens (the Bertrand lens) is used. This is
necessary due to the fact that the BFP of the objective is inside the metal casing of
the objective and can therefore not be directionally sampled. The Betrand lens is
therefore placed in such a way, that it projects the BFP of the objective onto the CCD
camera sensor.
To take a BFP image with objective I, first the aperture in the objective is closed,
and the sample can be positioned using the DF image and the camera (the Bertrand
lens has to be out of the beam path). Now the halogen lamp is turned off and the
objective aperture is completely opened. A bright spot, reflected from the structures,
gives a hint if the laser is still in the right position or not. For a higher signal, the
grey filter can be changed for a lower OD one or completely removed, however
this poses the risk of destroying the sample. The Bertrand lens is swapped into the
beam path, to image the BFP. Before the actual measurement, a reference image is
taken next to the structure, which is subtracted from the measurement to remove
background signal.
For measurements with objective II, only the transmission image of the microscope
can be used for positioning of the sample due to the high NA of the objective. A
higher number of markers on the sample can help for orientation. Again, the reflec-
tion of the laser on the sample can help to find structures. Otherwise, measurements
are taken the same way for both objectives.
After the measurement, the objective gets cleaned with lens tissues dipped in
petroleum ether. To remove the residual oil from the samples, the samples are
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placed in acetone and cleaned in the ultrasonic bath for 5min, followed by another
5min in isopropanol and blow-drying with nitrogen.

3.3 Flow cell
Measurements with samples in a flow cell are carried out on the Nikon DF setup
as well. The flow cell samples are prepared as described in chapter 4.3 and placed
on the piezo stage. Measurements were taken with objective I, but are also possible
with objective II, with the same caveats as described above.
Additionally, tubes are inserted in both holes of the flow cell, connecting one side of
the channel with a peristaltic pump and the other with an empty bottle, which acts
as a waste collector. An image of the setup can be seen in figure 3.2. The pump is the
model ISM597D by Ismatec used in combination with Masterflex Ismatec Tygon S3
E-Lab tubes with a 0,19mm inner diameter. The other end of the tube in the pump is
connected to a bottle of either water or water/glycerine mixtures in different ratios.
The bottle can be easily changed when stopping the pump, to make measurement
series with different liquids in the flow cell. The flow rate is set to 7ml/min while
measuring and to 20ml/min for cleaning after measurements. The cleaning cycle
consists of pumping de-ionisedwater for 20min through thewhole system, followed
by pumping air until the all the water is displaced. This step takes around 5min,
depending on the length of the connection tubing.

Figure 3.2: Setup for measurements with flow cells. To the right is the peristaltic
pump with one end of the tube drawing in water or water/glycerol mix-
ture from a bottle and the other end leading to the flow cell. The flow cell
is placed in the inverted microscope on a piezo stage under the dark-field
condenser. An additional tube leads from the flow cell to a beaker to col-
lect the liquids.
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3.4 BFP parabolic mirror
The setup for measurements of SHG and TPA is a home-built (not by the author
of this thesis) parabolic mirror setup in the group of Dr. Dai Zhang / Prof. Alfred
J. Meixner at the University of Tübingen. The specialty of such a setup is, that the
laser which illuminates the sample is not focused by a lens, but rather by a mirror.
A sketch of the setup can be seen in figure 3.3.
The mirror has a hole in the middle, which offers a possibility to see the sample and
position it into the focus spot of the laser. Advantages of such a setup are high laser
powers without absorption (and possibly destruction) in the lens, as well as a high
purely geometric NA. In this setup, a numerical aperture of NA = 0,9986 is achieved
with a pulsed laser of wavelength 779 nm at a 40MHz repetition rate. Due to the
pulsed laser, higher peak electric fields can be achieved at lower average laser powers
compared to a continuous wave laser. This is useful to generate a high SHG signal
without destroying the sample. Laser powers of 32mW are possible and useful for
SHG measurements, but even the pulsed laser potentially can melt gold samples at
that power level. The power is tuned down for that reason to 10mW.
Furthermore, the setup has a Glen-Taylor prism to produce linearly polarised light
and a half-wave plate to manipulate the polarisation plane. It should be noted, that
the beam splitter in front of the mirror reflects laser light of wavelength 779 nm but
blocks this wavelength in transmission towards the detectors. Measurements on this
setup were performed by Felix Schneider.
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cube
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Figure 3.3: Scheme of the parabolic mirror setup. The laser is focused on the sample
via a mirror instead of conventional lenses, which makes the setup suit-
able for high NA and high intensity measurements.
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3.5 Raman spectroscopy
The Raman spectroscopy measurements were carried out on a setup of the group of
Prof. Dr. Frank Schreiber at the University of Tübingen. The setup is a commercially
available one: the LabRAMHR byHoriba Jobin Yvon. It is fitted with a 632 nm laser,
whose intensity can be reduced by a set of optical filters. The laser powers typically
used were 1,3mW and 2,5mW and are specified for the given measurements. The
setup has a grating of 1500 lines/mm and the sensor is cooled down to –120 ◦C with
liquid nitrogen to decrease noise.
The objective used to focus the laser and collect the signal is an Olympus
LMPlanFL N with a magnification of 50 and a numerical aperture of 0,50. Mea-
surements were performed by the author of the thesis after an introduction to the
instrument by Frederik Unger.
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4 Fabrication
This chapter provides an overview of all the fundamental methods used over the
course of the thesis. Firstly, the broadly used electron beam lithography technique
is introduced and explained how it is applied to produce Yagi-Uda-antennas.
Secondly, optical lithography, which is used to produce flow cell positives and
marker structures, gets explained. Thirdly, the Helium-Ion-Microscope (HIM) is
introduced and how it is used to either produce or further manipulate existing
Yagi-Uda-antennas. Following that, the fabrication steps for the flow cells, which
are used for refractive index measurements, are explained. Lastly, the instructions
on how to produce planet satellite structures, which were provided by Dr. Yingying
Cai of the group of Prof. Philipp Vana from the University of Göttingen are shown.

4.1 Lithography
Lithography processes are mostly used to create a pattern of variable size and form
on a substrate. To do so, a substrate is coated with a resist, which is then exposed
(either by (UV)-light or electron beam) in the desired pattern. In case of a positive
resist (as shown in Figure 4.1) the exposed resist gets dissolved in the developer and
leaves the patterned resist on top of the substrate. The mask can now be used for
further production steps such as evaporation and lift off or as an etching mask.

Substrate
Resist

Exposure

Developer

Figure 4.1: Basic scheme of a lithography process with a positive resist.



4.1 Lithography 47

4.1.1 Electron Beam Lithography

Electron Beam Lithography (EBL) was used as the main technique to fabricate Yagi-
Uda-antennas of variable sizes and arrangements. For start, a microscope cover slip
(18×18mm2) is cleaned for 5min in a 10%KOH solution, followed by another 5min
in the same KOH solution with additional H2O2 (ratio 2:1). A thin layer (50 nm) of
indium tin oxide (ITO) is then deposited on one side (now the top side) of the glass.
This is done as a sputtering process.
The layer is nearly completely transparent and conductive (enough) due to the semi-
conducting properties of ITO. This helps to prevent charging effects on the sample
during the EBL process as well as during the inspection of the samples in the Scan-
ning Electron Microscope (SEM), while still allowing measurements in the optical
setup.
To prepare the sample for EBL, a 120 nm thin layer of Poly(methyl methacrylate)
(PMMA) is spin coated on top of the ITO layer in two steps: first at 2600 rpm for
6 sec to spread the resist, followed by a step at 5000 rpm for 60 sec to reach the final
thickness of 120 nm. The resist is pre-baked at 150 ◦C for 5min to evaporate some of
the solvent.
After the patterning in the SEM with the desired structures, the sample is devel-
oped in a mixture of methyl isobutyl ketone (MIBK) and isopropanol (ratio of 1:3)
for 65 sec. The result, in the case of a positive resist like PMMA, is that the exposed
structures get dissolved and are now left as holes in the mask. To finish off the fabri-
cation of simple antenna structures, a layer of gold (40 nm) is thermally evaporated
on top. In a lift-off process, the remaining layer of PMMA is dissolved in acetone,
which also results in a removal of the gold layer on top of it. The only remaining
gold on the sample is the one directly on the ITO in the shape of the pattern, which
was written into the resist during the EBL process. In figure 4.2 one can see an array
of antennas fabricated in the way described above.
If, for some reason, the ITO layer should be omitted, the sample has to be made con-
ductive in another way. Here it was done with a conductive resist: the Protective
Coating AR-PC 5090.02 (Electra 92) by Alresist. Again, first, a PMMA layer is ap-
plied as described above on a clean glass substrate. Due to the smoother surface of
glass, layers of PMMA resist tend to be thinner on glass substrates, hence the spin
parameters were decreased to 3000 rpm for 60 sec to still obtain a 120 nm thick resist
layer.
Before applying the Electra 92 on top of that layer, it gets filtered with a 0,2µm

pore sized filter, which helps to achieve an even distribution of the conductive film
without any holes. The Electra 92 resist is spin coated on top of the PMMA layer at
4000 rpm for 60 sec, which results in a layer thickness of 40 nm [130].
The resist gets tempered at 90 ◦C for 2min, before it is ready to use for EBL. After the
exposure, Electra 92 can be removed in a water bath and the rest of the process can
proceed as described above.
Due to the lower conductivity of Electra 92, structure sizes are limited to around
20 nm, however this is small enough for all structures that were fabricated in this
work [130].
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Figure 4.2: SEM image of Yagi-Uda-antennas fabricated with an EBL process.

4.1.2 Optical Lithography

Optical lithography was used in two different ways in the course of this work. One
way was the production of a grid structure on glass/ITO substrates, which were
then used to assemble planet-satellite structures on top of it (see chapter 4.4). This
way, it is possible to take optical and SEM measurements at the exact same particle.
The fabrication of the grids is similar to EBL. On top of the glass/ITO substrate, a
layer of resist (ma-P1215) is spin coated (at 300 rpm for 30 sec) and pre-baked at
90 ◦C for 12min. The pattern is written into the photosensitive resist with a focused
LED light source, which is rastered over the sample, exposing the resist to UV-light
in a controlled manner. This way of patterning is called maskless alignment (since
no photomask is used) and was done in a µMLA by Heidelberg Instruments
After the development of the positive resist in ma-D 331 for 40 sec, a layer of gold is
thermally evaporated on top. Analogous to the EBL process, the resist gets removed
in acetone, leaving only the desired grid structure on the sample.
Furthermore, the maskless aligner was used to fabricate a mask to use in a classical
mask aligner (which will be explained further down). This time, the glass substrate
is already covered with a chrome layer on one side (low reflective chrome on soda
lime by g-materials). On top of that, again the same photoresist (ma-P1215) is
applied in the aforementioned manner. After the patterning in the maskless aligner
and the same developer process, the whole mask is submerged in chrome etch
(TechniEtch Cr01 byMicroChemicals) for 30 sec. Now, only the part where the resist
was dissolved in the developer process is exposed to the etchant, which results in
the desired pattern being etched into the chrome layer.

The photomask can now be used in a classical mask aligner for photo lithog-
raphy. In the case of this work, it was used to produce a positive mould, which can
then be used to produce flow cells (see chapter 4.3). The process described in the
following section is derived from themanufacturing sheet [131]. To start off, a 4 inch
wafer is cleaned in an acetone ultrasonic bath, followed by one in isopropanol. After
that, the wafer is dried completely on a hotplate at 100 ◦C for 5min. Around 2 g of
SU-8 resist are spin coated on top of the wafer. A low spinning speed of 500 rpm is
used to spread the resist on the wafer, followed by a higher spin rate of 4000 rpm, to
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reach the final thickness.
The resist is soft baked to evaporate the solvent and densify the film. This is done in
two steps: one at 75 ◦C for 10min, immediately followed by a second one at 95 ◦C
for 15min. The temperature control ensures reduced stress formation in the resist
and therefore cracking, as well as better resist-to-substrate adhesion [131].
The resist is exposed in a classical mask aligner with the help of the aforementioned
mask. The mask gets pressed onto the resist, with the metal side facing towards
the resist. This ensures, that no gap is between the mask and the resist, which sup-
presses diffraction of the light and ensures sharp structures. The resist is exposed
(through the holes of the mask) for 10min to the light of a mercury vapour lamp.
Before the resist is developed, it has to be post-exposure baked at 75 ◦C for 2min,
followed by 5min at 95 ◦C. This ensures a selective crosslinking of the exposed parts
of the film.
To develop the resist, it gets submerged for 5min in propylene glycol methyl ether
acetate (PGMEA). Since SU-8 is a negative resist, the pattern of the photo mask
remains on top of the wafer and can be used to produce flow cells.
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4.2 Helium Ion Microscope

Most of the nanostructures of this work were produced with the help of EBL,
as described above. However, even this advanced technology has its limitations
[132]. A new microscope, similar to the SEM, has been developed: the Helium Ion
Microscope (HIM). Instead of rastering an electron beam over the sample surface,
the same is done with helium ions. The ions are produced via the field effect. At the
tip of a wolfram needle, which typically consists of three atoms (called the trimer)
a positive voltage is applied. Due to the field gradient, helium atoms are drawn
towards the needle, where the field strength exceeds a few V/Å. Approaching the
apex and therefore maximum field strength, the outermost electrons can tunnel into
the tip, leaving positive helium ions, which are accelerated away from the tip [133].
The ion beam then gets focused and manipulated with electro- and magnetostatic
optics to form a focused beam.
The advantages are smaller probe sizes (due to lower energy spread between the
individual ions) and a narrow sample interaction volume near the surface [133].
Another difference between SEM and HIM however is not only the potential higher
resolution and sensitivity, but also the interaction of the relatively heavy (compared
to electrons) helium ions with the material the HIM scans over. The ions have such
a high momentum, that they can eject material out of the surface they are hitting.
This effect is called sputtering [134]. This effect is similar to that of Gallium Focused
Ion Beams (FIB), where the beam consists of gallium ions. However, due to the
lower mass and higher velocity of the helium ions, the interaction volume is small
on the surface, which leads to very high precision manipulation of the surface with
feature sizes down to the regime of only several nanometres.

a) b)

Figure 4.3: Damaging of structures in the HIM by scanning over and focusing on
them. a) Imagewas taken immediately aftermilling in theHIM. b) Image
was taken after refocussing on the newly produced structures. The highly
focused helium ion beam scanning over a small area clearly has a high
enough etching rate to destroy delicate structures.
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One downside is, that due to the light mass of the helium ions the sputtering rate is
low, since only around every 14th helium ion is sputtering a gold atom [135]. Fur-
thermore, the sample gets damaged already by just imaging it, and micro-cavities
of accumulated helium atoms build up in the sample [136]. Additionally, one could
see second hand sputtering which widened gap sizes, potential redeposition of the
sputtered gold [137], and reproducibility issues (see figure 4.3 and figure 4.4).
The HIM used was a Zeiss Orion NanoFab and was used in two different ways:
the fabrication of antennas and the manipulation of antennas. The fabrication of
antennas in the HIM started off with a classical electron beam lithography step,
however, two different approaches were taken.

a) b)

Figure 4.4: Series of dose tests, to determine what dose is needed to etch through a
50 nm layer of ITO. It can be seen, that the test field in the red square of
picture a) appears to be etched through at first. However, after several
further attempts in the same area, the test hole appears to be filling back
up due to sputtered ITO and carbon residue in the chamber.

For the first attempt, the EBL is performed on a glass substrate with an ITO layer
on top and follows the steps of EBL on a conducting substrate. The EBL process
and subsequent evaporation of 40 nm gold produced rectangles with dimensions of
225 nm × 560 nm and lattice constants of 4µm in x- and y-direction (see figure 4.5).
These patches are used in the HIM to etch out the antennas with high precision.
Different approaches were taken on how to achieve the sharpest antenna structures
with the closest dimensions to the ones established in simulations.
On the one hand, it was tried to use low currents of around 3pA produced by a
small aperture of 10µm, low helium pressure of 1× 10–6 Torr and a crossover point
of the beam of "5". The advantage of this configuration is a highly focused beam
with low opening angle. This way, the narrowest line cuts with line widths of 6 nm
and highest precision are possible. The drawback however is a low etching rate. To
etch an antenna out of the aforementioned patches, high doses of over 15 nC/µm2

and durations of over 10min are required for a single antenna. This makes it not
only a very uneconomical way to produce antennas, but also a suboptimal one, since
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the stage of the HIM is slowly drifting, which can amass over the course of 10min
to several nm, which negates the advantage of the high precision etching (see left
side of figure 4.6).

a) b)

Figure 4.5: a) Patches of gold on ITO for the fabrication of Yagi-Uda-antennas in the
HIM. b) Yagi-Uda-antenna etched out of a gold patch on ITO. Over the
antenna, holes can be seen, where the ITO layer is also etched through.

To counter the two major downsides of the high precision, but low effective beam
configuration, a higher current configuration with a current of around 13pA is
chosen. The 20µm diameter aperture is chosen, as well as a higher helium pressure
of 2× 10–6 Torr and a lower crossover point of "4" to achieve a compromise between
high current and high precision. Especially, the higher helium pressure is an easy
way to increase the current without increasing the spot size of the focus. Due
to the higher pressure in the gas field ion source (GFIS), more atoms come into
close vicinity of the trimer, where they get ionised and can contribute to the ion
beam current without influencing the quality of the beam [138]. However, this can
only go up so far, as a higher increase of pressure also increases the probability of
destruction of the trimer configuration at the tungsten tip.
A larger diameter aperture, however, allows for ions with higher deviation of the
optimal and intended beam path to reach the sample, therefore increasing the focus
spot size. The same applies for a lower cross-over point of the beam in the HIM
column closer to the aperture, therefore these two parameters have to be adjusted
carefully.
For the design of the etching patterns, the NanoPatterning and Visualization Engine
(NPVE) software was used, which was distributed together with the HIM. As a
base pattern, an oval shape was used, which fits the shape of the gold patches.
Into that shape the Yagi-Uda-antenna design was laid out with rectangles and the
shapes combined with a NAND operator in such a way, that everything in the oval
gets etched away except the rectangles of the Yagi-Uda-antennas.
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a) b)

Figure 4.6: Yagi-Uda-antennas etched from gold patches; a) low-current configura-
tion, b) high-current configuration.

As can be seen in figure 4.6, the configurationwith high currents yields better results
than the one with lower current. This is due to the drastically lower etching times of
only 1-2min compared to the over 10min for the low-current configuration, which
heavily counters the misplacement of the structures due to stage drift. Additionally,
the required dose decreases to 7 nC/µm2, since the etching rate apparently also
increases with higher current configuration.

Since the ITO layer appears to be relatively soft material for HIM etching with
also a relatively high secondary sputter rate of the ejected ITO atoms/molecules, it
was tried to generate a configuration with gold directly on top of the glass substrate.
For this second configuration, EBL was performed as described in chapter 4.1.1 in
the configuration of non-conductive substrates with an Elecatra 92 layer on top of
the PMMA resist. As an adhesive layer between the glass and the gold, a thin layer
of 3 nm of chromium was evaporated on the glass before the gold was evaporated
on top.
To make the sample conductive, a 10 nm thick layer of ITO was sputtered on top of
it. Again, the same etching pattern with the high-current configuration is applied to
the gold patches to fabricate Yagi-Uda-antennas.
Additionally, the etching pattern was modified in a way that now half of the antenna
gets exposed to a low etching dose such that the ITO layer gets removed on one half
of the antenna.
A similar way to use the HIM to manipulate antennas was with an SiO2 coating. To
do so, Yagi-Uda-antennas were fabricated in a standard EBL process on a glass/ITO
substrate, but now with an additional 10 nm layer of SiO2 on top of the gold
antennas before the lift-off. In the HIM, it was now tried to remove the SiO2 layer
on the upper half of each antenna element, so that the antenna is again half covered
in SiO2 (see figure 4.7). This was done in an attempt to manipulate the emission
direction of the antennas (see chapter 5.6).
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Figure 4.7: Manipulation of the antenna. Antennas were first fabricated in an EBL
process with a layer of SiO2 on top of the gold antenna elements. With
the help of theHIM on one half (in this case towards the top of the image)
the SiO2 layer was etched away, exposing the gold elements beneath.

4.3 Flow cell
For the manipulation of the directivity and for the use of the antennas as refrac-
tive index sensors, the antennas were incorporated into microfluidic flow cells. The
flow cells consist of two main parts, a large glass substrate (dimensions: 2× 6 cm2)
at the bottom, on which the Yagi-Uda-antennas are fabricated with either EBL or
HIM assisted techniques, and a counterpart on top made out of polydimethylsilox-
ane (PDMS).
To produce the channel top made from PDMS, the flow cell positive out of SU-8 on a
Si substrate is used (see chapter 4.1.2). However, before it is used it gets treated with
a layer of tridecafluoro-1,1,2,2-tetrahydrooctyl-1-trichlorosilane (F13TCS). This pro-
cess is done in a glove box due to the very dangerous nature of the chemical [139].
First, the wafer gets heated to 150 ◦C for 30min in a Petri dish to get rid of remain-
ing water on the wafer surface. A drop of F13TCS gets cast in the Petri dish close to
the wafer and is then enclosed by a second Petri dish. Following that, the sample
remains another 30min on the hotplate, which completes the Chemical Vapour De-
position (CVD) process, and all open hydroxyl groups of the wafer could bondwith
an F13TCS molecule. After cooling down, the wafer gets submerged once in a water
bath to ensure that all remaining free F13TCS molecules react with water, therefore
rendering them harmless.
With this step an easy removal of the PDMS from the rectangular mould and the
channel positive made from SU-8 is ensured (see figure 4.8). Due to the protective
layer, adhesion between SU-8 and wafer becomes greater than between SU-8 and
PDMS, which reduces the possibility of accidentally removing the channel positive
from the wafer and therefore increases its reusability.
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c)

d)
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Figure 4.8: a) Scheme of the channel positive made from SU-8 on silicon wafer. b)
Prepared wafer with channel positive on top. c) The mould gets placed
on top and centred. Small needles get placed on the circular ends of the
channel positive to provide a feed for tubing. The PDMS/curing agent
mixture gets poured into the mould. d) After curing the PDMS on the
hotplate, the mould and needles are removed. e) PDMS piece with holes
for tubing and a flow channel imprint. The channel is completed by press-
ing a glass with antennas against it.

The PDMS (’Sylgard 184’ by Sigma Aldrich) for the channel top gets prepared by
mixing 2 g of PDMS with 0,2 g temperature sensitive curing agent (or generally in
a ratio of 10:1). To ensure thorough mixing, the PDMS is stirred for 5min and then
stored for at least one hour in the fridge. Since the curing process is temperature
sensitive, only very little reaction happens in the fridge, and it can be stored there
for over 24 h before final usage.
The waiting step in the fridge is essential so that air bubbles, which build up during
the mixing process, can diffuse out of the PDMS before it gets finally cured. While
settling in the fridge, the mould for the PDMS gets set up. It is made up of the
coated wafer with the channel positive on top of a (at first cold) hot plate, a hol-
low aluminium block with inner dimensions of 2× 6 cm2, an acrylic plate on top of
the aluminium block with slits to pour PDMS through, pinholes for needles of the
samediameter as the tubes of the peristaltic pump, and lastly the needles themselves,
which go through the pinholes and sit on the ends of the flow channel positive (see
figure 4.8).
Only a small amount of PDMS is poured into the mould carefully, in fact so little,
that the relatively high viscosity liquid needs up to 10min to fully settle and cover
thewhole area defined by the aluminium block. This is necessary, because otherwise
the flow cell would be too thick to fit between the dark field condenser and objective
(see chapter 3.3) and has the additional advantage that air bubbles, which occurred
during pouring, can diffuse out of the PDMS.
After settling, the hotplate gets turned on to 150 ◦C, so that the PDMS can be cured
for 12min. As a result, the PDMS has an elastic, rubber-like texture and can be care-
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fully peeled out of the aluminiumblock and from the surface of thewafer. The PDMS
strip now has the flow channel negative on the bottom side and two holes at the ends
reaching through the strip to the top-side.
For the final assembly, the PDMS strip gets placed bottom-side up in the Reactive Ion
Etching (RIE)machine, to activate the surface in an oxygen plasma (20W, 100mTorr,
30 s). During this step, polar hydroxyl groups (-OH) are formed in the PDMS sur-
face that can now form covalent bonds with silica-based materials such as glass or
any material that has the same hydroxyl groups [140, 141]. Afterwards, the PDMS
strip gets placed very carefully bottom-side down on top of the glass substrate with
the antenna structures. It is most important that the (small) flow channel and the
area with antennas overlap, so that the antennas are placed inside the channel. If
the alignment is correct, the PDMS strip gets carefully pressed onto the glass by ap-
plying pressure with the hands from the inside (area with channel and antennas) to
the outside. The activated PDMS sticks to the glass strongly enough for it to seal the
channel and is leakproof for the typically very low applied pressures by the pump.
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4.4 Core-Satellite Structures
The core-satellite structures, which were examined in this work, were fabricated by
Yingying Cai in the group of Philipp Vana at the University of Göttingen. The fol-
lowing section is based on the paper [72] by Cai et al. and its supplementary infor-
mation.
The structures consist of gold nanoparticles, which are capped with polyethylene
glycol (PEG) as satellites around a single core of a pristine silica particle. The pro-
duction (see figure 4.9) consists of two main steps, which both take advantage of
the properties of the PEG shell. Firstly, the PEG works as multidentate linker be-
tween the gold nanoparticles and the silica core, which leads to an adsorption of the
gold nanoparticles on the surface of the silica core. This happens due to hydrogen
bond interactions of the PEGwith the silica surface. The PEGwraps around the core,
which gives a high contact area with a high amount of bonds and therefore stable
bonding.
Secondly, when casting the solution onto a flat surface, the PEG chains offer suffi-
cient mobility so that the gold nanoparticles can rearrange themselves around the
silica core and can produce two-dimensional ring structures between the silica core
and the surface.

Colloidal
self-

assembly

SiNP

AuPEG

SiAu-3D

3D to 2D 
self-

rearrangement

SiAu-2D
Figure 4.9: Fabrication scheme of the core-satellite structures. First, gold

nanospheres are coated with a PEG layer. The nanospheres and
the silica cores form clusters mediated by the hydrogen bonds of the PEG
on the silica surface. After drop casting, the gold spheres have sufficient
mobility to arrange in a 2D structure, surrounding the silica core in a
ring.

The typical production steps for 13 nm diameter gold nanoparticles are the following
[142]: To a boiling solution of HAuCl4 (500mL, 0,5mM) a hot solution of sodium
citrate (25mL, 39mM) is added. After refluxing for 15min, the solution gets cooled
to room temperature. This results in 13 nm diameter gold nanoparticles, which can
be used as seeds for larger diameters and can be modified according to [143] by
adding additional sodium citrate solution and HAuCl4 solution while stirring at
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90 ◦C [72].

For adding the PEG layer, 120mL of the citrate-capped gold nanoparticle solution
is mixed with an aqueous solution of poly(ethylenglycol)methyletherthiol (500mL,
2mg/mL) in an ultrasonic bath. For changing the solvent from water to tetrahy-
drofuran (THF), the solution is centrifuged (12 000 rpm, 90min) four times with
redispersion in between the cycles.

The synthesis of the silica cores is based on the technique shown in [144]. The
following recipe is for silica beads of 39 nm diameter, but the diameter can be
adjusted with the dosing of the tetraethyl orthosilicat (TEOS). IGEPAL® CO-520
(31,3 g) by Sigma-Aldrich and cyclohexane (250mL) are mixed while stirring
for 10min. Following that, ammonia (32%, 2,3mL) is carefully added dropwise,
and stirring proceeds for another 30min before adding the TEOS (1,72mL). The
reaction then proceeds for another 22 hours under stirring at room temperature,
before it gets quenched by adding ethanol (50mL) to the mixture. Purification of
the mixture is done by three centrifugation cycles (5000 rpm, 30min) in ethanol,
before dispersing in THF for storing.

The self-assembly into 3D colloidal nanostructures happens by mixing the
aforementioned silica and gold nanoparticle solutions. A typical amount would be
27 µL of gold nanoparticle solution (which contains around 3mgAu/mL in THF)
into 120µL silica solution (0,1mg/mL) under bath sonication. Another 30min of
ultrasonic bath is followed by stirring on an orbital shaker (150 rpm) overnight.
This ensures a goodmixing and saturation of gold nanoparticles on the silica surface.

To purify the colloidal solution from excess gold nanoparticles, glass beads
with a diameter of 0,5mm are added. On the surface of the glass beads, excess
gold nanoparticles can accumulate the same way they did on the silica cores with
typically 12mg of glass beads removing 1µg of 13 nm sized gold nanoparticles.
Clean-ups happen in two steps, where half of the beads is added to the unpurified
solution and topped off with THF until all beads are submerged. After each
addition, the sample is mixed on an orbital shaker (175 rpm, 20min). The purified
colloidal solution is retrieved by a micropipette. Transmission electron microscopy
(TEM) images of the solution can clarify, whether additional cleaning steps are
necessary.

To form the 2D core-satellite structures, the colloid solution is simply drop
cast on the desired substrate surface, here glass/ITO substrates with gold grids
(see chapter 4.1.2). The solvent simply evaporates under ambient conditions, and
samples are ready for characterisations with DF microscopy or SEM imaging.

Since some of the samples were contaminated with a considerable amount of
residue after drop casting, some of those samples were cleaned up with an oxygen
plasma in a reactive ion etching (RIE) process. The cleaning was done in a Plas-
malab 80 by Oxford Instruments (20W, 100mTorr, 10 ◦C, 3min). Since the sample
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was much cleaner after the plasma etching, it is assumed that most of the residue
was excess PEG. Noticeably, in the SEM one can see the difference between samples
which were plasma cleaned and those that were not, by a missing ’halo’ around
the structures. It is assumed to be the PEG, which functioned as a mediator in the
chemical synthesis (see chapter 6).
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5 Yagi-Uda-antennas

Yagi-Uda-antennas have been a proven antenna concept in the radio frequency
regime for decades since their invention [1]. Due to their simplicity in design, a
translation of the concept into the optical regime was sought after. To find the
optimal design for this work, numerical simulations have been first carried out
in the programme Lumerical by ANSYS. After establishing multiple designs, the
fabrication had to be tweaked to fabricate antennas of the same dimensions. After
improving measurement regimes over time, directed emission could be seen from
a single illuminated antenna structure. From there on, additional features were
added to the antennas themselves or they were incorporated in flow cells.

5.1 Simulations

Simulations were carried out to find the highest intensity of the field in forward di-
rection, which was emitted into the substrate. It was first decided to optimise the
antennas for a wavelength of 650 nm, because that was the wavelength of the cad-
mium selenide/zinc sulphide quantum dots (by PlasmaChem GmbH), which were
later tried to couple to the antennas to drive them.
The simulation setup consisted of a glass substrate with known refractive indices
[145] and a 50 nm thick ITO layer with a fixed refractive index of 1,9. Although the
refractive index of ITO is wavelength dependent, it is also preparation dependent.
Since there is no data available for sputtered ITO layers with the exact parameters
as stated in the fabrication section, the refractive index of ITO had to be estimated.
The estimation is based on former published data [146] and yielded good alignment
between simulation and experiment.
Two 2D discrete Fourier transformation (DFT) monitors were placed 0,15µm above
and below the surface of the ITO layer in the x,y-centre of the simulation. Both mon-
itors have dimensions of 2,95µm×2,95µm. The monitors register the electrical field
at the surface and can also perform a transformation into the far field. The transfor-
mation is done by a projection of the far field onto a hemisphere surface 1m away
from the monitor.
A point source is located on the x-axis 0,035µm away from the coordinate origin and
0,025µm above the surface. The polarisation of the point source is parallel to the y-
axis, has a wavelength range of 600 nm-900 nm and a pulse length of 3,98 fs.
To find the optimal geometry, first a gold feed is placed into the origin with a height
of 0,05µm. A parameter sweep is performed, to find the length that has the best
resonance at 650 nm. Following that, the reflector element is introduced, and several
sweeps determine the optimal length and distance to the feed to suppress backwards
reflection. After that, three directors are placed and again their size and distance is
swept to find the best forward directivity. However, always the same size and dis-
tance is chosen in the sweeps for all directors. The final dimensions chosen as the
target for fabrication can be seen in figure 5.1.
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Figure 5.1: Sketch of the final Yagi-Uda-antenna dimensions.

The far-field projection of this configuration can be seen in figure 5.2. The far-field
emission of this antenna into the glass/ITO substrate shows a directivity of Dmax =
2,76 into the direction of the directors. The calculation was done by comparing the
maximum emission (the forward direction) to the average emission. The front-to-
back ratio (f/b ratio) is calculated by dividing the maximum emission by the emis-
sion of the angle rotated by 180◦ to that (the direction of the reflector). The f/b ratio
is 3,43 for the simulation.

a) b)

Figure 5.2: a) Far-field projection of the near field simulated with the configuration
mentioned above and antenna structure from figure 5.1. b) Radial inten-
sity distribution of the simulated antenna emission.
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5.2 Spectra
Over the course of this work over 200 sample substrates were fabricated, each
consisting of typically 4 antenna fields with around 400 antennas in each field. Of
these samples around a quarter were prepared in the final standard dimensions and
geometries. Simple spectra of Yagi-Uda-antennas are taken in the DF setup with the
help of illumination via the blue laser. Since the spectra of the antennas were not
the main focus of this work, only around 40 antennas have been analysed spectrally.
Since the fabrication process proved to be reliable, different antennas and their
spectra did not differ too much. The mean laser-driven spectrum of 23 standard
Yagi-Uda-antennas with standard deviation intervals can be seen in figure 5.3.
Both laser filters (see chapter 3.2) are placed in the beam path to suppress the laser
signal as much as possible. The suppressed part of the spectrum due to the notch
filters is visible in the spectrum between 467 nm and 482 nm. A broad peak can be
seen at 642 nm. The objective used for this measurement was the oil objective with
NA=1,49. With the help of equation 2.76 and the laser wavelength of 473 nm, one
can calculate the diameter of the laser focus to dlaser = 193nm. When compared to
the dimensions of the antenna depicted in figure 5.1, one can see that the elements
have distances smaller than the diameter of the laser focus. This means, that for a
typical spectrum (and also BFP image), several antenna elements are illuminated,
which is an explanation for the very broad peak in the laser-driven spectrum of
the antenna. The spectrum of the antenna is an overlap of the spectra of several
different antenna elements.
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Figure 5.3: Mean normalised laser spectrum of 23 antennas with standard deviation
intervals.

Additionally, spectra have been recorded with the white-light DF setup (see chapter
3.1). The spectrum of one antenna can be seen in figure 5.4 (blue spectrum). It is no-
ticeable that the peak has shifted from 642 nm over 100 nm to 751 nm. The spectrum
still is very broad, hinting at the multiple antenna elements which are illuminated.
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x8

Figure 5.4: DF spectra of a Yagi-Uda-antenna. In blue: the antenna is in air. In or-
ange: the antenna was covered with a water drop. The intensity severely
decreased due to the absorption in water and reflection of light at the wa-
ter surface. Because of that, the intensity of the spectrum in water has
been increased by a factor of eight. The resonance peak shifts by 15 nm
from 751 nm (air) to 766 nm (water).

For the DF spectra, the sample is uniformly illuminated, and the measured structure
is determined by an aperture. The DF spectra consist of the intensity from all an-
tenna elements.
It should be noted, that the DF spectrum is a scattering spectrum, while the laser
spectrum is from pumping the system with energy through the laser off-resonance
and then reemitting the energy corresponding to resonant modes given by the ge-
ometry of the gold nanostructures.
Furthermore, a spectrum of the antenna covered by a drop of water has been taken
(see figure 5.4 orange spectrum). This spectrum has a much lower intensity due to
the absorption of light in water and the reflection of light on the water surface. The
intensity of the spectrum has been increased by a factor of eight, to be comparable
to the one in air.
The resonance peak is red shifted compared to the spectrum in air by 15 nm from
751 nm (air) to 766 nm (water). This is to be expected since Gans’ theory (the so-
lution of Mie scattering for spheroidal particles) predicts the longitudinal plasmon
wavelength of ametal spheroid (and in good approximation ametal rod) to be [147]:

λLSPP = λp

√
ϵ∞ +

(
1
P – 1

)
ϵd. (5.1)

λp is the wavelength corresponding to the plasma frequency in the bulk metal, ϵd =
n2d is the squared refractive index of the dielectric surrounding the nanoparticle, ϵ∞
is the high-frequency dielectric constant of the metal, and lastly P describes the de-
polarisation factor along the long axis of the spheroid (or rod).
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According to Yunos et al. [148] the depolarisation P of an elongated ellipsoid can be
calculated with

P = 4π1 – e2

e2

(
1
2elog

(
1 + e
1 – e

)
– 1
)
, (5.2)

where e is the numerical eccentricity that can be calculated with

e =

√
A2 – B2
A . (5.3)

A and B are the half axes of the ellipsoid. With a plasmon wavelength of gold
λp = 168nm [149], a dielectric constant of ϵ∞ = 9, 5 [150], and A = 120nm and
B = 50nm the wavelength of the LSPP in an ellipsoid of similar shape as the
antenna can be calculated. In water with n = 1, 33 in the optical regime [151], it is
λLSPP,water = 756nm, whereas in air with n = 1 [152] the calculated wavelength is
λLSPP,air = 663nm. This would equate to a sensitivity of 282 nm/RIU, where RIU
stands for refractive index unit. One can now see that a red-shift is expected of the
Yagi-Uda-antenna elements with increasing refractive index of the surrounding.
This is the case in the experiment above when going from air with n = 1 to water
with n = 1, 33 and results in a sensitivity of the antennas as refractive index sensors
of around 45,5 nm/RIU. This is low compared to other works, where a sensitivity of
∼ 40 – 60 nm/RIU is seen in gold nanospheres and ∼ 170 – 290 nm/RIU for the long
axis of gold rods [153, 154].
Nevertheless, measurement series were carried out with Yagi-Uda-antennas in-
corporated into a microfluidic flow cell (see chapter 4.3). A total of six flow cells
were fabricated on which seven measurement series were taken, however none of
them showed the desired refractive index shift at the time where the medium was
changed.
For the measurements, spectra were taken every 15 s for the same integration time.
The measurement started with water in the flow cell, and measurements were taken
for 10min. Following that, the liquid was changed to a water/glycerol mixture
with 9% glycerol. From there on, the liquid was changed every 10min, alternating
between pure water and a water/glycerol mixture. The remaining weight percent-
ages of glycerol were 17%, 24% and 32%. These percentages were chosen, since the
refractive indices of these mixtures should increase in 0,012 steps compared to that
of water [155].
A representative DF spectrum of the measurement including fits of three peaks can
be seen in figure 5.5. Noticeably, the spectrum has more peaks than the one in figure
5.3 with a major peak at a wavelength of 659 nm, which is more comparable to that
of the laser spectrum. The second peak is at a wavelength of 752 nm and the third
at 921 nm.
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Figure 5.5: DF spectrum of Yagi-Uda-antenna in the flow cell filled with water.

Three peaks were fitted for all single spectra of the long-term measurement. The
peak position of the peaks around 650 nm and 920 nm were plotted over time,
which can be seen in figure 5.6. While jumps in the resonance frequency can be
seen for both peaks, the jumps are not always consistent with the points in time
where the liquid is supposed to change, as well as with the direction in which the
resonance frequency is expected to shift. Noticeable jumps in both peaks can be
seen at the 15, 22, 25, 35, 40, 53 and the 64min mark. However, measurements were
carried out in several parts, starting with a 5min measuring block, followed by
10min measurement blocks so that changes in refractive index fall into the middle
of one block. This means, that the jumps at times which end on five are probably
measuring artefacts, from the end and start of one measuring block. It was tried to
not move the sample over the whole course of the measurement, only the one end of
the tube of the peristaltic pump was put into the different containers with different
liquids.

a) b) 1,33 1,34 1,33 1,35 1,371,33 1,33 1,381,33 1,34 1,33 1,35 1,371,33 1,33 1,38

Figure 5.6: Peak positions of the fitted spectra over the course of one measurement
cycle. a) Fits of the major peak around 650 nm. b) Fits of the minor peak
around 920 nm. The red vertical lines indicate a change in medium. The
red numbers are the refractive index of the present medium.
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However, while there was no active movement of the sample, the stage drifted over
the course of the measurement, so that the sample moved out of the measurement
spot in x- and y-direction aswell as out of focus. Thismovement of the stage has been
corrected between different measurement steps, since otherwise no signal would be
detected at the end of the measurement. This correction should not cause a shift in
resonance wavelength, only the intensity of the measured spectra should be influ-
enced.
In thesemeasurements, next to no change in resonance frequency could bemeasured
at the points of interest (at each 10min mark). From the previous measurement, a
sensitivity of 45,5 nm/RIU was measured, which should amount to a resonance fre-
quency change of 2 nm between water and the 32% mixture, however, the expected
sensitivity could not be seen. A possible explanation for that is that during the as-
sembly of the cell, the antennas were damaged or covered in residue of the PMMA,
which would make them inaccessible to refractive index changes. Another idea for
the measurement of refractive index changes is to have a look at BFP measurements
and changes in emission of the antenna with changing surroundings.
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5.3 Back Focal Plane Measurements
BFP images were taken with the setup described in chapter 3.2 under laser illumi-
nation. The laser intensity is reduced by a grey filter with optical density of 1 to
prevent altering/melting of the delicate gold structures. However, a compromise
had to be found between signal strength and local heating of the sample. For
measurements with quantum dots (QDs), the intensity can and should be reduced
even further to reduce photo bleaching of the QDs.
Before measurements, the laser had to be aligned with the optical axis, so that the
laser does not illuminate the sample already under an angle, which can be seen in
the BFP image. To adjust the laser, the two mirrors which guide the laser beam into
the microscope have to be adjusted. The mirror further away from the microscope
(or closer to the laser) shifts the laser beam path, whereas the upper mirror tilts
the beam. Only with a combination of both mirrors, a parallel laser beam can be
achieved on the desired sampling region.
To filter out the laser signal from the BFP images, two notch filters (for a wavelength
of 473 nm) are placed into the beam path. One is fixed in the microscope, another
after the Bertrand lens on a flip mount. It can be of advantage to flip out this filter
for beam adjustment, so that the laser spot can be better seen in the camera.
BFP images are taken in pairs of background measurements and antenna measure-
ments. After adjusting the sample into the optimal position for measurement, the
sample gets moved by a fixed amount (usually 10µm) via the piezo stage away from
the antenna. The Betrand lens, attached to a flip mount, is brought into the beam
path. On an empty spot, a BFP image is takenwith an exposure time of 15 s. Without
touching the Bertrand lens, the piezo stage is moved back again, so that the antenna
is in the laser focus and another BFP image is taken. The backgroundmeasurement is
subtracted from the samplemeasurement, a resulting image can be seen in figure 5.7.
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Figure 5.7: Background corrected and cropped BFP image of a standard antenna
structure illuminated with laser light polarisation a) circular, b) paral-
lel to the feed structure and c) perpendicular to the feed structure.

The polarisation of the laser light is parallel to the plane of the optical desk after pass-
ing the polarising beam splitter and can bemanipulatedwith half- and quarter-wave
plates before coupling into the back of the microscope. To achieve a linear polarisa-
tion along the line of sight when standing in front of the microscope, a half-wave
plate was installed into the beam path and turned to an angle of 45◦, which effec-
tively rotates the polarisation plane by 90◦.
For the majority of the measurements, the antennas were oriented in a way, that the
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single elements of the antennas are parallel to the line of sight when standing in front
of the setup, with the directors pointing to the right side.
The maximum driving efficiency is expected for the polarisation parallel to the feed
element of the antenna. To confirm this, a series of measurements has been con-
ducted with the polarisation parallel and perpendicular to the feed element, as well
as with circularly polarised light.
With the help of the analysismethoddescribed in the following chapter 5.4, the front-
to-back ratio (f/b ratio) as well as the directivity equivalent for these measurements
have been calculated. For illumination with light parallel to the feed element, a f/b
ratio of 1,25 was achieved as well as a directivity of 4,76. For illumination with polar-
isation perpendicular to the feed element, a lower f/b ratio of 1,13 has beenmeasured
as well as a directivity of 3,77. For circularly polarised light, the f/b ratio was mea-
sured at 1,19 with a directivity of 4,34.
This matches with the expectation, that the antennas are best driven with light po-
larised parallel to the elements. Due to this, measurements are from there on taken
with light in this polarisation. However, it should be noted, that the half-wave plate
orientation also has to change for changed antenna orientation.
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5.4 Analysis of BFP Images

The analysis of the acquired BFP images was carried out with a script written in
Python. In this section, the idea behind it is shortly described. Parts of the code were
taken from [156].
After reading in the measurement and background data, the background gets sub-
tracted from the antenna signal. Now the image has to be manually cropped in such
a way that the centre of the BFP signal is also the centre of the image. Furthermore,
a cut-off intensity is assigned, so that all pixels outside the BFP signal get assigned a
value of zero. For analysis, the image is first transformed from aCartesian coordinate
system into a polar coordinate system (see figure 5.8).

a) b)

Figure 5.8: a) Cropped BFP image in Cartesian coordinates. b) Cropped BFP image
in polar coordinates.

From there on, the sum of the radial slices (which are now columns in figure 5.8b))
can be taken and plotted in a polar coordinate plot (see figure 5.9). Following that,
the angle of maximum emission can be extracted. To extract the angle of maximum
emission, first the angle of highest sum value gets chosen. However, since the mea-
surement is noisy, the values around that angle ofmaximum sum should be involved
too, to find the true emission angle. To do so, the weighted average of all the angles
±45◦ around the maximum sum angle was taken and used as the true angle of high-
est emission αmax,weighted. The weighted average is calculated with:

αmax,weighted =
∑αmax+45◦

i=αmax–45◦ αi · I (αi)∑αmax+45◦
i=αmax–45◦ I (αi)

, (5.4)

where αi denote the different angular slices, αmax the angle of highest intensity and
I (αi) their corresponding radial intensity sums.

These angular measurements should however only be compared over the course
of one measurement series, since antennas can have a slight angle on the substrate
as well as the possible placement of the substrate in the measurement setup with
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a small offset angle. However, for front-to-back emission ratios different measure-
ments can be compared, when adjusted for the angle of highest emission.

Figure 5.9: Sum of the radial intensities from the centre of the BFP image to the detec-
tion limit. The black line depicts αmax and the red line the area of angles
that are used to calculate αmax,weighted.
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5.5 Quantum Dot coupling
To drive the antennas with maximum efficiency, it was tried to place quantum dots
(QDs) at one end of the feed element. A placement at the end of such a feed element
is preferred due to the high electric mode density at that position [30]. The antenna
feed element was designed to be resonant with the emission spectrum of the QDs,
which peaks around 650 nm.
To achieve an area-selective bonding, two effects were tried to combine: a mask was
applied, that only leaves the ends of the feed elements uncovered, and a chemically
selective binding process, which should not bind the QDs to the substrate but only
to the antenna element itself.

5.5.1 PMMA

As masks, several materials and preparation techniques were tried in various com-
binations. As a first attempt, samples fabricated out of gold on a glass/ITO substrate
were taken, and an additional layer of PMMA was spin coated on top. Moreover,
the antenna fields were surrounded by four markers (one in each corner) consist-
ing of two rectangles touching each other at one corner. For the help of orientation
on the sample, the rectangle closer to the antenna field was smaller. The touching
point of the rectangles functioned as marker for alignment in the SEM for a second
lithography step. In this step, the top half of the feed elements was exposed. After a
development step in MIBK and isopropanol (1:3 for 65 s), parts of the feed elements
are supposed to be uncovered. Results of the double exposure can be seen in figure
5.10.

2μm2μm

a) b)

Figure 5.10: Antenna structures with an additional PMMA layer on top for double
exposure. a) Bright oval spots are the exposed structures in the PMMA
mask. The alignment is off, even for very dense antenna arrays, however
sometimes overlaps with other antenna parts than the feed. b) Bright
spots are again the exposed structures in the PMMA mask. This time
the alignment is even farther off and does not touch the antennas at all.
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Even after several attempts with dense and loosely packed antenna arrays, a perfect
alignment could not be achieved. For dense arrays, the double-exposed areas
sometimes overlapped by chance, however for antennas with larger spacing, which
were of interest for single antenna measurements, they were never exposed at the
right regions.
One idea, to still achieve some overlap, would be a lattice constant smaller or larger
than the one of the antennas. This way, at no point would all antennas and holes
overlap, however antennas with multiples of both lattice constants (bar an offset at
the beginning of the lattice) should align well. Otherwise, one could go even further
and vary the lattice constant of the second exposure in order to achieve overlap at
some structures.
A technique not accessible at the used SEM, is a laser interferometer stage such as
the one offered byRaithGmbH [157], which can align patterns in the lownm regime.

5.5.2 HIM and Chromium

Instead of taking a pseudo-random approach and pick out the best fits, another
possibility is the use of the HIM. With the help of the HIM, holes can be etched into
a mask precisely at the area where they are needed. Different configurations have
been tested out again. Firstly, gold antennas on a glass/ITO substrate were tested
with a 10 nm layer of chromium (Cr) on top. In the HIM, holes with dimensions of
100 nm × 100 nm were etched into this layer, slightly overlapping the feed element
and the substrate area above it.
The process of linking the QDs to the antennas was the same for all different mask
approaches. It was started by creating a solution of 20ml water with one drop
(∼ 5µl) of 3-mercaptopropionic acid (3-MPA). The sulphur ligand of the 3-MPA
molecule binds strongly with the gold surface [158], while the other end can bind
to the QD. To bind the 3-MPA linker molecule to the gold surface, the whole sample
is submerged in the acidic solution for 30min.
For the QDs a stock solution is first prepared consisting of 5mg dry QDs (650 nm
emitting cadmium selenide/zinc sulphide (CdSe/ZnS) quantum dots by Plas-
maChem GmbH) that are dissolved in 15ml hexane. From that stock solution,
1400µl are again mixed in 15ml hexane to prepare the QD solution for the antenna
samples. The samples are taken out of the 3-MPA solution and dried with nitrogen,
before fully submerging in the QD solution. There the samples stay covered for
24 h at room temperature. Samples can be cleaned in acetone and isopropanol
afterwards.

The chromiummask was removed in chrome etch (TechniEtch Cr01 byMicroChem-
icals GmbH). After submerging the sample for 30 s, the chromium film is vanished
completely. However, while the etchant does not dissolve most photoresists and the
used QDs, it apparently does attack the ITO layer on which the antenna structures
are fabricated. As a result, the sample was stripped of nearly all structures and is
destroyed.
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As an idea to circumvent this problem, samples were fabricated on a substrate with-
out ITO layer. However, now an additional layer of a conductive resist had to be spin
coated on top of the PMMA to prevent charging effects in the SEM. Electra 92 (AR-
PC 5090) by Allresist GmbH was applied by spin coating the resist at 4000 rpm for
60 s, followed by a curing step at 105 ◦C for 2min. Also, an additional 3 nm layer of
either chromium or titanium is needed to ensure adhesion of the gold to the glass.
Since the sample is expected to be submerged in chrome etch, titanium is chosen here
as adhesive material.
The Yagi-Uda-antenna samplewas again coatedwith a 10 nm layer of chromium and
prepared in the HIM (the chromium layer provided enough conductivity to prevent
charging in the HIM). However, after the etching step still no QD signal could be
measured in the DF setup with the laser as illumination source.

5.5.3 HIM and Titanium

As chromium appeared to not be suitable as a masking material, further tests were
conducted. As a next easy-to-apply material titanium was chosen and tested. Fab-
rication steps are the same as the ones for chromium masks. The removal of the
titanium layer however was conducted in a solution of ammonium (28% by Merck
KGaA) and hydrogen peroxide (30% by Carl Roth GmbH+Co. KG) (3:1). The sam-
ples were submerged until the titanium layer was not visible to the eye any more,
which could take from 30 s up to 5min. The highly unstable, unreproducible etch-
ing rates can stem from inaccurate mixing of ammonium and hydrogen peroxide,
however the solution was poured from one container to another at least four times
to mix the solution thoroughly.
Another cause for the unpredictable etching rates could be the varying degree of ox-
idation the titanium layer has endured. An indication for this being the case is that
the etching does not appear to be linear, but rather contains a period where no etch-
ing is visible, followed by a rapid etching where the sample clears up in a matter of
several seconds.
For samples with an ITO layer, the layer appears to be attacked in long etching pro-
cesses. This effect and the unreliability of the process made this masking process not
viable either.

5.5.4 HIM and Aluminium

As a lastmaskingmaterial, aluminiumwas tested. Again, a 10 nm thick layerwas ap-
plied over the sample and treated in theHIM. To remove the aluminium, the samples
were placed in a KOH solution (10 % by weight) for 20 s. Although KOH can also
attack the ITO layer, low etching times prevent the samples from too much damage.
With this method, signal of the QD could be seen in the spectrum (see figure 5.11,
however the signal was low and only visible on three of sixteen antennas. Further-
more, no forward directivity could be seen in the BFP. It is possible, that the sample
got contaminated in the several process steps (especially during the etching in HIM)
so that good plasmonic properties cannot be ensured any more.
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Figure 5.11: Laser driven spectrum of a QD coupled to the feed with the help of an
aluminium mask.
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5.6 Manipulation of BFP
Chapters 5.6 and 5.7 are building on ideas from discussions with the collaboration
partners Anne-Laure Baudrion from University of Technology of Troyes and Dai
Zhang from the Institute for Physical and Theoretical Chemistry in Tübingen.
During the course of this work, it was tried to manipulate the emission pattern of the
Yagi-Uda-antennas. To do so, antennas were placed in media of different refractive
indices. First, the antennas were incorporated into a flow cell, so that the medium on
top of the antennas could be changed in situ from air to water or mixtures of water
and glycerol in different ratios. This changes the polar angle with which the antenna
emits light.
Additionally, it was tried to cover the antennas only halfway with different mate-
rial, from PMMA to ITO to silicon dioxide. This way, a change in emission in the
azimuthal angle would be expected.

5.6.1 Flowcell

Measurements in flow cells were carried out with the setup described in 3.3. As a
first experiment with the easiest setup, Yagi-Uda-antennas of standard dimensions
(see figure 5.1) were incorporated into a flow cell. In intervals of five minutes, wa-
ter and mixtures of water and glycerol were pumped through the flow cell. Beside
measuring the spectral response (see chapter 5.2), BFP images were taken each time
water or one of the mixtures flooded the cell.
To get an idea of what to expect as a result of the experiment, FDTD simulations
were carried out on Yagi-Uda-antennas with air, water and glycerol as surrounding
medium. The far-field emission into the glass substrate was recorded. The far-field
projection of highest intensitywas for air at 700 nm, forwater at 635 nm and at 660 nm
for glycerol and can be seen in figure 5.12.

a) b) c)

Figure 5.12: Far-field projection of the near-field simulated with FDTD. A circle of
radius 0,65 is drawn as guide to the eye. a) Antenna in air, b) in water,
c) in glycerol.
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The most remarkable result is, that the emission direction changes by 180◦ from the
side of the directors (as it is originally intended) to the side of the reflector. Due to
the different refractive indices of water and glycerol (compared to air), the effective
detuning of the antenna elements (see equation 2.54), as well as the effective
wavelength in the medium changes in such a way, that constructive interference of
reemitted light from the excited antenna elements happens in backwards direction.
The simulated maximum emission direction of the antenna in air is for a polar angle
of θmax,air = 62,0◦.

a) b) c)

Figure 5.13: FDTD simulated polar emission of the antenna. Side-view of the an-
tenna emission into the substrate. a) Antenna in air. Maximum emis-
sion angle of 62,0◦. b) Antenna in water. Maximum emission angle of
–65,6◦. c) Antenna in glycerol. Maximum emission angle of –68,3◦

The difference between the emission in water and glycerol however is more subtle.
With the help of the circle of radius 0,65 one can see that the maximum of emission
shifts outwards to higher angles compared to air. While the emission for antennas
on glass in air is at the radius of the circle, it already moved out for water as
medium to θmax,water = –65,6◦ and shifts even a little bit further for glycerol to
θmax,glycerol = –68,3◦. Looking at the emission of a dipole on a planar interface
(see chapter 2.6) one would expect such behaviour, until the refractive index of
the medium matches that of the glass, in which case the emission is straight in the
forward direction again.

a) b)

Figure 5.14: BFP images of Yagi-Uda-antennas in a flow cell. a) Antenna covered in
water. b) Antenna covered in glycerol.
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Looking at actual measurements of the antenna emission from antennas incorpo-
rated into flow cells, this behaviour could not been replicated. In figure 5.14 one can
see the BFP image of a Yagi-Uda-antenna covered by water and by glycerol. An in-
version of the direction of emission can not be seen, with the highest intensity still in
the direction of the directors.
Despite the very high NA of 1.49 of the objective, it still is only barely possible to
observe the forbidden zone, although the critical angle of αcrit =
arcsin(1, 33/1, 52) = 61,2◦ < 78,98◦ is smaller than the opening angle of the objec-
tive. The in the simulation already subtle differences in the polar angle of emission
cannot be resolved to a high enough degree to use this metric for sensor applications.

5.6.2 Half-Covered Antennas

A different approach is to use the manipulation of the azimuthal angle instead of
the polar angle as measurand. To do so, half of the antenna (meaning half of each
element; see figure 5.15a)) can be coated in a high refractive index dielectric. The
emission of the antenna should then be refracted more into the direction of the
high refractive index material. When submerging the antenna in liquid with higher
refractive index than air, the refractive indices surrounding both antenna halves
should approach each other again, and emission should again move towards the
straight forward direction.
Again, to get an idea of what to expect in the experiment, FDTD simulations have
been carried out. The setup and result of the far-field projection can be seen in
figure 5.15. Here, half of each antenna element was covered from the top and all
sides with a dielectric of refractive index n=1,9. In the far field projection of the
emission, one can see a 5,2◦ deviation of the emission in polar direction from the
forward direction of the antenna assembly.

α=5,2°

a) b)

Figure 5.15: a) FDTD Simulation setup for half-covered antennas. b) Far-field pro-
jection of the FDTD simulation. The maximum of emission diverges
around 5,2◦ in azimuthal direction from the forward direction of the an-
tenna assembly.
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The antennas were fabricated with the help of the HIM (see chapter 4.2). All an-
tenna elements were first covered by 10 nm of SiO2 during the thermal evaporation
process step before the lift-off. One side of each antenna element was then etched
free of the SiO2 layer in the HIM (see figure 4.7).
Measurements were done on antennas prepared as described above as well as on
antennas still completely covered with SiO2 as a reference. For each antenna, five
corrected BFP images were taken for the antenna in air and covered by a drop of
water. Exemplary BFP images of one half-covered antenna can be seen in figure
5.16.
In the BFP images it can already be seen, that the angle of emission has changed. As
already seen in chapter 5.6.1, the angle of total internal reflection moves outwards,
so that only a small outer ringwhere the highest intensity is concentrated can be seen.

a) b)

Figure 5.16: BFP images of a Yagi-Uda-antenna, where half of each antenna element
is covered by a 10 nm layer of SiO2. a) BFP image of the antenna in air.
b) BFP image of the antenna covered by water. The emission direction
moves slightly to higher values of the polar angle.

More interesting, however, is that also the azimuthal angle of emission appears to
be changing. From now on, the azimuthal angle will be given with respect to the
x-axis, which denotes 0◦. Despite not moving the sample between measurements,
it could be possible that this change in emission direction stems from a movement
of the sample, for example when putting the drop of water onto the surface. There-
fore, the emission direction of the fully covered antenna is used to adjust and correct
the emission directions of the half-covered antennas. The emission direction of the
covered antenna can be subtracted from the emission angles of the half-covered an-
tennas, to correct for systematic errors.
The fully coated antenna showed azimuthal angles of maximum emission in air
φfull,air and in water φfull,water of:

φfull,air = 3, 4± 2,0◦ (5.5)
φfull,water = 7, 1± 6,5◦. (5.6)

There appears to be a rotation of the sample of around 3,7◦ between the mea-
surements. This amount of deviation in emission direction should therefore be
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accounted for as a systematic error in the other measurements. It should also be
noted that the high standard deviation of the antenna covered in water comes from
one bigger outlier. SEM images and tables of the emission angles of the covered and
half-covered antennas as well as BFP images and emission patterns can be found in
the appendix.

For the first half-covered antenna (antenna 1_6), the following azimuthal emission
angles were measured:

φ1_6,air = 1, 4± 2,2◦ (5.7)
φ1_6,water = 15, 1± 6,3◦. (5.8)

Even when correcting for a systematic error of 3,7◦, the change in emission angle
for the half-covered antenna appears to be significant. The difference in emission
angle from uncovered to covered with water is 10◦ even with the systematic error
of 3,7◦ subtracted. It should also be noted, that the shift of the azimuthal emission
angle is in the right direction, towards the uncovered half of the antennas, albeit
higher than expected from the simulations. Additionally, the shift is so big, that it
crosses the normal direction of the antenna and is emitting into the direction of the
uncovered half of the antenna, despite the refractive indices of both antenna halves
approaching each other. An explanation of this behaviour cannot be given.
A linear relation between the emission angle and the refractive index can not be
assumed, especially for higher angles. A sensitivity in units of ◦/RIU is therefore
not sensible, but would come out to 30,3 ◦/RIU for this antenna.

The second half-covered antenna (antenna 1_7) has the following azimuthal emis-
sion angles when covered in air or water:

φ1_7,air = 2, 5± 1,7◦ (5.9)
φ1_7,water = 22, 2± 4,7◦. (5.10)

The change in emission direction is again in the right direction, towards the uncov-
ered half of the antenna. However, the systematic-error-corrected difference in emis-
sion direction for air- and water-covered antenna is 16◦, which appears to be very
high and again shifts the emission over the normal direction of the antenna towards
the direction of the uncovered half.
The linear sensitivity for this antennawould be 48,5 ◦/RIU. An additional systematic
error in the measurement can not be ruled out. It should however be stated, that due
to the fabrication process in the HIM every single antenna is unique, so a deviation
in behaviour is not only unlikely, but rather expected.
Of the 23 in the HIM prepared antennas, only three were deemed good enough to
be measured optically, of which two showed the above described behaviour and one
showed an inconclusive behaviour.

For future experiments, the antennas could be incorporated into a flow cell, to fur-
ther increase the versatility of the system, leading to an easier change of liquid and
therefore refraction index surrounding the antenna, without the need of moving the
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antenna. Additionally, the uncovered half of the antenna could be prepared with a
linker molecule, so that a biosensor can be realised similar to [11]. An advantage of
this system compared to others would be the access to two different measurement
parameters: the azimuthal angle of emission and the plasmon resonance frequency.
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5.7 Second Harmonic Generation

The samples presented in the following chapter were designed and fabricated by the
author of this thesis, the here presented measurements and figures were made by
Felix Schneider of the group of Alfred J. Meixner and Dai Zhang at the University
of Tübingen.
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Figure 5.17: Three spectra were taken of the following configurations. A 780 nm
short-pass filter suppresses the laser signal. a) Spectra of the silicon
substrate. An additional 390 nm band pass filter is introduced. b) SHG
spectra of three antennas. A 390 nm band-pass filter suppresses the PL
signal.

Measurements of standard Yagi-Uda-antennas made of gold on a silicon substrate
were performed in the parabolic mirror setup (see chapter 3.4). For a first charac-
terisation of the second harmonic (SHG) and photoluminescence (PL) signal, laser
spectra in the parabolic mirror setup were taken of the silicon substrate and of the
gold structures.
For these first measurements, the laser power was set to 32mW with an acquisition
time of 10 s. As a reference, a spectrum of the silicon substrate was taken, with a
780 nm short-pass filter to suppress the laser, and with an additional 390 nm band
pass filter, to suppress any PL signal. Measurements were later duplicated on three
antenna structures instead of the silicon substrate.
For the antenna structures, the PL signal is suppressed greatly, however even within
the range of the band pass filter SHG and PL effects are observed.
Additional to the spectra, BFP images were taken of the background and antenna
structures.
BFP images of the silica substrate and the combined PL and SHG were recorded as
a reference and for background correction. Then, measurements on the antennas
were carried out with a band-pass filter inserted before detection, to ensure that
most of the signal is SHG and not PL. An exemplary image can be seen in figure 5.18.



82 5 Yagi-Uda-antennas

Figure 5.18: BFP image of an antenna on silicon substrate with 780 nm short pass
filter and 390 nm band pass filter. The BFP image consist mostly of SHG
signal.

The antenna shows clear directivity of emission to the left side, with only very weak
emission into the right direction. Contrary to the BFP images without the band
pass, the BFP images of different antennas look more uniform to one another. Also,
the isotropic emission observed in the reference measurement is greatly reduced,
which suggests that this emission predominantly stems from PL.

Figure 5.19: SEM images of the antenna structures on silicon substrate, whichmelted
during BFP measurements with high laser powers in the parabolic mir-
ror setup.

It should be noted, that these measurements were not replicable on the exact same
antenna structures. A look onto these structures in the SEM (see figure 5.19) after
the measurements revealed that the high laser power did indeed melt the delicate
gold structures. Lower laser powers were used from here on.
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Additional to these measurements, the antennas were illuminated by linearly po-
larised laser light of different orientation. The spectra series of one antenna can be
seen in figure 5.20
The spectra series was taken at a laser power of 8,6mW. With the lower laser power,
the PL intensities seem to decrease disproportionally compared to the SHG intensity.
It can be observed that the highest SHG signal is for illumination with polarisation
parallel to the individual antenna elements, which is denoted as the angle of 90◦
(purple spectra) in this measurement. This suggests, that SHG is most efficient if
light is polarised parallel to the long axis of gold nanostructures. A possible expla-
nation could be, that the high local field enhancement of plasmon modes excited by
parallel illumination enhances the SHG of the silicon, which is shown to be there
even without gold structures. This effect would be similar to the one reported in
[146]. However, other effects or simply the generation of second harmonics in the
gold structures are verymuch possible and have been reported before [116, 159, 160].
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Figure 5.20: Spectra series of an antenna illuminated by linearly polarised laser light.
The intensity of the SHG signal is highest for a polarisation angle of 90◦
(purple spectrum), which is illumination parallel to the antenna ele-
ments.

The BFP images of the antennas have a very low signal and a low signal-to-noise
ratio, but one can still see some preferred emission into the front and back direction
of the antenna structures. Further measurements can be conducted with these an-
tennas, either again with higher powers and the risk of melting the structures but
with higher signal, or with longer integration times. Additionally, antenna struc-
tures made from aluminium, which are already fabricated, can be measured. Here a
lower PL signal is expected since the material has a higher melting point and better
plasmonic properties in the wavelength regime of the SHG signal (around 380 nm)
[161].
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6 Core-Satellite Structures
Core-satellite structures have some interesting properties and advantages, which
give them an edge over different, simpler plasmonic structures. They are highly
customisable in the material used, the shape of the core and satellite particles, the
gap width between core and satellite as well as satellite and satellite, their general
arrangement and the way core and satellite link to each other. This makes these par-
ticles highly interesting as research objects [53, 40, 162]. The results presented in the
following chapter are prepared for publication.
Since most of the effects which are of interest are due to the plasmonic properties
of the core-satellite structures, different measurements and simulations have been
carried out to achieve a deeper understanding of their characteristics. The simula-
tions and measurements, which are discussed in the following sections, are carried
out on particles fabricated by Yingying Cai at the group of Phillip Vana at the Uni-
versity of Göttingen, while some of the measurements are carried out by Benedikt
Hettesheimer as part of his bachelor thesis in the group of Monika Fleischer at the
University of Tübingen.
The structures all consisted of silica as core material and gold for the satellites. How-
ever, the exact sizes and arrangements differed for different samples and also from
particle to particle on the same sample. Generally, two different arrangements were
considered over the course of this work: the so-called monomer and dimer struc-
tures (see figure 6.1). The monomer consist of a single silica particle as core, which
is surrounded by typically twelve gold spheres as satellites. The dimer structure con-
sists of two silica core particles, which are together surrounded by typically 20 gold
spheres as satellites.
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Figure 6.1: a)Monomer structure: a single silica core typically surrounded by twelve
gold satellite spheres. b) Dimer structure: two silica particles serve as a
combined core, with typically 20 gold satellite spheres surrounding them.

SEM images were taken of several structures to understand the geometry and ar-
rangement of the core satellite nanostructures. The SEM images were typically taken
after DF measurements, since the building up of carbon residue on the structures
during imaging is not (completely) reversible with an oxygen plasma and can have
an impact on the plasmonic response of the particles. In figure 6.2 one can see SEM
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a) b)

Figure 6.2: SEM images of structures that were cleaned in an oxygen plasma. a)
Monomer structure. b) Dimer structure.

images of a) monomer and b) dimer structures. Both structures were found on the
same sample, that was cleaned in an oxygen plasma. No silhouette can be seen
around the structures, which are visible if the PEG is not removed beforehand.
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6.1 FDTD Simulations
Numerical simulations were carried out to understand the different (coupled) plas-
monmodes, which are excited during the optical characterisation of the samples. To
get a model, that is as accurate to the real particles as possible, several SEM images
were taken of different structures on one sample, and an average was calculated to
evaluate the correct size and arrangement of the ’average particle’.

Figure 6.3: Simulation setup for the monomer structure. From outside inwards: the
outer orange box is the FDTD simulation area, the inner thin orange box is
a finermeshwith 1 nmmesh constant, the first yellowbox is theDFTmon-
itor that records the scattering cross-section, the grey box is the plane-
wave light source with a pink arrow indicating the propagation direc-
tion, a blue arrow for the electric field orientation and a green arrow (here
pointing into the plane) indicating themagnetic field direction. Inside the
light source is a DFTmonitor, that records the absorption cross-section of
the simulated structure. The red sphere represents the silica core and the
yellow spheres the gold satellites. The thin yellow line is the monitor that
records the electric near field. In the lower half, the grey area is the glass
substrate and the turquoise area the ITO layer.

The simulations were carried out as FDTD simulations in the software Lumerical by
ANSYS. The model consists of a glass substrate with a 50 nm layer of ITO on top.
The refractive index of the glass was again taken from [145], whereas the refractive
index of the ITO layer was fixed to 1,9.
The monomer was simulated with a central sphere of radius r=87,5 nm consisting
of fused silica with a lossless refraction index taken from [163]. It is surrounded
by twelve equidistant gold spheres of radius r=25 nm, arranged on a circle of
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r=100 nm around the silica core. The refractive indices of gold were taken from
[91]. In the z-direction, all particles are placed in such a way, that their lowest
point touches the ITO layer. The monomer structure is illuminated by the light of
a linearly polarised total-field scattered-field (TFSF) light source of dimensions
480 nm × 480 nm × 400 nm. The frequency of the light source ranges from 400 nm
to 700 nm and has a pulse length of 2,66 fs. The mesh constant of the simulation in
direct vicinity of the structures is 1 nm.
One DFT monitor is set up inside the light source (dimensions: 440 nm ×
440 nm × 340 nm) and is there to record the absorption cross-section σabsorption.
A second DFT monitor is set up just outside the light source (dimensions:
520 nm × 520 nm × 460 nm) and is there to record the scattering cross-section σscat.
Lastly, a 2D DFT monitor is set up in the plane that is spanned by the centres of
the gold spheres. The monitor has a dimension of 300 nm × 300 nm and tracks the
electric field in that plane. It gives information about the plasmonic modes of the
structure. For the monomer, the rotation symmetry was used and boundaries were
set to antisymmetric for the x-axis and symmetric for the y-axis. This way, only a
quarter of the whole volume needed to be calculated, which effectively reduced the
simulation time by four.
The dimer was simulated with two silica cores touching each other (centre to centre
distance of 175 nm). The double core is surrounded by 20 gold spheres also equally
distanced around the core. Again, the lowest point of all particles touches the ITO
surface. The light source and monitors were set up in the same way as for the
monomer structure, except they are 200 nm longer in the x-direction. For the dimer
structure, only the symmetry along the x-axis could be used to effectively half the
simulation time. A simulation setup can be seen in figure 6.3.
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Figure 6.4: a) Simulated absorption cross-section ofmonomer structurewith aminor
peak at 510 nm and a major peak at 607 nm. b) Simulated electric field
enhancement compared to the incident light. The field enhancement for
the major hotspots between the top and bottom spheres and their nearest
neighbours is calculated to be 69.

Simulations for the monomer structure were done with light polarised along the x-
axis. Since the structure has rotational symmetry, the generality of the problem is
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preserved. The absorption cross-section of the monomer structures shows a minor
peak at 510 nm and a major peak at 607 nm (see figure 6.4a)). The major peak can
be attributed to the mode that can be seen in the electrical field simulation in fig-
ure 6.4b). A strong field enhancement is visible between the top and bottom gold
spheres and their nearest neighbours. Four minor hotspots can be found between
spheres two and three (see figure 6.1a)) and symmetrically equivalent spheres. A
field enhancement of 69 is calculated relative to the field strength of the incident
light for the major hotspots. For the dimer structure, simulations were carried out
for illumination with light polarised along the x-axis (long axis) and y-axis (short
axis). For illumination along the long axis, a similar situation as for the monomer
structures arises. The absorption cross-section shows a broad major peak at 607 nm
and a minor peak a 520 nm (see figure 6.5a)). Again, major hotspots could be found
between the top and bottom spheres and their nearest respective neighbours. Eight
minor hotspots can be seen in the next neighbouring gaps and low field enhance-
ment on the outermost spheres. For the major hotspots, a field enhancement of 69 is
calculated.
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Figure 6.5: a) Simulated absorption cross-section of the dimer structure for excitation
along the long axis. A minor peak is visible at 520 nm and a major peak
at 607 nm. b) Simulated field enhancement. Eight major hotspots can be
seen between the top and bottom spheres and their nearest neighbours.
Eight minor hotspots can be found in the next neighbouring gaps, while
the field enhancement is low on the outermost spheres. Amaximumfield
enhancement of 69 is calculated compared to the incident light.

For simulations with illumination along the short axis, the absorption cross-section
as well as the modes look quite different since the dimer structure is not rotationally
symmetric. The absorption cross-section shows three distinct peaks: 513 nm, 573 nm
and 680 nm (see figure 6.6).

In the simulation of the electric field enhancement, one can see different modes
which correspond to these different peaks. A maximum of field enhancement
was found at 581 nm. This mode can be seen in 6.7a). For this mode, four major
hotspots arise at the outermost gold spheres and their nearest neighbours and
smaller hotspots in the neighbouring gaps. Additionally, hotspots of high intensity
arise between the innermost spheres (with x=0) and their respective neighbours.
Again, smaller hotspots arise in the gaps next to these gaps. The highest field
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enhancements could be found in the outermost gaps, with an enhancement factor
of 44.1.

A different mode with another local maximum in field enhancement could be found
at 689 nm. The major hotspots this time are between the outermost spheres and the
adjacent spheres, with minor hotspots between these spheres and their respective
next neighbours. Only very little field enhancement can be found around the inner-
most spheres (see figure 6.7b)).
To get a further understanding of the absorption cross-sections, the absorption cross-
section of a single silica sphere as well as that of a single gold sphere on glass and
ITO were simulated. The cross-sections can be found in figure 6.8.
The single silica sphere has a smaller cross-section than the (larger) monomer and
dimer structures, as well as the (smaller) single gold sphere. This is expected due to
the small imaginary part of the refractive index of the dielectric material compared
to that of gold, which is directly responsible for absorption of light in all material
[163, 91, 164, 165]. Despite its smaller absorption cross-section, the contribution of
the silica core to the monomer and dimer cross-sections can be seen in the increasing
areas when looking at wavelength smaller than 480 nm.
The absorption cross-section of a single gold sphere on glass and ITO has a peak
at 500 nm as well as at 684 nm. This peak can probably be seen in the absorption
cross-section of the monomer as well as of the dimer structures, however shifted red
by around 15 nm. This shift could happen due to the contact with the silica core in
the other configurations. Another hint, that this peak in the monomer and dimer
spectra is due to the gold particle, can be seen in the electric field monitor. For the
excitation along the short axis, no new mode can be seen for the peaks at 513 nm
and 573 nm, which suggests that one of the peaks in the cross-section stems from the
gold particles.

Figure 6.6: Simulated absorption cross-section of dimer structure illuminated with
linearly polarised light along the short axis. Three distinct peaks can be
seen at 513 nm, 573 nm and 680 nm.

Limitations and deviations of the simulation from the actual particles are of various
kinds. For one, the chemically grown core and satellite spheres are never completely
spherical, but rather have facets due to the gold atoms being arranged in a crystalline
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structure. These additional ’peaks’ or flat facets, can highly influence the gap size,
the local near field and field enhancement in these gaps [166, 167, 168].
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Figure 6.7: Field enhancement simulations for dimers with illumination along the
short axis. a) Local maximum of field enhancement for 581 nm with ma-
jor hotspots on the outermost and innermost spheres. b) Local maximum
of field enhancement for 689 nm, with major hotspots on the outermost
spheres, but only small field enhancement at the innermost spheres.

Furthermore, Benedikt Hettesheimer has measured and calculated the diameters
of multiple cores and satellites and found for a sample size of 780 gold spheres an
average diameter of 58,7 nm with a standard deviation of 4,8 nm. The size of the
satellites can therefore fluctuate in one structure and between different structures.
The same holds true for the core particles, for which he found for a sample of size
102 a diameter of 162,0 nm with a standard deviation of 5,6 nm.
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Figure 6.8: a) Absorption cross-section of a single silica core. The cross-section is
small compared to that of the monomer and dimer structure, as well as
the cross-section of a single gold sphere. The maximum lies somewhere
in the ultraviolet regime. b) Absorption cross-section of a single gold
sphere. A maximum can be seen at 500 nm with a second one at 684 nm.

Also, the arrangement of the spheres can have an influence on the gap size. Never
all particles are distanced completely uniformly, which, as already mentioned, can
have a huge impact on the resonance of plasmonic particles [169, 170]. Lastly, the
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actual structures do not always have the same amount of satellites at all. While most
monomer structures have 12 satellites, often extra satellite particles are stacked on
one another, or sometimes satellite particles are missing, leaving either a big gap,
widening the individual gaps on average, or mostly a mixture of both. All of these
limitations and deviations could not be taken into account in the simulations, instead
an idealised scenario was simulated based on the data, which was obtained from
SEM images.
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6.2 Optical Characterisation

Optical measurements were done in the DF setup described in chapter 3.1. First, a
series of spectra were taken of different samples with unpolarised light. The spectra
in figure 6.9 are of the exact same structures, that can be seen in figure 6.2, which
were plasma cleaned. For the monomer structure (blue) a major peak can be seen
at 805 nm and a minor one at 588 nm, which is a lot higher than expected from the
simulations, however spectra differed greatly from particle to particle. Although,
the general shape with a minor peak followed by a major peak fits well with the
simulations.
The dimer structure (orange) shows amajor peak at 796 nm and two smaller peaks at
558 nm and 627 nm, which overlap and nearly form a plateau. The shape of themajor
peak resembles that of the simulations for the dimer structure illuminated along the
short axis, although again the location is not at the expected location. Moreover, for
unpolarised light, a spectrum containing all modes would theoretically be expected.

Figure 6.9: Unpolarised spectra of the monomer (blue) and dimer (orange) struc-
ture, that can be seen in figure 6.2.

Not only measurements with unpolarised light were carried out, but also with po-
larised light. To do so, a linear polarisation filter was placed into the illumination
beam path of the DF microscope. Spectra were taken in 10◦ steps from 0◦ to 180◦.
In the following, measurements carried out by Felix Nägele and also by Benedikt
Hettesheimer are presented.
For most particles, including monomers, a difference in spectra could be observed
dependent on the orientation of the linear polariser. In the following figure 6.10, two
spectra can be seen of one structure illuminated with linearly polarised light, with
polarisation planes perpendicular to each other.
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Figure 6.10: Spectra of structure with polarised light. a) At 0◦ and b) 90◦. Since the
orientation of the particle on the sample is unknown, the polarisation
angles are only for orientation during measurements.

Two things can be seen while turning the polarisation filter between the measure-
ments: the peak at 577 nm decreases in intensity until it vanishes completely when
the polarisation plane approaches 90◦, and the intensity of the peak at 684 nm
increases in intensity. This indicates, that the particle is at least not rotationally
symmetric and potentially a dimer structure.

a) b) c)

Figure 6.11: Calculated normalised emission intensity for different linearly polarised
emission orientations and geometries. a) For a rotationally symmetric
particle like a nanosphere the emission is expected to be independent of
excitation orientation. b) For a perfect dipole it is expected to have the
highest emission for excitation along the dipole axis (here 90◦) and zero
emission when exciting perpendicular to the dipole (here 0◦). c) For
a more complex structure consisting of a dipole and an isotropic offset
a combined behaviour is expected with the highest emission along the
dipole axis but a non-vanishing amount of emission when excited per-
pendicular to the dipole axis.

Figure 6.11 shows the emission response of various geometries to the excitation with
linearly polarised light. The θ angle indicates the orientation of the linearly polarised
light, while the radius indicates the normalised emission. For a rotationally symmet-
ric particle like a nanosphere, the emission is independent of the excitation orienta-
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tion. For a dipole, the highest emission is expected for excitation along the dipole
axis and zero emission, when exciting perpendicular to that [85, 171]. For a hybrid
structure like the dimer a superposition of both emission characteristics is expected
with a preferential orientation of excitation, however a non-vanishing intensity for
excitation perpendicular to that direction.
In figure 6.12, the intensity of the peak at 684 nm is plotted in polar coordinates.
One can see its maximum intensity at 110◦ and its minimum for the perpendicular
orientation of 20◦. This suggests, that the particle has a long axis along the 110◦ axis.

Figure 6.12: Intensity of the peak at 684 nm, depending on the orientation of the lin-
early polarised excitation light.

To be able to confirm the orientation and details of the measured structure in the
SEM, further measurements were made on samples with a gold grid for orienta-
tion. The following measurements presented here were carried out by Benedikt
Hettesheimer during the course of his bachelor thesis.
In figure 6.13, one can see the DF spectra of a dimer structure illuminated with un-
polarised light (blue graph). Peaks are visible at 560 nm, 694 nm and 749 nm. For
linearly polarised light, the spectrum changes depending on the orientation of the
particle axis compared to the linear polarisation angle.

200nm

x0.4a) b)

Figure 6.13: Measurements by Benedikt Hettesheimer. a) Scaled DF spectra of a
dimer structure. Compared to the unpolarised light (blue) only one
peak at higher wavelengths can be seen depending on the orientation
of the polarised light. b) SEM image of the dimer structure.
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For light polarised along the short axis of said particle (green graph), again a peak
can be seen at 557 nm with a smaller peak at 600 nm, however in the red, there is
only one peak at 700 nm. For a polarisation along the long axis, a peak is visible at
548 nm and again only one peak in the near-infrared at 760 nm.

The recorded DF spectra align quite well with the predictions made by simulations.
The excitation along the short axis of a dimer structure shows three peaks, as ex-
pected in the calculated absorption cross-sections. Even the position of two relatively
close peaks in the range between 500 nm and 600 nm fits very well with simulations,
followed by a single peak at higher wavelengths. A general red shift of the spec-
trum compared to the simulation can be explained by the additional gold spheres
around the centre of the structure as well as general arrangement deviations from
the idealised model, which includes exact spacings, particle size and orientation of
the particles.
The DF spectrum of excitation along the long axis does align well with the predic-
tions from the simulation. Instead of just one plasmonic mode that is predicted in
the adsorption cross-section, two peaks can be found, however the second peak is
outside the simulation range of 700 nm. Differences can again stem from deviations
between the actual particle and the simulation. Also, an excitation which does not
perfectly align with the long axis has a small proportion of the field projected into
the direction of the small axis, which could excite additional modes again.
Furthermore, as already explained above, a series of spectra is taken with changing
polarisation planes again. The intensity of the peak at 760 nm is tracked with regard
to the polarisation angle (see figure 6.14).

Figure 6.14: Measurement by Benedikt Hettesheimer. Intensity of the peak at
760 nm, depending on the orientation of the linearly polarised excita-
tion light.

The maximum of emission for this peak can be seen at 130◦. A major axis of the
dimer structure would therefore be expected along that axis. SEM images taken of
that exact structure with the same orientation of the sample in the SEM as well as
the optical setup do align well. One can see in figure 6.13b), that the orientation of
the dimer structure is rotated by 40◦ from the x-axis. This would correspond to a
maximum for the 140◦ axis.
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However, looking at further measurements of dimer structures, it becomes apparent
that this small discrepancy is not exclusive for the dimer structure that can be seen in
figure 6.13b), but rather appears on nearly all dimer structures. A further example
structure is depicted in figure 6.15 (named P280), where the structure’s long axis is
aligned with the horizontal axis in 6.15b). The red line indicates a rotation by –15◦
away from the long dimer axis, the green line a rotation by 15◦, and the blue line is
perpendicular to the long dimer axis.
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Figure 6.15: Measurement by Benedikt Hettesheimer. a) SEM image of dimer struc-
ture P280 as it is oriented on the sample. b) Rotated image, so that the
long dimer axis is parallel to the horizontal axis. The red line is rotated
by –15◦ towards the dimer axis, the green one by 15◦. The blue line is
perpendicular to the long dimer axis.

In figure 6.16 one can see spectra with excitation along the long axis and along the
short axis, as well as the intensities of the peaks at 560 nm, 710 nm, and 880 nm. The
angles are rescaled in a way, that the orientation aligns with the rotated image in
figure 6.15b). One can see, that the maximum of the peak at 710 nm is at an angle of
around 15◦ compared to the long dimer axis (which is at 0◦).
Looking again at figure 6.15 one can see, that the angle aligns well with the longest
straight alignments of gold nanospheres around the centre of the dimer structure. It
is speculated, that these chains of spheres act as dipoles and thus explain the offset
between structure axis and axis of highest excitation. These chains also explain the
maximumof the peak at 880 nm,whichwould then correspond to the chain indicated
by the blue line.
It should be noted, that due to the curvature of the cores, such arrangements are
expected near the centre of the dimer structure and only for the case of additional
satellites on the outer sides of the dimer structures.
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a) b)

c) d)

Figure 6.16: a) Spectra for excitation along the long axis and short axis. b) Intensi-
ties of the peaks for different polarisation angle of structure P280. Peak
at 560 nm, c) at 710 nm and d) at 880 nm. Spectra are of the structure
depicted in figure 6.15a) and are rescaled, to fit the orientation of the
particle, as depicted in figure 6.15b).
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6.3 (Surface Enhanced) Raman Spectroscopy
Surfaced Enhanced Raman Spectra (SERS) were taken of core-satellite structures
to investigate their ability of local field enhancement and therefore enhancement of
Raman scattering. For a first test, a sample was again cleaned in an oxygen plasma
(as described above for the cleaning step), to clean the sample again but also to
activate the surface for better adhesion of Raman-active molecules. Afterwards,
the sample was submerged for 24 h in a 1mmol/l solution of 4-mercaptobenzoic
acid (4-MBA) (see the structural formula in figure 6.18) and ethanol. During
that time, the thiol group of 4-MBA should bind to the gold surface and form
a self-assembled monolayer. The sample was rinsed with ethanol after 24 h to
remove excessive 4-MBA that did not bind to the gold surface. The laser power
of the 633 nm laser was tuned to the maximum of 2,5mW. Unfortunately, no Ra-
man scattering could bemeasuredwith this preparationmethod on over 20 particles.
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Figure 6.17: Raman spectrum of 4-MBA. The laser power was reduced to 1,3mW.
The reference (blue) was taken on the gold grid, integrated over 30 s
and averaged over three cycles. The particle spectrum (orange) was in-
tegrated over 10 s and again averaged over three cycles.

In a second attempt, a 10mM/l 4-MBA solution was spin coated on the sample at
500 rpm until the sample was dry. However, with this method big flakes of 4-MBA
formed on the surface, mostly concentrated on the gold grid and core-satellite
structures. These big flakes made it impossible to access the delicate and small
core-satellite structures. Therefore, the sample was again cleaned with ethanol, to
get rid of the big flakes.
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Samples prepared this way did not show visible impurities or 4-MBA flakes in the
DFmicroscope, however, a low intensity Raman scattering signal on the gold surface
and an increased signal in around 3 of 30 nanostructures could be measured. This
indicates a thin layer of 4-MBA bound to the surface of gold structures. A reference
and a structure signal can be seen in figure 6.17.

The laser intensity for this measurement was reduced to 1,3mW. The reference
spectrum was taken on a random spot on the gold grid and was integrated for 30 s
and averaged over three cycles. The signal is low compared to the background
offset, but also compared to the noise level. Small peaks at 1077 cm–1 and 1589 cm–1

can be seen. The peaks will be later appointed to different vibrational modes of the
4-MBA molecule.
The spectrum on the core-satellite structure (the SERS measurement) was taken
with an integration time of only 10 s and was also averaged over three cy-
cles. The spectrum shows a way higher intensity compared to the reference
spectrum, as well as compared to the background and noise of the measure-
ment. From lowest to highest wave number, distinct peaks can be seen at
999 cm–1, 1023 cm–1, 1078 cm–1, 1180 cm–1, 1276 cm–1, 1482 cm–1, 1588 cm–1.

O

OH

HS

4-Mercaptobenzoic acid

Figure 6.18: Structural formula of
4-MBA

Raman Shift [cm–1] Mode

999 surface-π conj.

1023 ring deformation

1078 νring breathing

1180 surface-π conj.

1276 νs(C-O)

1482 β (CH2/CH3)

1588 νring breathing

Table 6.1: Table of peaks from the SERS
measurement with their cor-
responding vibrational modes.
The peaks were assigned to the
different modes with the help
of [14, 172, 173, 174, 175]

These peaks can be assigned to various vibrational modes of the 4-MBA. The naming
convention follows the Wilson notation, where stretching modes ν, bending modes
β and rocking modes γ are denoted with their respective Greek letter. Furthermore,
symmetric (s) and asymmetric (as) modes are denoted via subscript on the Greek
letters, to provide further information about the vibration.
The different peaks of the SERS and their corresponding vibrational modes are
listed in table 6.1.
Special attention should be given to the fact, that 4-MBA has a benzene ring, whose
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200nm

Figure 6.19: SEM image of the exact structure of which the SERSmeasurements were
taken. It should be noted, that the whole complex of cores and satellites
is larger than the diameter of the laser spot.

π-electron system can conjugate with the gold surface. According to [173], this
indicates that 4-MBA is bonded to the gold surface under an angle compared to the
normal direction of the surface. Furthermore, this configuration is also energetically
preferable, since now the π-electrons of the neighbouring molecules can reach
maximum van-der-Waals interaction [173]. An SEM image of the structure with the
highest SERS enhancement (shown in figure 6.17) could be taken due to the marker
system on the sample (figure 6.19).
The SERS structure consists of several cores with multiple satellites and has a
longest extension of around 1000 nm. It also appears as if parts of the structures
are covered with some substance. It is estimated, that this substance is a larger
accumulation of 4-MBA. This poses the question, whether the SERS is actually
a Raman spectrum of the 4-MBA which adheres to the surface or rather if it is
a ’bulk’ Raman spectrum of the 4-MBA layer. A good indication, that the SERS
spectrum is actually (mostly) of the surface molecules is againgiven by a look at the
surface-conjugated π-electrons. These modes with peaks at 999 cm–1 and 1180 cm–1

are only visible if the molecule is bound to a gold surface and furthermore is angled
to the normal of that gold surface. This is the case in SERS measurements, since the
peaks are clear and prominent in this measurement. To confirm with certainty that
no ’bulk’ Raman spectrum of a 4-MBA flake covering a gold structure was taken by
accident, a Raman spectrum of actual pure 4-MBA powder was taken and compared
to the SERS measurement. The laser power for the measurement on powder was
increased again to 2,5mW (compared to 1,3mW for the SERS), the integration time
and averages stayed the same. The 4-MBA powder Raman spectrum compared to
that of the SERS can be seen in figure 6.20
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Figure 6.20: Comparison of the SERS spectrum (orange) with the Raman spectrum
of pure 4-MBApowder on glass (blue). The laser power for themeasure-
ment on powder was 2,5mW compared to 1,3mW for the SERS mea-
surement.

The overall intensity of the powder Raman spectrum is lower than that of the SERS
measurement, despite a higher laser intensity and amuch higher interaction volume
of the laser. Also, the peaks at 999 cm–1 and 1023 cm–1 are completely gone, of
which the 999 cm–1 peak indicates a surface conjugation of the π-electrons in the
ring. This gives further proof of an actual SERS measurement of the samples.
With the help of the SEM image in figure 6.19 and the SERS spectrumwith reference
in figure 6.17, one can calculate the effective enhancement factor (see chapter 2.9).
To do so, first the hotspot area or rather the surface of the satellites in the hotspot
area has to be calculated/estimated. Looking at the simulations, the polar angle
between the ray from the centre of the sphere to the intensity maximum and the ray
from the centre of the sphere to the edge of the hotspot is measured at αo = 14◦.
The area of that spherical cap can be calculated with [176]

Aeff = 2πr2 (1 – sinα0) , (6.1)

which corresponds to a surface area of the satellite in the hotspot of 116 nm2 with a
satellite diameter of 50 nm. For simplicity reasons and to find a lower limit for the
enhancement factor, it is assumed that the laser was unpolarised, and a hotspot oc-
curred between every pair of neighbouring satellites. With the help of figure 6.19,
one can see 44 satellites and calculate with as many hotspots, despite the laser focus
diameter being smaller than that. Since it is not possible to know where exactly the
laser was focused on the structure, it is assumed that the whole surface was illumi-
nated.
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With that assumption we receive an upper limit for the hotspot area of

Aeff · n = 116 nm2 · 44 = 5104 nm2. (6.2)

For the calculation of the effective enhancement factor EF∗ with equation 2.75, the
area of the laser focus Alaser is required, which is given by equations 2.76 and 2.77.
The NA of the used objective is NA = 0,5. This leads to a value of

Alaser = 466 921 nm2. (6.3)

Additionally, the normal enhancement factor EF is needed for the calculation of EF∗.
To obtain that, the peaks at 1078 cm–1 of the measurement on the structures and that
of the reference in figure 6.17 were fitted with a Gauss function, and their intensities
relative to the background were divided by each other. An EFrel = 69 was obtained,
meaning that the signal of the core-satellite structureswasmore intense by this factor.
Finally, it is possible to calculate a lower bound for the effective enhancement factor
EF∗:

EF∗ = EFrel ·
Alaser
Aeff · n

= 69 · 466 921 nm
2

5104 nm2 = 6312. (6.4)

It should be noted, that this estimation is only a lower bound of one measurement,
however, it already shows the potential of these structures for SERS measurements
as already has been done in similar structures [46, 47, 48]. As a next step, it would be
interesting to fabricate these core-satellite structures with a Raman active molecule
as linker instead of PEG to achieve an even better and more selective placement of
the Raman active material in the hotspots.
Also, different materials than 4-MBA can be tested as SERS molecule, for example
polystyrene.
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6.4 Refractive Index Sensor

Aswith the Yagi-Uda-antennas, refractive index dependentmeasurements were car-
ried out with the core-satellite particles. A special feature of the structures is, as
aforementioned, the encapsulation of the structures in a PEG layer due to the fab-
rication process. In order to even get into the vicinity of the structures, the several
nanometer thick polymer layer has to be removed. This is done in a RIE process (see
chapter 4.4).
Following that, spectra of different structures were recorded with the sample as is.
Afterwards, a drop of water was cast on top of the sample, and new spectra of the ex-
act same structures were taken. Exemplary spectra can be seen in figure 6.21. A clear
shift of the resonance frequency can be seen between air (blue) and water (orange).
While the DF spectrum in air has a resonance frequency of 804 nm, the spectrum of
the sample coveredwith water has a peak at 842 nm. With a refractive index of water
of n = 1,33 a sensitivity of the structures of 115 nm/RIU can be calculated.
For five measurements on different particles the average frequency shift came out to
be even higher with an average shift of 43,4 nm and a standard deviation of 14,1 nm.
The relatively high standard deviation shows again the influence of the individ-
ual gap sizes and arrangements of the satellites around the core on the plasmonic
properties of he structures. The sensitivity of the average shift would increase to
132 nm/RIU. This can be compared to the sensitivity of single gold spheres of a di-
ameter of 54 nm surrounded by a homogeneous medium. According to [165], the
resonance peak here is 508 nm for air as medium and 532 nm in water. This would
lead to a sensitivity of 85 nm/RIU. That makes the core satellite structures already a
more sensitive refractive index sensor than a simple gold colloid solution.

Figure 6.21: DF spectra of themonomer structure in figure 6.2a). While the spectrum
in air (blue) has a peak at 804 nm, the spectrum of the structure covered
with water (orange) has a peak at 842 nm
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Additional to the measurements on monomer structures, the experiment was re-
peated on a dimer structure. The SEM image and DF spectra of the dimer struc-
ture in air (blue) and water (orange) can be seen in figure 6.22. The major peak of
the dimer structure in air is at 794 nm, while the major peak in water is at 856 nm.
Again, with the refractive index of water of n=1,33 one can calculate a sensitivity
of 188 nm/RIU. This is an even higher sensitivity than for the monomer structure
and suggests, that the more complex structures respond stronger to environmental
changes than simpler structures.

200nm
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Figure 6.22: a) SEM image of dimer structure. b) DF spectra of the structure in air
(blue) with a major peak at 794 nm and in water (orange) with a major
peak at 856 nm.

Considering that surface functionalisation of these structures was shown two times
already, once in the fabrication with PEGmolecules and another time during the Ra-
man measurements with 4-MBA, the here-presented core-satellite structures could
function well as an optical biosensor. Similar to the work of [177, 153, 11], the struc-
tures could be again incorporated in a flow cell, and a linker structure can be bound
to the surface. The analyte can couple to the surface and induce a refractive index
change, which thereby shifts the plasmon resonance. Considering that various sam-
ples were submerged in water and ethanol and rinsed several times, the structures
appear to be durable enough to also function in a flow cell setup with a moderate
flow rate.
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7 Summary and Outlook
Over the course of this work, different plasmonic nanostructures were fabricated,
and their properties and behaviours were studied. The first big part of this work
revolved around optical Yagi-Uda-antennas, their fabrication and optical character-
isation. Before the first antennas were fabricated, FDTD simulations were carried
out to find optimal production parameters, as well as indications of what to expect
for changing environments or configurations of the antennas.
Different fabrication techniques were adapted, among them the most used tech-
nique of electron beam lithography, as well as milling out antennas via a focused
helium ion beam. Furthermore, it was tried to produce a mask by etching holes in a
metal layer for selective quantum dot coupling with the help of the focused helium
ion beam. Lastly, half-covered antennas were fabricated, by covering all antenna
elements with a layer of high refractive index SiO2 and milling away this layer on
one half of each antenna element.
While the quantum dot coupling did not work well via metal mask, a double
electron beam lithography process with better alignment techniques on a new SEM
could provide the mask together with a soft mask removal technique, that does
not destroy the antennas in the process, to successfully couple quantum dots to
Yagi-Uda-antennas.

Of the Yagi-Uda-antennas, DF spectra were taken in air as they are, or incorporated
into a flow cell with different mixtures of water and glycerol. A small shift in
resonance frequency could be seen between air and water, which resulted in a
sensitivity of 45,5 nm/RIU, however, due to the overlap of resonance spectra of the
single antenna elements, the overall resonance curve of the antennas has a large
width.
Additional to the DF spectra, BFP images were taken of the antennas incorporated
into a flow cell, where a manipulation of the polar angle of emission was expected
due to the different refractive indices of the liquids in the cell. However, the
forbidden zone of emission could not be mapped sufficiently with the provided
microscope to observe a manipulation of the polar angle of emission. Furthermore,
BFP measurements were carried out on half-covered antennas. Here, a manipula-
tion of the azimuthal angle of emission was expected. Two different half-covered
antennas were compared to a fully covered antenna. A change of the azimuthal
angle of emission could be seen for all antennas, which was significantly higher for
the half-covered antennas. After deduction of the offset given by the fully covered
antenna, a change in emission angle from air to water of 10◦ and 16◦ could be seen
for the half-covered antennas, which also occurred into the expected direction.
For future measurements, different masking materials could be tried as well as
different fabrication methods, for example again with an aligned double electron
beam lithography step. Moreover, the antennas can be incorporated into flow cells,
which gives rise to higher versatility in the change of liquids and could potentially
reduce or eliminate the offset problem. A further idea would be to biologically
functionalise the uncovered gold surface and change the local refractive index by
accumulating an analyte on one half of the antenna.
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Final measurements with Yagi-Uda-antenna structures were carried out in the
parabolic mirror setup by Felix Schneider. A SHG signal could be produced,
which exceeded that of the silicon substrate, however, the PL signal dominated the
spectrum. Measurements with rotated linear polarisation showed greatest SHG for
an orientation of the light parallel to the antenna elements. Furthermore, in the
BFP some directed emission could be seen, although low compared to the reference
signal.
For further measurements different materials can be tested, for example aluminium,
which produces a lower PL signal compared to gold, or different substrates, which
influences the emission distribution in the two half spaces.

In the second part of this work, core-satellite structures were studied. They were
fabricated in a wet chemical, bottom-up synthesis by Yingying Cai at the University
of Göttingen. The structures consist of one or two silica cores, which are surrounded
by gold nanospheres. Again, FDTD simulations were carried out to determine the
absorption cross-section of the monomer and dimer configuration for different po-
larisations. Additionally, the near-field was monitored and the different plasmon
modes determined.
As a first experiment, DF spectra of the structures were taken with unpolarised light
as well as with linearly polarised light of different orientations. With the help of
a marker system, the exact structures and their orientation could be determined
in the SEM. It showed that the different axes of maximum excitation correlate not
necessarily with the structure axis, but rather with long straight arrangements of
nanospheres, which acted like dipoles.
As a second experiment, the structures were tested for their SERS abilities. To do
so, the samples were cleaned in oxygen plasma and exposed to a nanoscopic layer
of 4-MBA. In some structures a SERS effect could be observed, with an increase in
signal due to the high local fields between the gold nanospheres compared to a flat
gold structure. In future experiments, the polymer used for the fabrication of the
nanostructures could be exchanged for a Raman active one like polystyrene. This
way, it would be incorporated even better into the electric field hotspots for higher
enhancements.
Lastly, the shift in plasmon frequency of the monomer and dimer structures was ob-
served in dependency on the surrounding refractive index. DF spectra were taken
of oxygen-cleaned structures in air or covered by water. A sensitivity of 115 nm/RIU
could be observed, which makes these structures viable for sensing applications.
Due to the versatility of the core-satellite system, a surface functionalisation of the
gold nanospheres is possible, but also the linking polymer can have interesting prop-
erties like thermal expansion [56] or biological activity.
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a) b)

Figure 7.1: HIM images of half-covered antennas. The bottom half of each antenna
element is covered in SiO2. a) HIM image of antenna 1_6. b) HIM image
of antenna 1_7.

Sample Water Air Sample Water Air Sample Water Air
1_6 10,64 -0,06 1_7 19,26 0,24 Covered 5,22 5,25

24,16 1,34 17,24 2,88 18,65 1,98
11,84 -1,4 27,36 4,98 4,08 1,94
19,38 3,65 24,93 2,41 4,14 5,91
9,92 3,64 -4,86 1,87 3,38 2

Mean 15,19 1,43 Mean 16,79 2,48 Mean 7,09 3,42
Std dev 6,28 2,24 Std dev 12,78 1,728 Std dev 6,49 1,99

Mean2 22,20
Std dev2 4,74

Table 7.1: Tablewith azimuthal emission angles of the half-covered antennas 1_6 and
1_7 shown in figure 7.1 as well as the completely covered antenna. Mean2
and Std dev2 of antenna 1_7 is calculated by omitting the outlier of the fifth
measurement.
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Figure 7.2: BFP images and emission patterns of antenna 1_6 covered in water.
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Figure 7.3: BFP images and emission patterns of antenna 1_6 in air.
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Figure 7.4: BFP images and emission patterns of antenna 1_7 covered in water.
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Figure 7.5: BFP images and emission patterns of antenna 1_6 in air.



112 7 Summary and Outlook

Figure 7.6: BFP images and emission patterns of completely covered antenna in wa-
ter.
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Figure 7.7: BFP images and emission patterns of completely covered antenna in air.
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