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Abstract

Climate change and the associated rise in temperatures have raised concerns about Antarctica’s
substantial contribution to sea level rise and climate change. Evaluating this impact involves
utilizing ice �ow models, where the implementation of ice rheology plays a crucial role in in�u-
encing predictions. Ice is an anisotropic material, meaning as ice �ows, crystals within it align
in response to compression and extension, forming what is known as "ice fabric." Ice fabric prop-
erties signi�cantly a�ect ice �ow dynamics. However, many models currently assume isotropic
ice behavior, mainly due to limited observational data and the complexity involved in incor-
porating ice fabric anisotropy into the models. This assumption poses challenges in accurately
predicting Antarctica’s impact on sea level rise and climate change. To address this issue and
improve the precision of ice �ow models, it is essential to develop methodologies to enhance
the quantity of observational data pertaining to ice fabric properties, which is the main focus of
my doctoral research.

Ice cores provide reliable ice fabric anisotropy observations but are impractical for expand-
ing spatial coverage. Geophysical methods, including seismic and ultrasonic techniques, show
potential. However, recent advancements in phase-coherent radar technology, speci�cally the
phase-sensitive radio echo sounder (pRES radar), coupled with improved processing techniques,
o�er the most promise in bridging the observational gap in ice fabric properties. My thesis fo-
cuses on developing a data processing technique to estimate ice fabric properties from pRES
radar measurements and mobilizing the pRES system to increase the quantity of the collected
data.

The initial phase of my doctoral research involves developing a nonlinear multivariable in-
verse algorithm, utilizing a matrix-based forward model to simulate radar backscattered signals
in an anisotropic medium such as ice. In addition to that, I also developed a technique to ap-
proximate the full ice fabric orientation tensor, crucial for parameterizing ice fabric anisotropy
in �ow models. This method has undergone testing in three separate �ow regimes in Antarc-
tica, and the results have been validated through observations from nearby ice cores. Analyzing
pRES measurements along a pro�le on an ice dome has demonstrated that estimated ice fabric
anisotropy can reveal the Raymond e�ect, even when Raymond arches are absent. Although
this method resolves ice fabric properties, it is limited by assumptions around initial model pa-
rameters, vertical eigenvector, and depth-invariant horizontal ice fabric orientation.

The second phase of my research centers on modifying a commercial rover’s hardware and
software to develop a data acquisition system. The resultant system, named SLEDGE, is a cus-
tomized ice rover, towing four pRES antennas in a quad-polarimetric setup on two sleds. It
employs RTK GPS for precise positioning and drives autonomously to prede�ned locations and
actively triggers the radar system capable of collecting data for pro�les spanning several kilome-
ters. A deployment to Antarctica as proof of concept yielded 23 kilometers of quad-polarimetric
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pRES measurements within 20 operational hours, covering 450 points. While the �rst deploy-
ment was a success, SLEDGE requires additional hardware and software re�nement for future
�eld deployment.

Overall, the developed inverse approach and SLEDGE, together, show great potential to en-
hance the spatial coverage of ice fabric properties in the observational data archive—a necessary
step towards parameterizing ice fabric anisotropy in ice �ow models.
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Kurzfassung

Klimawandel und der damit verbundene Anstieg der Temperaturen haben Bedenken hinsicht-
lich des erheblichen Beitrags der Antarktis zum globalen Anstieg des Meeresspiegels aufge-
worfen. Die Bewertung dieses Ein�usses erfordert die Verwendung von Eismodellen, wobei
die Berücksichtigung der Eisrheologie eine entscheidende Rolle für die Vorhersagen spielt. Eis
ist ein anisotropes Material, was bedeutet, dass sich die Kristalle darin beim Fließen aufgrund
von Druck und Dehnung ausrichten und eine sogenannte "Kristallstruktur" bilden. Die Eigen-
schaften der Kristallstruktur beein�ussen die Dynamik des Eis�usses erheblich. Viele Modelle
gehen jedoch derzeit von isotropem Verhalten des Eises aus, hauptsächlich aufgrund begrenzter
Beobachtungsdaten und der Komplexität bei der Berücksichtigung der Anisotropie der Kristall-
struktur in die Modelle. Diese Annahme stellt eine Herausforderung für die genaue Vorhersage
des Ein�usses der Antarktis auf den Anstieg des Meeresspiegels und den Klimawandel dar. Um
dieses Problem anzugehen und die Genauigkeit der Eismodelle zu verbessern, ist es wesentlich,
Methoden zu entwickeln, um die Menge an Beobachtungsdaten zur Kristallstruktur zu verbes-
sern, was den Schwerpunkt meiner Doktorarbeit darstellt.

Eisbohrkerne liefern zuverlässige Messungen zur Anisotropie der Kristallstruktur, sind je-
doch für eine weite Ausdehnung der räumlichen Abdeckung ungeeignet. Geophysikalische Me-
thoden, einschließlich seismischer und ultraschallgestützter Techniken, zeigen Potenzial. Aller-
dings bieten jüngste Fortschritte in der phasenkohärenten Radar-Technologie, insbesondere der
phasensensitiven Radarecho-Sounder (pRES-Radar), in Verbindung mit verbesserten Verarbei-
tungstechniken die größte Aussicht, die Beobachtungslücke in den Eigenschaften der Kristall-
struktur zu schließen. Meine Dissertation konzentriert sich darauf, eine Datenverarbeitungs-
technik zu entwickeln, um die Eigenschaften der Kristallstruktur aus pRES-Radarmessungen
abzuschätzen und das pRES-System zu mobilisieren, um die Menge der gesammelten Messda-
ten zu erhöhen.

Die erste Phase meiner Doktorarbeit beinhaltet die Entwicklung eines nichtlinearen mul-
tivariablen inversen Algorithmus unter Verwendung eines matrixbasierten Vorwärtsmodells
zur Simulation von Radar-Rückstreusignalen in einem anisotropen Medium wie Eis. Zusätz-
lich dazu habe ich auch eine Technik entwickelt, um den vollständigen Orientierungstensor der
Kristallstruktur abzuschätzen, der für die Parametrisierung der Anisotropie der Kristallstruktur
in Flussmodellen ausschlaggebend ist. Diese Methode wurde in drei verschiedenen Flussre-
gimen in der Antarktis getestet, und die Ergebnisse wurden mit Messungen aus nahegelege-
nen Eisbohrkernen validiert. Die Analyse von pRES-Messungen entlang eines Pro�ls auf einer
Eiskuppel hat gezeigt, dass die geschätzte Anisotropie der Kristallstruktur den so genannten
Raymond-E�ekt o�enbaren kann, selbst wenn Raymond-Bögen fehlen. Obwohl diese Methode
die Eigenschaften der Kristallstruktur o�enbart, wird sie durch Annahmen zu den Anfangspara-
metern des Modells, dem vertikalen Eigenvektor und der konstanten horizontalen Ausrichtung
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der Kristallstruktur mit der Tiefe begrenzt.
Die zweite Phase meiner Forschung konzentriert sich auf die Modi�kation der Hardware

und Software eines kommerziellen Rovers zur Entwicklung eines Datenerfassungssystems. Das
resultierende System, genannt SLEDGE, ist ein individuell angepasster Eisrover, der vier pRES-
Antennen in einer quad-polaren Installation auf zwei Schlitten zieht. Er verwendet RTK-GPS
für präzise Positionsbestimmung, fährt autonom zu vorde�nierten Standorten und löst aktiv
das Radarsystem aus, das Daten entlang Pro�le und über mehrere Kilometer sammeln kann.
Ein Probeeinsatz in der Antarktis ergab 23 Kilometer quad-polarimetrischer pRES-Messungen
innerhalb von 20 Betriebsstunden und deckte 450 Punkte ab. Obwohl der erste Einsatz erfolg-
reich war, erfordert SLEDGE zusätzliche Weiterentwicklung von Hardware und Software für
zukünftige Feldversuche.

Insgesamt zeigen der entwickelte inverse Ansatz und SLEDGE gemeinsam großes Potenzial,
die räumliche Abdeckung der Eigenschaften der Kristallstruktur in der Beobachtungsdatenbank
zu verbessern – ein notwendiger Schritt zur vollständigen Parametrisierung der Anisotropie der
Kristallstruktur in Eismodellen.
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Chapter 1

Introduction

1



2 1.1. Antarctica and Global Warming

1.1 Antarctica and Global Warming

The �gures in this chapter
are created by the author

of this thesis.

The continuous emission of greenhouse gases has led to the occurrence of global warming (In-
tergovernmental Panel on Climate Change (IPCC), 2023). As the Earth’s temperature continues
to rise, the oceans, which cover over 70% of the Earth’s surface and possess high heat capacity,
undergo warming. This warming e�ect is most consequential in Antarctica, where ice directly
interacts with the ocean, initiating a sequence of events marked by basal melting and iceberg
calving (Williams et al., 1998; Bintanja et al., 2015; Rintoul et al., 2016; Assmann et al., 2019;
Robel et al., 2022; Russell, 2023; Naughten et al., 2023; Lauber et al., 2023).

Figure 1.1: Map of Antarctica showing the surface �ow velocity (Rignot et al., 2017) along with the
grounded ice (ice sheet) and �oating ice (ice shelf) separated by the grounding line. Elevation DEM by
Helm et al. (2014).The red circles are the study sites in this thesis as Dome C (DC) and EPICA Dronning
Maud Land (EDML) from chapter 2, Hammarryggen Ice Rise (HIR) from chapter 3 and Ekström Ice Shelf
from chapter 4.

In Antarctica, the accumulated snow in the interior of the continent turns to ice (more on
this in Sect. 1.3) and undergoes a dynamic transformation as gravitational forces compel it to
�ow towards the coastal regions. This �ow behavior is visually depicted in Fig. 1.1. Within
the grounded ice (ice sheet - white area in Fig. 1.1), the ice exhibits slow movement. As the
ice approaches the grounding line (black line in Fig. 1.1) and becomes �oating (ice shelf - blue
area in Fig. 1.1) a signi�cant acceleration in ice velocity becomes evident. This transition in �ow
behavior at the grounding line is a critical aspect of Antarctica’s ice dynamics, with implications
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for ice-shelf stability.
Antarctica serves as a crucial climate archive for the Earth (Brook and Buizert, 2018). Its

impact extends signi�cantly to both the Earth’s climate and ocean systems.

• Ice-shelf buttressing While collapsing ice shelves do not contribute directly to rising
sea levels because they are already attributed to �oating on the ocean, they do o�er a
safety band. The disintegration of ice shelves weakens the stabilizing in�uence that once
restrained grounded ice progression towards the ocean, commonly referred to as the "but-
tressing e�ect". With the reduction of these ice shelves, more ice is discharged, �owing
seaward (Gudmundsson, 2013; Haselo� and Sergienko, 2018; Andreasen et al., 2023) The
cumulative outcome is a substantial contribution to the rise in sea levels.

• Ocean circulation Observations over recent decades indicate an acceleration in mass
loss from Antarctica, particularly in regions experiencing rapid ice shelf melt (Shepherd
et al., 2018; Rignot et al., 2019). The melting of the grounded ice sheet and fringing �oating
ice shelves contributes freshwater to the Southern Ocean, impacting ocean circulation by
diluting salinity (Seidov and Haupt, 2005). This phenomenon is expected to have substan-
tial e�ects, contributing to feedback in global climate change (Rignot and Jacobs, 2002;
Fyke et al., 2018; Bronselaer et al., 2018; Dong et al., 2022).

• Ice-albedo feedback Although, the impact of this phenomenon is more pronounced
within sea ice and Greenland than in the Antarctic ice sheet itself it worth to be men-
tioned here. Antarctica’s extensive snow cover plays a crucial role in the Earth’s climate
regulation by directly re�ecting a considerable portion of incoming solar radiation back
into space. This re�ection assists in sustaining the frigid temperatures characteristic of
polar regions. As the ice gradually recedes, the albedo, or re�ective capacity, diminishes
(Wendler and Kelley, 1988; Pirazzini, 2004; Seo et al., 2016; Bergstrom et al., 2020). Con-
sequently, more heat is absorbed, initiating a self-perpetuating cycle of further melting,
and warming.

In this context, a comprehensive understanding of Antarctica’s future impact on global sea-
level rise becomes of paramount importance. To accomplish this, it is essential to understand
the intricate mechanics of its ice dynamics, a task optimally pursued through the utilization of
advanced ice-�ow models.

1.2 Ice Flow Models

Ice �ow models are important to understand Antarctica’s response to the global warming. They
are indispensable tools for unraveling the broader implications for the Earth’s climate system
and the imminent challenges associated with increasing sea levels. Ice-�ow models such as
ELMER (Gagliardini et al., 2013) and PISM (Winkelmann et al., 2011) are mathematical repre-
sentations of the physical processes governing the �ow of ice serve as a fundamental framework
for formulating the behavior of glacial ice. They are primarily relay on numerically solving the
ful set or approximation of Stokes equations combined with the Glen’s �ow law (Glen, 1952;
Glen and Perutz, 1997), which de�nes the rheology of ice. These models enable the simulation
of ice-�ow dynamics and an exploration of how ice masses have reacted to historical climatic
variations (Schannwell et al., 2020). Moreover, they provide crucial insights into the response of
these ice bodies to contemporary and future climate changes (Fürst et al., 2015) and ultimately
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sea-level rise (Edwards et al., 2021). These models require the implementation of numerous pa-
rameters such as the geometry and velocity of ice, mass balance (impact of atmospheric and
oceanic forcing) and properties of ice, e.g., density, viscosity, temperature. The accurate inte-
gration of these parameters into the ice-�ow models signi�cantly in�uence their predictions.

Attention is warranted towards a crucial aspect - the often overly simpli�ed parameteri-
zation of ice rheology, in�uenced by ice-fabric anisotropy, acknowledged as one of the less
comprehended phenomena in glaciology (elaborated in the following section). Despite com-
mendable research e�orts (Azuma, 1994; L.Wang and Warner, 1999; Gillet-Chaulet et al., 2005;
Seddik et al., 2008; Martín et al., 2009a; Seddik et al., 2011; Martín and Gudmundsson, 2012; Gra-
ham et al., 2018; Lilien et al., 2023), this aspect remains inadequately represented in present-day
models owing to limitations in observations and model complexity. It is imperative to recognize
that most of the models conceptualize ice as an isotropic material, whereas ice is both mechan-
ically and dielectrically anisotropic (direction dependent). Consequently, this existing model
framework introduces uncertainty in predicting the future trajectories of polar ice sheets and
glaciers.

1.3 Ice Fabric Anisotropy

To understand ice fabric anisotropy we must begin with the formation of ice crystals. The pro-
cess begins with the compaction of snow�akes, where older snow�akes become buried under
the overburden weight of new snowfall. This overburden pressure transforms snow�akes into
individual ice crystals, commonly referred to as ice Ih (Hooke, 2005), featuring a hexagonal
crystalline structure with a basal plane comprised of hexagonal oxygen rings (Fig. 1.2a) where
the ice is softer and deforms preferentially on this plane by slip (Duval et al., 1983). The deter-
mination of the c-axis, perpendicular to the basal plane, relies on the orientation of the fourth
oxygen atom within a tetrahedral con�guration (Hooke, 2005).

Figure 1.2: (a) The hexagonal shape of an individual ice crystal. (b) Several ice crystals forming isotropic
fabric. (c) and (d) Several ice crystals forming anisotropic fabric in two di�erent directions.

Initially, ice crystals are randomly oriented (Fig. 1.2b). As time progresses, the collective
mass of ice starts to mobilize and �ow. Under various stress conditions, the ice crystals undergo
deformation (strain). In response to stress, individual crystals accommodate this deformation
by rotating and/or merging with neighboring crystals. Rotation of ice crystals tends towards a
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speci�c orientation relative to the applied stress (Gow and Williamson, 1976). In general, indi-
vidual ice crystals tend to rotate towards the direction of compression and away from extension,
leading to a common alignment of randomly oriented crystals (Fig. 1.2b&c). This overall prefer-
ential alignment culminates in the formation of what is commonly known as Lattice Preferred
Orientation (LPO), Crystal Preferred Orientation (CPO), Crystal Orientation Fabric (COF), or
simply ice fabric (terminology of this thesis).

The assessment of ice fabric anisotropy �nds application in two signi�cant areas.

1. Ice fabric embodies the accumulated strain and stress history of the ice sheet, o�ering
insights into its integrated �ow history (Doake et al., 2003; Llorens et al., 2022). Therefore,
the current state of ice fabric is an indication of the strain experienced by the ice that can
be used to understand the ice rheology of the area.

2. Ice fabric signi�cantly in�uences ice rheology, determining how ice �ows. The genera-
tion of di�erent types of ice fabric during ice �ow impacts both ice viscosity and texture.
This, in turn, shapes the behavior of ice �ow in diverse ways (Budd and Jacka, 1989; Al-
ley, 1992; Azuma, 1994; Pettit et al., 2007; Llorens et al., 2022; Gerber et al., 2023). Thus,
the incorporation of ice fabric knowledge into ice-�ow models enhances the precision of
predicting future ice-�ow behavior. Conversely, neglecting to account for ice fabric can
lead to inaccurate predictions of sea level rise.

The primary method to measure ice fabric involves the analysis of thin sections of ice cores
under polarized microscopes (fabric analyzer) in the laboratory. Each ice crystal re�ects the
emitted polarized light in a distinct colors corresponding to its c-axis direction (Azuma et al.,
1999; Durand et al., 2009; Montagnat et al., 2014; Weikusat et al., 2017). Subsequently, these c-
axes are projected onto a sphere to create a Schmidt diagram (Fig. 1.3), representing the ice fabric
type in the form of the bulk distribution of c-axis. The ice fabric is mainly categorized in three
types which are isotropic where crystals are distributed in random directions (Fig. 1.3a), girdle
where crystals are forming a belt (Fig. 1.3b) and cluster where crystals are pointing towards the
same direction (Fig. 1.3c).

Figure 1.3: An example of c-axis distribution on a Schmidt diagram demonstrating the three main ice
fabric types.

Directly observing and measuring the c-axis orientation in ice cores provides a unique char-
acterization of its fabric. Conversely, geophysical methods (to be further discussed) estimate
and depict the bulk ice-fabric properties. The bulk ice fabric pattern is described with a second-
order orientation tensor (Gödert, 2003; Gillet-Chaulet et al., 2006; Martín et al., 2009a) using the
eigenvectors (v1, v2, and v3) and eigenvalues (λ1, λ2, and λ3) of an ellipsoid that best represents
the average c-axis orientation of all ice crystals in the sample. Normalizing the eigenvalues as
λ1 + λ2 + λ3 = 1, with the hierarchy λ1 < λ2 < λ3, categorizes primary ice fabric types as
isotropic (λ1 ' λ2 ' λ3), girdle (λ1 � λ2 ' λ3), and cluster (λ1 ' λ2 � λ3). Assuming one
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eigenvector is oriented vertically (e.g., v3),The e�ect of tilted v3 is
studied by Jordan et al.
(2019, Appendix A) and
Rathmann et al. (2022)

and the other two eigenvectors are in the horizontal
plane (v1 and v2), it is possible to determine the magnitude of ice fabric anisotropy in the hori-
zontal (∆λH = λ2 − λ1) and vertical (∆λV = λ3 − λ2) directions, as well as the orientation of
horizontal ice fabric anisotropy (v1 and v2).

Woodcock (1977) proposed a visualization technique of fabric shape and strength (not nec-
essarily for ice) which is applicable across various Earth science branches including glaciology
(ice fabric). In this technique the most relevant Schmidt diagram (ice fabric type) can be deter-
mined using the eigenvalues. This is achievable through the de�nition of K = ln(λ3/λ2)

ln(λ2/λ1)
and

C = ln(λ3/λ1). The K value distinguishes between cluster and girdle fabric types, whereas
the C value quanti�es the randomness of the c-axis distribution within the fabric. Illustrated in
Fig. 1.4, the fabric type is delineated based on K , C , ∆λH , and ∆λV . Ice cores, while valuable

Figure 1.4:

This �gure is based on
(Woodcock, 1977, Fig. 1).

Both �gures depict the distribution of ice fabric type based on K and C values. The background
color on the left and right �gures show the horizontal and vertical anisotropy, respectively.

sources of information on ice fabric anisotropy, possess inherent limitations. Determining the
orientation of ice fabric from ice core observations presents a challenge due to the absence of
reference in the orientation of ice core samples, despite attempts have been made to reconstruct
the sample orientations (Westho� et al., 2020). Furthermore, the distribution of ice cores is pri-
marily optimized to collect paleoclimate records, typically positioned at ice domes, ice divides,
or shallow �anks with unique �ow characteristics (Thorsteinsson et al., 1997; Diprinzio et al.,
2005; Montagnat et al., 2012; Faria et al., 2014b). As a result, there is a shortage of observations
regarding the spatial distribution of how ice-fabric anisotropy evolves along the �ow of ice.

In addition to ice cores, geophysical methods such as seismic techniques, ultrasonic mea-
surements, and radar-based approaches are employed to investigate ice fabric anisotropy. The
seismic method encounters challenges, including limitations in depth assessment and complex-
ities in interpreting re�ection amplitudes (Diez et al., 2014; Picotti et al., 2015; Smith et al., 2017).
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Ultrasonic sounding measurements present a more accessible approach for detecting anisotropy;
however, this method necessitates frequencies within the range of KHz to MHz and the utiliza-
tion of boreholes or ice cores (Bentley, 1972; Gusmeroli et al., 2012). In contrast, radar-based
investigations o�er a more logistically feasible application for wide area data acquisition. How-
ever, conventional radar measurements on ice sheets are insu�cient for estimating ice fabric
properties as they only record amplitude variations of the re�ected signal.

The hexagonal structure of ice crystals (Fig. 1.2a) and their anisotropic formation render ice
a birefringent medium, wherein the backscattered radar signal depends on the polarization di-
rection of the transmitted wave (Doake, 1981). When a linearly polarized electromagnetic wave
permeates this medium, it splits into two distinct waves: the ordinary wave and the extraor-
dinary wave, perpendicularly polarized and generally di�ering in wave speed. Ice crystals are
uniaxial (i.e., two out of three principal components of the dielectric tensor are equal), there-
fore, an ordinary wave and an extraordinary wave overlap. The azimuth dependency of the
backscattered power results from both anisotropic scattering and birefringence, which possess
di�erent symmetries (Hargreaves, 1977). Within birefringence, amplitude variation arises from
the superposition of the two characteristic waves with a phase shift. Therefore, quantifying this
phenomenon entails measuring the phase shift between the transmitted and received signal.
Nevertheless, e�ective use of radar to estimate ice fabric properties necessitates the applica-
tion of multi-frequency and multi-polarization analyses with phase-coherent radar systems
capable in storing precise phase shifts.

1.4 Phase Coherent Radar

Radar technology has established itself as an essential instrument for investigating the interior
of polar ice (Eisen et al., 2003, 2007; Drews et al., 2012, 2015b, 2017; Schroeder, 2023), glaciers
(Eisen et al., 2011; Nobes, 2011; Church et al., 2021), and planetary bodies characterized by ice
(Seu et al., 2007; Holt et al., 2008; Karlsson et al., 2015), primarily due to its low signal attenu-
ation within the ice medium. A standard radar system consists of a transmitting antenna that
emits electromagnetic waves at speci�c frequencies into the ice and a receiving antenna that
records the resulting backscattered signals. The complex nature of ice properties, encompass-
ing attributes such as density, acidity, and anisotropy, evolves with increasing depth, thereby
in�uencing the characteristics of the radar signals that are re�ected.

Traditional radar surveys on ice, encompassing satellite-based (e.g., Goldstein et al., 1993;
Thompson et al., 2020; Surawy-Stepney et al., 2023), airborne (e.g., Tabacco et al., 2002; Matsuoka
et al., 2004; Frémand et al., 2022; Franke et al., 2022), and ground-based radar (e.g., Arcone, 1996;
Eisen et al., 2003) methodologies, have been extensively utilized to assess fundamental parame-
ters including ice thickness (e.g., Griggs and Bamber, 2011; Chuter and Bamber, 2015), subglacial
topography (e.g., Ridley et al., 1993; Tsutaki et al., 2022), and the internal stratigraphy of ice bod-
ies (e.g., Franke et al., 2023; Wang et al., 2023) for establishing chronological associations with
events recorded in ice cores, such as volcanic eruptions, thereby facilitating the development of
critical age-depth relationships.

In the �eld of glaciology, a ground-based Autonomous phase-sensitive Radio Echo Sounder,
referred to as ApRES radar (Brennan et al., 2014; Nicholls et al., 2015), has been designed for
extended �eld deployments due to its autonomous and energy-e�cient iteration. ApRES radar
is an advanced variant of pRES radar (Corr et al., 2002) where its roots can be traced back to
the 1970s when its foundational principles were established at the University of Bristol (e.g.,
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Walford and Harper, 1981).
The ApRES radar, characterized as a phase-coherent radar system, possesses the capability

to comprehensively untangle scattering phenomena within ice sheets across a broad frequency
spectrum. It is a stepped frequency radar that uses inverse Fourier transform for the recov-
ery of the impulse response while preserving phase information. This approach substantially
augments measurement precision, achieving a signal-to-noise ratio of 17 dB. It facilitates the
detection of exceedingly subtle phase variations, as minor as 1◦, equivalent to a mere 1 mm
range deviation (Brennan et al., 2014; Nicholls et al., 2015). ApRES employs the frequency-
modulated continuous wave (FMCW) technique, enabling the transmission of linearly polarized
electromagnetic waves within the 200 to 400 MHz frequency range over a one-second interval
to produce a chirp. This versatile system operates e�ectively in both attended and unattended
modes (autonomous), exhibiting resilience even in extreme cold, with operational capabilities
extending to temperatures as low as -40°C. Additionally, it integrates an Iridium data link and
GPS receiver to ensure precise timing (Nicholls et al., 2015). A notable innovation of ApRES lies
in its capacity to switch between up to eight transmit and eight receive antennas, a feature that
substantially enhances its imaging capabilities and its ability to resolve intricate return signals
from the ice by collecting data in di�erent polarization.

The adaptability of this radar extends to the measurement of critical parameters such as
rates of basal melt beneath ice shelves as its main purpose (Corr et al., 2002; Jenkins et al., 2006;
Dutrieux et al., 2013; Zeising et al., 2022). Furthermore, it is pro�cient in monitoring the vertical
movement of internal ice layers and delineating pro�les of vertical ice strain, as demonstrated
by Kingslake et al. (2014). These measurements provide insights into vertical strain rates and
the compaction of �rn layers within ice sheets, contributing to the development of age-depth re-
lationships essential for the interpretation of climatic records stored in ice cores (Gillet-Chaulet
et al., 2011; Kingslake et al., 2014). The ApRES radar is also capable of dealing with complex
data scenarios, such as those involving multiple returns from the basal re�ector (Vaňková et al.,
2021). In the context of detecting ice fabric anisotropy from radar data, as mentioned earlier,
it is crucial to utilize a multi-frequency and multi-polarization phase-coherent radar capable of
recording phase shifts between the transmitted and received signals. This makes the ApRES
radar, an instrument, that holds the potential to unveil ice fabric properties (Brisbourne et al.,
2019; Jordan et al., 2019).

1.5 Previous Studies on Radar and Anisotropy

References cited in this
section predate the

initiation of this study
in 2019.

The research on electromagnetic wave propagation in birefringent media, particularly in polar
ice, has seen signi�cant activity. Studies by Hargreaves (1977, 1978); Ackley and Keliher (1979);
Woodru� and Doake (1979); Doake (1981) primarily focused on theoretical aspects. Another
set of investigations were conducted by Fujita and Mae (1993); Liu et al. (1994); Fujita et al.
(1999, 2003, 2006); Siegert and Kwok (2000); Doake et al. (2002); Matsuoka et al. (2003, 2004);
Eisen et al. (2007); Wang et al. (2008); Dall (2010); Drews et al. (2012), centered around multi-
frequency and multi-polarization radar measurements. These studies provided valuable insights
into characterizing ice fabric from polarimetric radar measurements.

Traditionally, algorithms for radio-wave birefringence propagation have primarily utilized
simple convolution (Moore, 1988; Miners et al., 1997; Kohler et al., 2003) or numerical expressions
of Maxwell’s equations (Kanagaratnam et al., 2001; Miners et al., 2002; Eisen et al., 2003). Fu-
jita et al. (2006) introduced a matrix-based approach, in�uenced by geometrical optics, to model
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radio-wave birefringence in ice sheets. This method addresses the layered structure of ice, al-
lowing for easy expansion and �exibility. The model accounts for the anisotropic properties of
ice and integrates contemporary insights into radio-wave backscatter, facilitating the examina-
tion of the two-way travel of depolarized radio waves within birefringent ice. It is capable of
handling multiple anisotropic and isotropic scattering interfaces.

While it is imperative to acknowledge that none of the prior studies directly presented a
method for the estimation of ice fabric anisotropy from radar data, Fujita’s foundational work
represented a signi�cant advancement in comprehending the patterns subsequently observed
in pRES 1 radar data, as shown later by Brisbourne et al. (2019) and Jordan et al. (2019).

The next step towards estimating ice fabric anisotropy from pRES data was introduced by
Jordan et al. (2019). He proposed a method that entails coherence phase analysis between co-
polarized 2 and cross-polarized 3 pRES data, which was later expanded to collecting pRES data
in quad-polarimetric mode 4. Under the assumption that one eigenvector is oriented vertically,
if the two signals exhibit a certain degree of coherence, then the depth gradient of the coherent
phase along either of the two main optical axes can serve as an estimate of horizontal ice fabric
anisotropy (∆λH ). This approach marked a signi�cant advancement in the inference of ice
fabric anisotropy from pRES radar data.

The introduction of pRES as a phase-coherent radar (Brennan et al., 2014; Nicholls et al.,
2015), along with the matrix-based model proposed by Fujita et al. (2006) and the coherence
phase analysis technique developed by Jordan et al. (2019), marks a signi�cant milestone in the
endeavour to estimate ice fabric properties from radar data. These pioneering steps lay the
groundwork for the primary objectives of the present study.

1.6 Research Questions in this Study

In the previous sections, I highlighted the signi�cance of ice fabric anisotropy in ice rheology,
directly impacting ice �ow behavior. The prevailing treatment of ice as isotropic in many ice
�ow models poses challenges in accurately predicting Antarctica’s in�uence on sea level rise
and climate change. This limitation primarily arises due to the insu�cient observation of spatial
changes in ice fabric anisotropy. To bridge this gap,my doctoral research is fundamentally
driven by the question of how we can signi�cantly enhance observational knowledge
of spatial ice fabric properties distribution. Leveraging the promising potential of the pRES
radar in detecting ice fabric properties and its logistical advantages in the �eld, my research
focus is centered on harnessing this technology. This choice leads to the pursuit of two main
research questions:

1. How canamethod be developed to estimate ice fabric properties fromquad-polarimetric
pRES radar data?

2. How can an autonomous rover be designed to collect quad-polarimetric pRES radar
data at predetermined locations?

1The data in this study were collected using ApRES radar, although we did not utilize its unattended/autonomous
feature. Consequently in this thesis, with the exception of Chapter 2 and its Appendix (6), the term ApRES has been
substituted with pRES.

2The polarization direction in both the transmitter and receiver antennas are in the same direction.
3The polarization direction in the transmitter and receiver antennas di�er by 90 degrees.
4Collecting pRES data in four di�erent antenna orientations.
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1.7 General Approach

The primary approach adopted in this study hinges upon the exploitation of ice’s birefringent
characteristic, to infer ice fabric anisotropy from the phase shifts deduced from pRES radar sig-
nals. The radar data utilized in this study were obtained employing the pRES radar system
in quad-polarimetric mode, a specialized data acquisition method utilizing four distinct antenna
polarization combinations enabling the reconstruction of a full azimuthal signal for precise trac-
ing of the ice fabric properties. This con�guration is brie�y introduced in Chapter 2 (Sect. 2.3.3)
and thoroughly expounded upon in Chapter 4 (Sect. 4.2.4) and Chapter 6 (Sect. 6.5). The prin-
cipal methodology employed in this study centers around the formulation of a non-linear mul-
tivariable inverse approach, making use of the existing matrix based forward model. Within
this method, the algorithm is tasked with optimizing estimations for magnitude (∆λH ) and ori-
entation (v1 & v2) of the horizontal ice fabric anisotropy at varying depths of the ice column,
enabling the forward model to replicate the observed radar data. A comprehensive explana-
tion of this methodology is presented in the preliminary section of Chapter 2, supplemented by
further details provided in Chapter 6.

1.8 Thesis Structure

Chapter 2 In this chapter, I address the �rst research question, aiming to develop a method
for estimating ice fabric properties from quad-polarimetric pRES data. I explore the impact of
birefringence and ice fabric anisotropy on the backscattered polarimetric radar signal. Sensi-
tivity tests on the existing matrix-based forward model (Fujita et al., 2006) are conducted to
analyze these e�ects. Subsequently, a non-linear multivariable inverse approach is developed to
optimize ice fabric properties in Fujita’s model, ensuring the reproduction of observed radar pat-
terns. The method is then extended to estimate the full orientation tensor of ice fabric using the
obtained ice fabric anisotropy from the inverse approach. Validation of the e�ectiveness of the
developed method is achieved by comparing the estimated ice fabric anisotropy with observa-
tions from nearby ice cores in two distinct �ow regimes, Dome C (DC in Fig. 1.1) and Dronning
Maud Land (EDML in Fig. 1.1). Finally, evidence is provided in the appendix, demonstrating the
synthesis of a full azimuthal signal using quad-polarimetric radar. Chapter 6 is the appendix of
this chapter.

Chapter 3 In this chapter, I applied the developed inverse method from the previous
section to analyze a 5 km quad-polarimetric pRES data set collected on Hammarryggen ice rise
(HIR in Fig. 1.1). Hammarryggen is a promontory ice rise, and its �ow is in�uenced by a triple
junction geometry, resulting in a relatively complex �ow regime. The primary objectives of
this chapter are twofold. Firstly, to assess the accuracy of the inverse method in estimating
ice fabric anisotropy within this intricate �ow regime by comparing the estimated values with
those observed in the nearby ice core. Secondly, to combine various observations, including
ice fabric anisotropy from pRES radar, internal re�ection horizons from airborne radar, vertical
strain rate over a year from pRES data, and the estimated horizontal strain rate from the Shallow
Ice Approximation. The aim is to determine if the ice fabric anisotropy derived from quad-
polarimetric pRES data in a pro�le has the potential to unveil the ice dynamics history and the
stability of ice rises. Chapter 7 is the appendix of this chapter.

Chapter 4 In this chapter, I address the second research question, focusing on the tech-
nical aspects of developing a rover-based data acquisition system. This system is designed to
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autonomously collect quad-polarimetric pRES data at predetermined locations utilizing GPS.
The details of constructing this system and outlining its key components are presented. The
initial deployment of the system to the grounding zone of Ekström Ice Shelf in Antarctica (Ek-
ström in Fig. 1.1) is documented. A total of 450 measurement points covering approximately 23
kilometers of quad-polarimetric data were gathered during this deployment, within a 20-hour
operational timeframe. Chapter 8 is the appendix of this chapter.

Chapter 5 In this chapter, I conclude my thesis by summarizing the primary �ndings
in my doctoral research, discussing the topic that I did not explore in this study and o�ering
recommendations for future research.

1.9 Field Campaigns

Throughout my doctoral research, I engaged in multiple �eld campaigns. Time constraints pre-
vented the incorporation of data and results from these campaigns into my thesis, except for
chapter 4. Below, I list and brie�y outline the purposes of these �eld campaigns.

Antarctica

Ekström Ice Shelf (November 2021 - January 2022)

Figure 1.5: SLEDGE collecting quad-polarimetric pRES data at Ekström Ice Shelf.

As a member of the ReMeltRadar team, I conducted the collection of quad-polarimetric pRES
data using three distinct approaches. The �rst set of data involved gathering measurements at
various points with a 5 km spacing along the �ow line spanning over 100 km across the ice
shelf. Additionally, several short pro�les were taken across the �ow line. The primary objec-
tive of these measurements was intended to assess basal melt rate, vertical strain rate and the
spatial and temporal change in ice fabric properties in the ice shelf by repeating these measure-
ments one year later. The second set of data involved burying a pRES system with 4 antennas
(quad-polarimetric mode) at the grounding line of the Ekström ice shelf for a year in unattended
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measurements mode. Measurements were taken at 4-hour intervals to detect basal melt rate, ver-
tical strain rate, and changes in ice fabric properties over the course of the year. Lastly, a proof
of concept was achieved by collecting data using the developed autonomous rover system in
quad-polarimetric mode (SLEDGE), as detailed in Chapter 4. This thesis showcases the devel-
opment of the autonomous rover and presents a demonstration of the collected data from this
�eld campaign.

Ekström Ice Shelf (December 2022 - March 2023)

In this �eld campaign, I undertook the task of conducting repeat measurements at all previously
surveyed pRES points from the preceding year. My responsibilities extended to the maintenance
and recovering the collected data of the buried ApRES unit located at the grounding line.

The Alps

Hintereisferner glacier - Austria (May 2021)

Figure 1.6: pRES measurement - Hintereisferner glacier.

During the �eld campaign, my responsibility involved gathering quad-polarimetric pRES
data to analyze ice fabric properties in a temperate glacier. Despite facing challenges due to the
intricate behavior of ice fabric in the recorded signal, I observed that the individual pRES radar
signal, irrespective of polarization, struggled to identify the glacier’s base due to signi�cant
signal attenuation in the temperate glacier. However, I identi�ed a potential solution: utilizing
the phase coherent quad-polarimetric signal might enable the detection of the glacier’s base.

Hintereisferner glacier - Austria (April 2022)

Last year’s results from this glacier showed potential to develop a method for detecting the
base of a temperate glacier using phase coherence radar. On this occasion, we collected not
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only a quad-polarimetric pRES pro�le along the �ow line but also a re�ection seismic pro�le to
serve as a reference for identifying the glacier’s base. This thesis does not include any results
or �ndings related to this topic. However, it was presented in an EGU talk (Ershadi et al., 2022a,
EGU abstract) as a work in progress.

Colle Gnifetti glacier - Switzerland/Italy (September 2021)

Figure 1.7: pRES measurement at Colle Gnifetti glacier.

In this �eld campaign, my primary responsibility was to collect quad-polarimetric pRES data.
The objectives were twofold: �rstly, to examine the ice fabric anisotropy in the accumulation
zone of this glacier, and secondly, to compare it with the ice fabric anisotropy in the ablation zone
of the Hintereisferner glacier. However, this was not the main objective of this �eld campaign.
Conventional radar measurements in this region previously faced challenges in clearly detecting
the internal re�ection horizons (IRHs) within the deeper sections of the glacier. These horizons
hold crucial data about historical glacier surfaces, providing insights into past accumulation,
ice deformation, and facilitating the correlation of ice core chronologies. The primary goal of
this study was to utilize phase-coherent radar data and obtain high spatial resolution pRES data
through the use of two antennas. The objective was to employ Synthetic Aperture Radar (SAR)
processing to reveal the deeper layers of the glacier. This work led by Falk Oraschewski is
submitted for publication in The Cryosphere Journal.

1.10 Spino� Contributions

The research conducted during my doctoral studies has provided me the opportunity to partic-
ipate in several spino� contributions including:

• Zeising et al. (2023) where I contributed to processing the pRES radar data. This study
diverges from the coherence inverses approach, instead utilizing a cross-correlation of
co-polarized measurements to accurately determine travel-time di�erences caused by di-
electric anisotropy. Unlike previous methods, the polarimetric cross-correlation approach
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enables the analysis of signi�cant horizontal fabric asymmetries at greater depths. The
notable alignment between the vertical pro�le of horizontal fabric asymmetry, derived
from the analyses of multiple polarimetric pRES measurements, and the fabric measured
in the EastGRIP ice core underscores the robustness and precision of this method.

• Gerber et al. (2023) where I simulated the radar beat frequency modulation for di�er-
ent degree of ice fabric anisotropy. This work involved integrating airborne and ground-
based radar data with ice core and ice �ow models. The �ndings of the study suggest that
crystal orientation fabric anisotropy is a contributing factor to directional hardening in
ice streams.

• Lilien et al. (2023) where I provided inverse results from the pRES radar at Dome C and
participated in interpreting the model-observation comparison. The work incorporates a
fabric evolution model into a large-scale ice-�ow model capable of including lattice rota-
tion, rotation recrystallization, and migration recrystallization. These three processes are
considered crucial for fabric development, coupling the fabric to ice �ow through a rheol-
ogy with fewer approximations than previous models. The resulting model simulated ice
�ow and fabric development on a transect across Dome C, East Antarctica.

• Oraschewski et al. (2023) where I was part of the �eld team and tasked to collect
quad-polarimetric pRES data. I also developed a "start-stop" algorithm for the pRES mea-
surements using RTK GPS to trigger the radar every 10 cm. The research aimed to identify
internal re�ection horizons (IRHs) in the deeper sections of the accumulation zone of Colle
Gnifetti glacier. This process provides insights into past accumulation, ice deformation,
and aids in correlating ice core chronologies. The approach involved using high spatial
resolution (10 cm) pRES data and applying Synthetic Aperture Radar (SAR) processing
techniques.
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Abstract

Ice crystals are mechanically and dielectrically anisotropic. They progressively align under cu-
mulative deformation, forming an ice-crystal-orientation fabric that, in turn, impacts ice defor-
mation. However, almost all the observations of ice fabric are from ice core analysis, and its
in�uence on the ice �ow is unclear. Here, we present a non-linear inverse approach to process
co- and cross-polarized phasesensitive radar data.We estimate the continuous depth pro�le of
georeferenced ice fabric orientation along with the re�ection ratio and horizontal anisotropy of
the ice column. Our method approximates the complete second-order orientation tensor and
all the ice fabric eigenvalues. As a result, we infer the vertical ice fabric anisotropy, which is
an essential factor to better understand ice deformation using anisotropic ice �ow models. The
approach is validated at two Antarctic ice core sites (EPICA (European Project for Ice Coring
in Antarctica) Dome C and EPICA Dronning Maud Land) in contrasting �ow regimes. Spatial
variability in ice fabric characteristics in the dome-to-�ank transition near Dome C is quanti�ed
with 20 more sites located along with a 36 km long cross-section. Local horizontal anisotropy
increases under the dome summit and decreases away from the dome summit. We suggest that
this is a consequence of the nonlinear rheology of ice, also known as the Raymond e�ect. On
larger spatial scales, horizontal anisotropy increases with increasing distance from the dome.
At most of the sites, the main driver of ice fabric evolution is vertical compression, yet our data
show that the horizontal distribution of the ice fabric is consistent with the present horizontal
�ow. This method uses polarimetric-radar data, which are suitable for pro�ling radar applica-
tions and are able to constrain ice fabric distribution on a spatial scale comparable to ice �ow
observations and models.

2.1 Introduction

The movement of glaciers and ice sheets has two components: ice deformation and basal slid-
ing. Satellites provide widespread and increasingly well-resolved temporal surface velocities. In
most cases, however, it is di�cult to di�erentiate the contribution of ice deformation and basal
sliding. This results in increased uncertainty in several areas, such as ice �ow model initial-
ization with data assimilation techniques (Schannwell et al., 2019) or predicting erosion rates
from surface velocities (Headley et al., 2012; Cook et al., 2020). Even in ice-sheet-covered areas
where basal sliding can certainly be excluded, e.g., near ice domes or beneath ice rises (Mat-
suoka et al., 2015), knowledge of internal ice deformation is important for predicting age–depth
relationships for new ice core drill sites (Parrenin et al., 2007; Martín et al., 2009a; Martín and
Gudmundsson, 2012) or for using internal layer architecture to reconstruct paleo-ice dynamics
(Matsuoka et al., 2015). The temperature-dependent, non-linear, and anisotropic rheology of ice
governs how ice deforms and poses many challenges to numerical ice �ow models. Most models
do not consider ice fabric anisotropy because this quantity is currently poorly constrained by
observations. The most reliable observations of ice fabric come from the analysis of thin ice
core sections using ice fabric analyzers detecting single ice crystals’ lattice orientation using
transmitted light microscopy (Durand et al., 2009; Weikusat et al., 2017). The underlying prin-
ciple used is that single ice crystals are uniaxially birefringent for electromagnetic waves. This
causes the polarization-dependent formation of ordinary and extraordinary waves that propa-
gate through the lattice and superimpose with a phase shift at the detector. Constructive and
destructive superposition of these waves can be used to characterize ice fabric in thin sections at
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a vertical spacing of centimeters to decimeters (Kerch et al., 2020). Ice-penetrating radar on ice
sheets employs a similar principle to optical methods but slightly di�erent because it is based on
measuring a bulk anisotropy rather than an intrinsic. In comparison, the dielectric anisotropy of
ice observed by radar is a combined e�ect of the ice crystal birefringence and crystal-orientation
fabric with di�erent spatial scales and applied electromagnetic frequencies. As is explained in
more detail below (Sect. 2.3.3), ground-penetrating radar systems such as the ground-based
autonomous phase-sensitive radio echo sounder (ApRES) (Brennan et al., 2014; Nicholls et al.,
2015) can detect the polarization-dependent phase shift induced by ice birefringence and also
quantify the degree of anisotropic scattering which may be caused by abrupt vertical changes
in ice fabric. Other geophysical methods to detect ice fabric anisotropy are sonic logging of
boreholes (Gusmeroli et al., 2012; Pettit et al., 2007) or surface-based seismic surveys (Diez and
Eisen, 2015; Diez et al., 2015; Smith et al., 2017; Brisbourne et al., 2019).

Ice-core- and borehole-based methods are reliable and can be obtained in a high vertical
resolution (sub-centimeter scale). However, in deep ice, where grains may be large compared
with the typical ice core diameter of 10 cm, they are statistically not well constrained. They
also do not provide much spatial context and are often obtained at dome locations where the
horizontal advection is negligible, and the climate record is easier to interpret. The surface
seismic methods are more challenging in terms of �eld logistics, but they inherently provide
wide-angle information, which radar typically does not. The majority of radar pro�les are not
analyzed with respect to ice fabric anisotropy often because the radar systems do not provide
the required precision or are collected with a single polarization only. The collection of crossing
radar lines partially remedies this issue. However, newer radar systems collect data with cross-
polarized arrays so that area-wide detection of ice anisotropy appears to be a target within
reach (Yan et al., 2020). The theory of radar birefringence in glaciology has long been known
(Hargreaves, 1978; Woodru� and Doake, 1979; Matsuoka et al., 1997; Fujita et al., 1999) and has
recently been signi�cantly extended to exploit the capacity of phase information from newer
radar systems that were previously not available (Dall, 2010; Jordan et al., 2019, 2020). Examples
for applications of radar polarimetry exist near ice domes in Greenland (Gillet-Chaulet et al.,
2011; Li et al., 2018; Jordan et al., 2019) and Antarctica (Fujita et al., 1999; Brisbourne et al.,
2019), on ice rises (Drews et al., 2015a; Matsuoka et al., 2015; Brisbourne et al., 2019), in �ank-
�ow regimes (Eisen et al., 2007), in divides (Young et al., 2021), and for ice streams (Jordan et al.,
2020). However, there is not yet a clear observation-based picture of how ice fabric develops
across the di�erent �ow regimes.

Here, we built on a previously derived forward modeling framework (Fujita et al., 2006)
that can model polarimetric backscattered signal as a function of vertical distribution of ice
fabric, extended by (Jordan et al., 2019, 2020). We develop it further with theory relating to
anisotropic re�ections and then develop an inverse approach that also attempts to characterize
ice fabric types continuously along depth and for all of the three bulk crystallographic axes. The
technical developments will allow the ice fabric orientation to be automatically georeferenced
and its full variability with depth to be reconstructed. But the major achievement in this method
is to estimate the depth variability in the horizontal ice fabric anisotropy along with re�ection
ratio, which allows all the possible eigenvalues of the ice fabric to be estimated. This leads to
quantifying the ice fabric type and its vertical anisotropy. We demonstrate this for 21 ApRES
measurements conducted near two ice core drill sites drilled by the European Project for Ice
Coring in Antarctica (EPICA). Of the radar measurements, 20 cover the dome–�ank transition
at the EPICA ice core site in Dome C (EDC) and one additional measurement at the EPICA
ice core site in the eastern Dronning Maud Land (EDML). The successful validation with ice
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core data suggests that polarimetric radar is now capable of providing all directional constraints
required for parameterization of an anisotropic �ow law.

Table 2.1: Important variables sorted in order of appearance.
Symbol Unit Description

v1,v2,v3 - Ice fabric eigenvector
λ1, λ2, λ3 - Ice fabric eigenvalue

ε′ - Principal Dielectric Tensor
E - Electric �eld vector

H, V - Horizontal and Vertical polarization plane
TR - Tx-Rx aerial line
θ ◦ Ice fabric orientation
α ◦ Georeferencing angle
z m Depth (0 at the surface, positive downward)
i - Strati�ed ice layer index
N - Number of layers
T - Transmission matrix

kx, ky rad m−1 Wavenumbers along the two principal axes
Γ - Re�ection matrix
S - Scattering matrix

sHH , sV V - Complex co-polarized scattering signals
sHV , sV H - Complex cross-polarized scattering signals

R - Rotation matrix
r - Re�ection ratio

∆λ - Ice fabric horizontal anisotropy
CHHV V - Complex polarimetric coherence
φHHV V rad Polarimetric coherence phase

Ψ - Scaled phase derivative
P dB Power anomaly
n - Number of angular increments
AD ◦ Nodes angular distance
J - Cost function

2.2 Study Areas

We use radar data near two deep ice core drill sites in East Antarctica. One is located at Dronning
Maud Land (DML), near the German summer station (Kohnen at −75.00◦ S , 0.00◦). The other
site is located at Dome C, close to Concordia station (-75.10◦ S, 123.35◦ E). We use the measured
ice fabric data from both ice cores published by Weikusat et al. (2017) and Durand et al. (2009),
respectively, to validate our polarimetric-radar data inferences. At Dome C, radar data were
additionally collected at 20 stations along with a 36 km long pro�le across the dome, enabling
us to track ice fabric variability in the dome–�ank transition zone. Surface topography at Dome
C (Helm et al., 2014; Howat et al., 2019) exhibits an ice dome elongated in the SW–NE direction
(Fig. 2.1a). Surface velocities are too slow (<0.02 m a−1) for reliable detection with satellite
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imagery. GPS measurements show that the ice �ow direction follows the surface maximum
gradient direction, increases with distance from the dome, and is near-parallel to the transect
described above (Vittuari et al., 2004). The Kohnen station (Fig. 2.1b) is located near a transient
ice-divide triple junction in a �ank-�ow regime, and the ice �ow is signi�cantly faster (≈ 0.74
m a−1) than at Dome C. The largest principal strain rate at Dome C and EDML is oriented
SW–NE (Rémy and Tabacco, 2000; Vittuari et al., 2004) and 24◦ N (Wesche et al., 2007; Drews
et al., 2012), respectively.
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Figure 2.1: Map of the study areas. (a) EPICA Dome C (EDC). (b) EPICA Dronning Maud Land (EDML).
Black contour lines are the surface elevation (Helm et al., 2014). The background color is the bed elevation
(Morlighem et al., 2020). Yellow arrows are the magnitude and direction of the surface velocities at EDC
(Vittuari et al., 2004) and EDML (Wesche et al., 2007). The white strain ellipses mark the directions of the
maximum and minimum strain rate. The ice fabric’s horizontal eigenvectors are represented by v1 and
v1, and they are based on the results in Sect. 2.4.1 and 2.4.2. Note that (a) and (b) have a di�erent scale
and orientation.

2.3 Methods

2.3.1 Quantitative Metrics Used to De�ne the Ice Fabric
Ice crystallizes in the shape of hexagons, and the direction normal to the basal plane is described
with the c axis (Hooke, 2005). Ice crystals are strongly anisotropic and 60 times softer along the
basal plane than perpendicular to it (Duval et al., 1983; Smith et al., 2017). In a given strain
regime, individual ice crystals deform preferentially along the basal plane and orient them-
selves so that the bulk c-axis orientation forms a distinct pattern, which we refer to as ice fabric.
Elsewhere it is also described as crystal-orientation fabric (COF) or lattice-preferred orientation
(LPO) (Weikusat et al., 2017). The radio waves are sensitive to the dielectric anisotropy, which
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follows the mechanical anisotropy described by the second-order orientation tensor (Gödert,
2003; Gillet-Chaulet et al., 2006; Martín et al., 2009a). The bulk ice fabric pattern is described
with a second-order orientation tensor (we refer to this as orientation tensor) using the eigen-
vectors (v1, v2, and v3) and eigenvalues (λ1, λ2, and λ3) of an ellipsoid that best represents
the average c-axis orientation of all ice crystals in the sample. The eigenvalues are normalized

λ1 + λ2 + λ3 = 1, (2.1)

and to be consistent with the past polarimetric radar studies, we assume

λ1 < λ2 < λ3. (2.2)

Combination of Eqs. (2.1) and (2.2) set bounds on the eigenvalues (0 ≤ λ1 ≤ 0.33, 0 ≤ λ2 ≤ 0.5,
and 0.33 ≤ λ3 ≤ 1). The eigenvalues can be used to distinguish the ice fabric types such as
isotropic (λ1 ≈ λ2 ≈ λ3), girdle (λ1 � λ2 ≈ λ3), and single maximum (λ1 ≈ λ2 � λ3)
(Woodcock, 1977; Azuma, 1994; Fujita et al., 2006). The eigenvalues and eigenvectors can be
used to describe the dielectric permittivity tensor ε′, containing the bulk permittivities ε′x, ε′y ,
and ε′z relevant for radio wave propagation (Sect. 2.3.3).

2.3.2 Data Collection
The radar data in this study were collected using a phase-sensitive frequency-modulated continuous-
wave radar system (Brennan et al., 2014; Nicholls et al., 2015) with a 200 MHz bandwidth and
fc = 300 MHz center frequency. This radar emits linearly polarized electromagnetic waves
using a slot antenna where the direction of the polarization plane is aligned with the direction
of the electric �eld vector (E) in the antenna as shown in Fig. 2.2a.

We use terminology from satellite radar polarimetry to dis- tinguish the directions of the
polarization with H and V, al- though, in a nadir-looking geometry, these are arbitrarily de-
termined because H and V both have horizontal polarization plane at depth. Here, we name the
horizontal (H) and vertical (V) polarization plane consistent with Jordan et al. (2019). However,
we want to point out that this de�nition is di�erent to the one applicable to seismic shear waves,
where vertical receivers have a vertical component upon re�ection at depth for non-vertical
angles of incidence, and vice versa. The model coordinate system is shown in Fig. 2.2c. The
aerial line (TR) connects transmitter (Tx) and receiver (Rx), and by convention, we assume that
H is parallel to TR; v1 and v2 are the horizontal eigenvectors which align with the direction
of the smallest (ε′x) and largest (ε′y) horizontal principal permittivity, respectively (Fujita et al.,
2006; Jordan et al., 2019). Hence, θ = 0◦ if H is aligned with v1. The angle α is measured by
compass with ±15◦ uncertainty for georeferencing the data. Here, we use polar stereographic
coordinates, where counterclockwise rotation is positive.

Radar data at all the sites were collected at a �xed α, obtained from di�erent antenna ori-
entation in co-polarization (HH, VV) and cross-polarization (HV, VH) con�gurations (Harg-
reaves, 1977; Fujita et al., 2006) as shown in Fig. 2.2b. We refer to these measurements as quad-
polarimetric measurement. Radar data at Dome C were collected at 20 sites in January 2014. One
of the sites is located within walking distance of the ice core site EDC. The remaining 19 sites
(termed E(ast)0-E18, and W(est)0.5-W18, with the numbers relating to the distance in kilometers
away from the dome) are aligned in a pro�le which is approximately perpendicular to the long
axis of the dome and parallel to the �owline (Fig. 2.1a). At EDML, data were collected in January
2017, approximately 2.7 km northeast of the ice core site EDML (Fig. 2.1b). More information
related to the individual ApRES sites is shown in Appendix 6.1.
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Figure 2.2: (a) Bird’s-eye view of the ApRES slot antenna with the direction of the electric �eld vector (E).
(b) The terminology of the co-and cross-polarized ApRES measurements de�ned using E. The direction
of wave propagation is into the page (

⊗
). (c) The model coordinate system where transmitting (Tx) and

receiving (Rx) antennas are connected with the aerial line (TR). The horizontal (H) and vertical (V) polar-
ization planes are de�ned so that H is parallel to TR. The directions of the ice fabric horizontal principal
axes are represented by v1 and v2. θ is the angle between H and v1, and α is used for georeferencing.

2.3.3 Background of Radar Polarimetry
Radio signal propagation through ice sheets is polarizationdependent because of the dielectric
anisotropy of the ice fabric. If the direction of v3 is vertical, and the remaining two eigenvectors
(v1,v2) are in the horizontal plane, then the relation between the depth pro�le of the dielectric
permittivity tensor and the orientation tensor is given by Fujita et al. (2006):

ε′(z) =

ε′x 0 0
0 ε′y 0
0 0 ε′z

 =

ε′⊥ + ∆ε′λ1 0 0
0 ε′⊥ + ∆ε′λ2 0
0 0 ε′⊥ + ∆ε′λ3

 . (2.3)

For the dielectric permittivity at radio frequencies perpendicular to c axes, we use ε′⊥ = 3.15
(Fujita et al., 2000), which is slightly lower than the value found by Bohleber et al. (2012). The
value of a dielectric anisotropy for a single crystal is set to ∆ε′ ≈ 0.034 (Matsuoka et al., 1997).
The vertical v3 assumption in this study is justi�ed through measurements at the EDC ice core,
where the direction of v3 varies only by about 5◦ around the vertical (Durand, Svensson, Pers-
son, Gagliardini, Gillet-Chaulet, Sjolte, Montagnat, and Dahl-Jensen, 2009). Elsewhere in ice
sheets, this may not be the case, which will cause an additional source of horizontal birefrin-
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gence (Matsuoka, Wilen, Hurley, and Raymond, 2009; Jordan, Schroeder, Castelletti, Li, and Dall,
2019).

We model radio wave propagation through birefringent ice using the method developed by
Fujita et al. (2006). It includes transmission and re�ection of initially linearly polarized waves
emitted with two polarization modes (H and V, with direction de�ned in the previous section).
If z is the depth from the surface (positive downward), it assumes strati�ed ice with i = 1,. . .N
layers predicting the radar response as a function of the emitted polarization plane and ice fabric
parameters. Radar transmission (T) and re�ection (Γ) are represented by 2×2 matrices only be-
cause radar signal propagation is insensitive to the vertically directed v3. The transmitted radar
wave ET and the corresponding radar re�ection ER are 2 × 1 vectors, with each component
containing the electric �eld information of the H and V polarization components, respectively
(Doake et al., 2003). Because only relative phase and amplitude variations are considered, all in-
formation about the radio wave transmission and re�ection can be inferred from the scattering
matrix (S) at layer N :

ER = SNET , (2.4)
containing the complex scattering unit

SN =

(
sHH sV H
sHV sV V

)
N

=

D2(zN )

N∏
i=1

[R(θN+1−i)TN+1−iR
′(θN+1−i)]R(θi)ΓiR

′(θi)

N∏
i=1

[R(θi)TiR
′(θi)], (2.5)

where D and R are the depth factor and rotation matrix, respectively. The four elements of
the scattering matrix are described as co-polarized scattering signals (sHH and sV V ) and cross-
polarized scattering signals (sHV and sV H ).

To consider the polarization dependence of the re�ection boundary, we formed the re�ection
ratio

r =
Γy
Γx
, (2.6)

where Γx and Γy are the elements of the re�ection matrix Γ known as complex amplitude
re�ection coe�cients (Ackley and Keliher, 1979; Ulaby and Elachi, 1990; Fujita, Matsuoka, Ishida,
Matsuoka, and Mae, 2000; Fujita, Maeno, and Matsuoka, 2006) . Here we only use the real part
of Γx and Γy . Therefore, r is a scalar quantity. Further details about the radar forward model
implementation and de�nition of all the parameters in Eq. (2.3.3) are described in Appendix 6.2
and Fujita et al. (2006).

The parameters of interest that we aim to infer from the radar observations for each layer
are the horizontal anisotropy ∆λ = λ2 − λ1, the ice fabric orientation angle θ, and the re-
�ection ratio r. All of these quantities may vary with depth. Much information is gained by
interpreting the coherence phase di�erence between sHH and sV V , which is a crucial devel-
opment in the works from Dall (2010), extended by Jordan et al. (2019). The coherence phase
di�erence φHHV V is the argument of the complex polarimetric coherence CHHV V , estimated
via a discrete approximation,

CHHV V =

∑M
b=1 sHH,b · s∗V V,b√∑M

b=1 |sHH,b|2
√∑M

b=1 |sV V,b|2
, (2.7)
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with * as complex conjugate,

φHHV V = arg (CHHV V ), (2.8)

whereM is the number of range bins used for vertical aver- aging, and b is the summation index.
The depth gradient of φHHV V provides a way to relate the local phase gradient to ∆λ at the
direction of the horizontal principal axes (Jordan et al., 2019, 2020)

Ψ =
2c
√
ε′

4πfc∆ε′
dφHHV V

dz
, (2.9)

with

∆λ(z) = Ψ(z, θ = 0◦, 90◦). (2.10)

The coherence magnitude 0 < |CHHV V | < 1 also tracks phase errors so that unreliable regions
with φHHV V can be avoided (Jordan et al., 2019, 2020). Therefore, we restrict the analysis to the
top 2000 m, where typically |CHHV V | > 0.4.

The ApRES stores the deramped signal (Brennan et al., 2014; Jordan et al., 2020), which is
not represented in Eqs. (2.7) and (2.8). The deramping corresponds to a complex conjugation
of CHHV V (Jordan et al., 2020). Therefore, we use Eq. (2.7) for the models and the conjugate
of Eq. (2.7) for the radar data to calculate the coherence phase. We simpli�ed Eq. (2.3.3) to a
single-layer case (Appendix 6.3), showing that the polarity of Ψ can di�erentiate the direction
of v1 and v2 (Appendix 6.4). If the coherence phase is based on the received signal, v2 is in
the direction of Ψ > 0 (i.e., TR ‖ v2), and v1 is in the direction of Ψ < 0 (i.e., TR ‖ v1). When
using observations, the depth gradient calculation of φHHV V is inherently di�cult because any
di�erencing scheme ampli�es noise (Chartrand, 2011). We follow Jordan et al. (2019) and apply a
1D convolutional derivative on both real and imaginary components of the complex coherence,
which also avoids phase unwrapping.

In Appendix 6.5, we show that the quad-polarimetric measurement (Fig. 2.2c) can be used
to synthesize the full radar return from any antenna orientation using a matrix transformation

SN (θ ± γ) = R(θ ± γ)SN (θ)R′(θ ± γ), (2.11)

where γ is the angular o�set from θ. Equation (2.11) is the mathematical equivalent to rotating
the antennas in the �eld for each polarimetric con�guration. As demonstrated in Fig. 6.1, we
�nd no signi�cant di�erences between the synthesized and the full azimuthal rotation dataset
with 22.5◦ increments.

2.3.4 Demonstration of Anisotropic Signatures in Radar Data Using a
Synthetic Model

For a given depth pro�le of ∆λ(z), θ(z), and r(z), the radar return can be simulated using the
forward model described by Eqs. (2.4)-(2.3.3). We show a seven-layer synthetic model in Fig.
2.3 to visualize features in the radar data, which can be linked to ice fabric parameters. The
model parameters used to generate Fig. 2.3 are shown in Table 2.2. Power anomalies illustrate
the e�ects of anisotropic ice

δPxx(θ, z) = 20 log10

(
|sxx(θ, z)|

1
n

∑n
b=1|sxx(θb, z)|

)
for xx = HH, VV, HV, VH, (2.12)
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Figure 2.3: A seven-layer synthetic model generated by Eq. (2.3.3) using the model parameters in Table 2.2.
Horizontal dashed black lines are the layer boundaries with layer numbers from L1 to L7. (a) HH power
anomaly (δPHH ) representing co-polarization node (CPN) and node angular distance (AD). (b) HHVV
coherence phase (φHHV V ) displaying dipole co-polarized node (DN) and node angular width (AW). (c)
HV power anomaly (δPHV ) representing cross-polarization extinction (CPE). (d) Scaled phase gradient (9)
displaying the direction of v1 (yellow squares in blue areas) and v2 (yellow squares in red areas). The
magnitude of Ψ at the black dots is the value of horizontal anisotropy (∆λ).

where |sxx| is the amplitude of the complex received signal, and n is number of angular incre-
ments for θ. In δPHH . In δPHH , a number of co-polarization nodes (CPNs) occur, which result
from destructive superposition of ordinary and extraordinary waves (Fig. 2.3a). The number of
nodes per layer is only a function of ice fabric anisotropy in that layer, with higher horizontal
anisotropy resulting in more nodes. The nodes occur at a variable angular distance (termed
AD in Fig. 2.3a) if anisotropic re�ection is relevant (e.g., L2 and L3 in Fig. 2.3a). The angu-
lar dependency of the co-polarization nodes on anisotropic scattering can be identi�ed using a
depth-invariant ice fabric orientation (constant θ). Previously, Fujita et al. (2006) approximated
the correlation between AD and r with a linear regression. As detailed in Appendix 6.6 we
improved this by �nding the analytical solution

r =
1

tan2(AD2 )
. (2.13)

Di�erences in both approaches are illustrated in Fig. 2.4. Two important features in δPHH
are therefore the frequency of occurrence of co-polarization nodes with depth (a �rst-order
proxy for the horizontal anisotropy) and their angular distance (a mixed proxy for anisotropic
re�ections or depthvariable ice fabric orientation). δPHH can be 90◦ (e.g., L2) or 180◦ (e.g., L3)
symmetric if rdB = 0 or rdB 6= 0, respectively. In a depth-invariant ice fabric orientation, the
minima in δPHV align with v1 and v2, termed cross-polarization extinction (CPE in Fig. 2.3c).
Using the radar forward model, this can be derived analytically for a single-layer case as

δPHV (θ, z) = 20 log10

(
sin(θ, z) cos(θ, z)

1
n

∑n
b=1 sin(θb, z) cos(θb, z)

)
, (2.14)
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Figure 2.4: Dependence of re�ection ratio on the azimuthal di�erence between two nodes as determined
by Fujita et al. (2006) and through Eq. 2.13.

where the solutions are at θ = 0◦ and ± 90◦. In multi-layer cases, where θ changes with depth
(e.g., L6 and L7 in Fig. 2.3b), δPHV also depends on other parameters, making it di�cult to infer
θ using δPHV alone.

The co-polarization nodes in δPHH can also be observed in φHHV V (termed DN in Fig.
2.3b). The depth of the node can be automatically estimated at the zero-phase transition. Unlike
δPHH , the nodes in φHHV V are 90◦ anti-symmetric, and their polarity is insensitive to r. This
can be used to determine the directions of v1 and v2. The angular width of the nodes (termed
AW in Fig. 2.3b) decreases when rdB 6= 0 (e.g., L3 or L4). The absolute value of Ψ at the principal
axis’s directions (v1 or v2) is a �rst-order proxy for ∆λ at a given depth (Eq. 2.10, Fig. 2.3d).
Since the scaled phase gradient (Fig. 2.3d) is anti-symmetric, and only the positive gradient is
in the direction of v2, we mask negative parts of Ψ from now on.

Table 2.2: The model parameters used to generate Fig. 2.3. In Eq. (2.3.3), components of T are calculated
from ∆λ assuming ε′x = 3.15, and components of Γ are calculated from r assuming Γx = 10−12. The
vertical gridding of the model is 1 m.

Layer Name Depth [m] ∆λ [−] r [dB] θ [◦]
L1 0-500 0.025 0 45
L2 500-1000 0.2 0 45
L3 1000-1500 0.2 10 45
L4 1500-2000 0.2 -10 45
L5 2000-2500 0.2 -10 135
L6 2500-3000 0.45 -20 135
L7 3000-4000 0.2 0 120
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2.3.5 An Inverse Approach to Infer Ice Fabric from Quad-Polarimetric
Returns

Fujita et al. (2006) focused on the power anomalies from co- and cross-polarized measurements
(δPHH , δPHV ). Dall (2010) and Jordan et al. (2019) included the coherence phase gradient (Ψ)
to quantify the ice fabric horizontal anisotropy ∆λ). However, particularly for multi-layer cases
where the ice fabric parameters vary with depth, there has not yet been an established procedure
for how ice fabric parameters can be reliably inverted from observations. Here, we use the
previous work from Fujita et al. (2006), Dall (2010), and Jordan et al. (2019) and provide additional
justi�cation to infer all the ice fabric parameters in a continuous depth pro�le.

Our approach involves data preprocessing, initializing the model parameters, and parameter
optimization using a constrained multivariable non-linear least-square inverse approach (Pow-
ell, 1983; Waltz et al., 2006). All the three eigenvalues are then estimated from the estimated ∆λ
and optimized r using a top-to-bottom, layer-by-layer approach assuming isotropic ice at the
surface.

Data Preprocessing

The full angular response is synthesized from HH, VV, and HV observations for a single TR
orientation (θ) using Eq. (2.11) at 1◦ increments. The amount and method of smoothing applied
to the data depend on nodes’ vertical frequency and the phase polarity’s sharpness. The power
anomalies are smoothed by moving-average and 2D Gaussian convolution. The coherence phase
(φHHV V ) is inherently smoothed, depending on the size of the depth window in Eq. (2.7), while
its gradient (Ψ) is smoothed with a 1D Gaussian convolution at each azimuth.

Model Parameterization

We investigate two parameterization types for the free model parameters (θ, ∆λ, r) with depth:
piecewise constant and a superposition of Legendre polynomials. The former has the highest
number of free model parameters but can capture abrupt variability with depth. The latter has
a reduced set of free model parameters with improved performance during the inversion but
varies more smoothly with depth. At Dome C, no abrupt variability is visible in the data so
that we use the Legendre polynomials with 40 free model parameters (30 for θ, and 10 for r).
At EDML, because of abrupt depth variability in r and θ, we default to the piecewise constant
parameterization, resulting in 80 free model parameters (40 piecewise constant intervals at 50
m spacings for r and θ).

Derivation of Initial Guess

The non-linear optimization problem depends on a wellde�ned initial guess based on our infer-
ences from the synthetic data. Initial guesses of variables are marked with superscript 0. We
�rst derive the initial guess for the orientation of the ice fabric θ0(z) using the minima in δPHV ,
polarity in φHHV V , and the sign of Ψ. We then infer ∆λ0(z) using the absolute value of Ψ at
the minima of δPHV . The initial guess for r0dB(z) is zero. The underlying assumption for all of
the initial guesses is that θ does not vary signi�cantly with depth.



Chapter 2 27

Cost Function and Optimization

We optimize θ and r for all depth intervals, while at this stage we accept the estimated ∆λ0

for horizontal anisotropy. There are a number of possible model data mis�t metrics of power
anomalies and phase di�erences,

JφHHV V
= ||φobs.

HHV V − φmod.
HHV V ||2, (2.15)

JδPHH
= ||δP obs.

HH − δPmod.
HH ||2, (2.16)

JδPHV
= ||δP obs.

HV − δPmod.
HV ||2, (2.17)

and the total mis�t between the observed (obs.) and the modeled data (mod.) is de�ned as

Jtotal = l1(JφHHV V
) + l2(JδPHH

) + l3(JδPHV
), (2.18)

where l1, l2, and l3 are constants (0 or 1). Note that φ and δP in Eqs. 2.15 to 2.17 are standardized.
In Table 2.3, we show the values of l1, l2, and l3 that we used for Dome C and EDML sites. The
coherence phase mis�t was not applicable in EDML due to strong ice fabric anisotropy. To
further constrain the inversion, we set bounds on the model parameters so that 0 < ∆λi < 0.5,
0◦ < θi < 180◦, and −30 dB < ri < 30 dB. This is implemented in the cost function in the
form of log-barrier functions using MATLAB’s fmincon algorithm.

Table 2.3: The constant l1, l2, l3 for ice fabric parameters θ and r at Dome C and EDML.
Site θ r

Dome C 1,0,0 0,1,0
EDML 0,1,0 0,1,0

2.3.6 Reconstruction of All Eigenvalues

Once the radar forward model is optimized, we attempt to reconstruct all the three eigenvalues
in a top-to-bottom approach. We use an additional assumption for the standard scattering model
where the re�ection coe�cient can be described using the Fresnel equations (Paren, 1981; Drews
et al., 2012). If anisotropic scattering is caused by depthvariable ice fabric, then the re�ection
ratio at the interfaces i and i+ 1 can be approximated by

ri = ±

√(
λ2i − λ2i+1

λ1i − λ1i+1

)2

. (2.19)

Here, for the sake of simplicity, we only use the positive results for r. Solving Eq. 2.19 using the
optimized r and ∆λ can fully reconstruct λ1, λ2, and λ3 in a nadir geometry, which will resolve
the ice fabric types’ ambiguity, as explained in Appendix 6.7. At the surface, ice is assumed to
be isotropic (an assumption that we discuss later in Sect. 2.5.1) so that λ11 ≈ 0.33, allowing λ21
and λ31 to be inferred from the estimated ∆λ1

λ21 = ∆λ1 + λ11, (2.20)
λ31 = 1− λ21 − λ11. (2.21)
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The eigenvalues for the surface can be estimated by iterating through Eqs. (2.20) and (2.21) and
decreasing the value of λ11 by 1.0 ·10−5 at each iteration until all the surface eigenvalues ful�ll
the requirements in Sect. 2.3.1. For deeper layers i+1, all three eigenvalues can be reconstructed
analytically by solving

λ1i+1 = λ1i −
(

∆λi −∆λi+1

ri − 1

)
(2.22)

for λ1i+1 and inferring λ2i+1 and λ3i+1 with

λ2i+1 = ∆λi+1 + λ1i+1, (2.23)
λ3i+1 = 1− λ2i+1 − λ1i+1, (2.24)

where Eq. (2.22) is a reformed version of Eq. (2.19). However, errors during the optimization
may result in a reconstruction of the three eigenvalues, which do not comply with limits inferred
in Sect. 2.3.1. In that case, ∆λ and r are varied in a systematic search to �nd eigenvalues within
the permissible limits. Solutions, in this case, are not unique, and additional constraints on
the vertical gradients are required. Here, we use the vertical gradient between the two largest
adjacent eigenvalues, where−5.0 ·10−4 < λ3i−λ3i+1

zi−zi+1
< 1.5 ·10−3 and |λ3i−λ3i+1

zi−zi+1
| > 1.0 ·10−6.

This correction does not signi�cantly alter the results from the previous section but assures that
the inferred eigenvalues are internally consistent.

2.4 Results

2.4.1 Ice Fabric Parameters from Polarimetric ApRES at EDC

Polarimetric ApRES data collected at EDC are shown in Fig. 2.5a–d. A co-polarization node
occurs at 1100m depth, and a second node develops at about 2000m depth (Fig. 2.5a, b). The
existence of only one pair of nodes over 2000m indicates comparatively small horizontal ice
anisotropy (i.e., low ∆λ), similar to what has been observed at Dome Fuji (Fujita et al., 2006).
The angular distance between the two copolarization nodes is close to 90◦, consistent with r
close to 0 dB (Fig. 2.5a). δPHV shows little depth variability (Fig. 2.5c), suggesting that the ice
fabric orientation angle (θ) does not vary strongly with depth. The scaled phase derivative (Ψ,
Fig. 2.5d) is unclear in terms of polarity for the top 150 m. Below that, the polarity more clearly
indicates the orientation of the largest horizontal eigenvectors.

Optimized model results in Fig. 2.5e–h reproduce the principal patterns of the radar obser-
vations. The reconstructed eigenvalues (Fig. 2.5i) capture the observed transition from isotropic
to a girdle-type ice fabric in the ice core data. The reconstructed horizontal anisotropy (Fig. 2.5j)
captures the mean well (∆λ(z>150m) = 0.037), albeit showing less depth variability than the ob-
servations. Note that there is no signi�cant change in the eigenvalues and horizontal anisotropy
at a depth of the node’s occurrence since the node’s depth depends on the integration of the hor-
izontal anisotropy above that depth and not at that depth. The ice fabric orientation at the top
150 m is poorly constrained due to the low horizontal anisotropy (Fig. 2.5k). The mean ori-
entation of v2 below 150 m is 124◦ relative to true north, which is almost perpendicular to
the surface �ow direction towards 45◦. The orientation cannot be validated with ice core data,
which is azimuthally unconstrained. The mean estimated re�ection ratio below 150 m is low
(r(z>150m) = −3 dB, Fig. 2.5l), indicating that the role of anisotropic re�ections is small.
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δδ δδ

Figure 2.5: Results for EDC: (a)–(d) radar observations, with green lines in (c) and (d) marking the minima
in δPHV . (e)–(h) Optimized model output capturing the principle patterns of the observations. (i)–(l)
Inferred model parameters validated with ice core data (Durand et al., 2009) in terms of eigenvalues (i) and
horizontal anisotropy (j). The inferred v2 is perpendicular to the mean surface �ow direction (k), and the
anisotropic re�ection ratio is small (l). Note that the negative Ψ values in (d) and (h) are masked for a
better demonstration of v2 orientation.

2.4.2 Ice Fabric Parameters from Polarimetric ApRES at EDML

Next, we apply the inverse approach to ApRES data collected at the EDML drill site. Contrary
to what has been observed at EDC, co-polarization nodes can barely be localized in δPHH as
no 90◦ symmetry is apparent (Fig. 2.6a). This indicates that anisotropic scattering is relevant
(r 6= 0 dB), as already noticed earlier (Drews et al., 2012). Moreover, the coherence phase shows
many nodes (Fig. 2.6b), indicating a much stronger horizontal anisotropy (i.e., large ∆λ). This is
comparable to the ice core at Mizuho, equally located in a �ank �ow regime (Fujita et al., 2006).
Although δPHV shows almost no depth variability in ice fabric orientation (Fig. 2.6c), it is not
straightforward to identify the direction of v1 and v2 using the polarity of Ψ because of the
strong ice anisotropy (Fig. 2.6d).

The optimized model (Fig. 2.6e–h) reproduces all basic features seen in the radar data. In-
ferred model parameters closely follow the ice core measurements both in terms of absolute
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eigenvalues (Fig. 2.6i) and horizontal anisotropy (Fig. 2.6j). A shallower development of the
girdle ice fabric compared to EDC is detected. At this site, the mean ice fabric anisotropy at the
top 200 m is weak, but in comparison to EDC it is strong enough to detect the ice fabric orienta-
tion. The mean estimated horizontal anisotropy below 200 m in EDML (∆λ(z>200m) = 0.265)
is more than 7 times stronger than EDC. The mean inferred orientation of v2 below 200 m is
174◦ relative to true north (Fig. 2.6k). Similar to EDC, this is near-perpendicular to the ice �ow
direction at the surface towards 90◦. The estimated re�ection ratio in EDML (Fig. 2.6l) can be
divided into two major zones (r(200m<z<850m) = 16 dB, and r(z>850m) = −15 dB). Contrary
to EDC, anisotropic re�ections are more relevant, and the previously suggested existence of two
anisotropic scattering zones above and below approx. 850 m (Drews et al., 2012) appears in the
observations and the optimized model output.

δδδδ

Figure 2.6: Results for EDML: same as Fig. 2.5, with the exception that the measured parameters in (i)
and (j) are from Weikusat et al. (2017).

2.4.3 Spatial Variability of Ice Fabric Parameters in the Local Dome-
Flank Transition Zone

After investigating speci�c characteristics of a dome position (EDC) and a �ank-�ow regime
(EDML), we next investigate a local dome-to-�ank transition (36 km). At Dome C, 19 sites are
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located along a pro�le extending 18 km away to either side from the local ice dome (Fig. 2.1a),
and a summary of the results is presented in Fig. 2.7. We focus on the upper 2000 m, where
the signal-to-noise ratio and the coherence magnitude are su�ciently high. All stations yield
coherent results, showing an isotropic ice fabric that gradually evolves into a weak girdle with
depth. The depths of the �rst co-polarization nodes can be detected at all sites (dashed green line
in Fig. 2.7b). It is shallowest beneath the dome and moves to larger depths further away from
the dome in the �anks. The depth variability in the co-polarization nodes results in a ∆λ that is
most anisotropic beneath the dome and less anisotropic in the �anks (Fig. 2.7c). The orientation
of the eigenvectors is poorly constrained in the upper 200 m. At larger depths, they are oriented
parallel (v1) and perpendicular (v2) to the surface �ow direction, in line with what is inferred
in Sect. 2.4.1.

(a)

(b)

(c)

(d)

Figure 2.7: Ice fabric evolution in the local dome-to-�ank transition at Dome C. (a) Surface (Howat et al.,
2019) and bed (Morlighem et al., 2020) elevation in meters above sea level. Yellow circles are the measured
bed elevation from radar power return at each site. (b) Observed polarimetric coherence phase di�erence
(φHHV V ) at each site. The dashed green line connects the nodes at each site. (c) The optimized horizontal
anisotropy (∆λ). (d) The optimized orientation of the largest horizontal eigenvector (v2). The red rectan-
gle in the legend marks the surface �ow direction. All panels are corrected for the surface elevation, i.e.,
statically corrected.
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2.5 Discussion

2.5.1 Radar Polarimetry as a Tool to Characterize Ice Fabric Variability
Horizontally and Vertically

The method we developed in this study extracts the depth variability in ice fabric horizontal
anisotropy (∆λ) and anisotropic re�ection ratio (r), which leads to estimating all three eigen-
values required for the second-order ice fabric orientation tensor. We also estimate the geo-
referenced ice fabric orientation (v2) as a function of depth. The results of our method are
comparable with laboratory measurements (Durand et al., 2009; Weikusat et al., 2017) and could
be integrated into anisotropic ice �ow models (Azuma, 1994; Azuma and Goto-Azuma, 1996;
Gagliardini et al., 2009). Our main assumption is that the strongest eigenvector (and with it the
orientation tensor) is aligned in the vertical.

In terms of the data preprocessing, there are no structural di�erences in our data between
synthesizing the polarization dependency out of a single set of quad-polarimetric measurements
(Appendix 6.5) and the more common polarimetric measurements in glaciology, where antennas
are kept parallel or perpendicular while being rotated several increments between 0 and 180◦

(Fujita et al., 2006). In addition to signi�cantly reducing the �eld time for data acquisition, an
advantage of these measurements is that the georeferencing error only occurs once during an-
tenna setup and is not accumulated over multiple re-positioning cycles. However, it is required
that the data have a su�ciently high signal-to-noise ratio (e.g., using |CHHV V |) in order to not
synthesize misleading symmetries out of noise.

The signal quality and noise level, particularly in the HHVV coherence phase, are impor-
tant. In areas with high horizontal anisotropy and consequently densely spaced coand cross-
polarization nodes (i.e., the EDML case), care needs to be taken that the denoising does not
average over multiple nodes. Derivation of the initial guess for the inverse approach depends
on the data quality and is guided by characteristic features in synthetic forward models, some of
which can be analytically described for one-layer cases. Multi-layer cases, however, are di�cult
to interpret, particularly if the ice fabric orientation (v2) changes strongly (by several tens of de-
grees) with depth (e.g., ice shelves and glaciers). Fortunately, this does not appear to be the case
for the data presented here (Figs. 2.5k, 2.6k) so that the initial guess already results in a forward
model that adequately captures characteristic features in the data. The optimization improves
the model–data mis�t but does not lead to signi�cant di�erences with our �rst informed guess.
Nevertheless, this step is required to predict the depth variability in all the three eigenvalues
(Sect. 2.3.6).

The reconstruction of the eigenvalues assumes isotropic ice and �rn for the surface (λ1 =
0.33). This is reasonable for the dome and �ank-�ow settings considered here but may need to
be revisited in other settings where ice fabric can develop near the surface as ice streams and
ice shelves. More critical is the re�ection ratio itself, which is ill-constrained in magnitude and
ampli�es small changes in the eigenvalues across the re�ection boundaries. This is mitigated
by the range of allowed eigenvalues (Sect. 2.3.1), and it is those constraints that facilitate the
derivation of all eigenvalues from the anisotropic re�ection ratio. The predicted eigenvalues
(λ1, λ2, and λ3) in this method show a good match to the ice core observations in both cases.

The azimuthal constraints that radar polarimetry provides can, in general, not be validated
by ice core measurements, with few exceptions (e.g., Westho� et al., 2020). However, the align-
ment of the ice fabric principal axes with the surface-�ow direction detailed below adds credibil-
ity to our inferences and shows advantages of this approach over previous attempts focusing on



Chapter 2 33

the power anomalies only (Fujita et al., 2006; Matsuoka et al., 2012). The underlying reason for
this is that the polarity of the depth gradient of the polarimetric coherence phase is independent
of anisotropic scattering.

The inversion requires an initial guess (Sect. 2.3.5) that is based on experience from synthetic
test cases. In our experience with radar polarimetry and the explored ice dynamic context,
this grants a robust solution, also because a wrong initial guess results in a large model–data
mis�t that can be identi�ed easily. In the future, this can be improved by using gradient-free
optimization schemes (e.g., in a Bayesian framework) that can correct for a poor initial guess by
exploring the parameter space more systematically.

Our strongest assumption is that the strongest eigenvector (v3) should be close to vertical.
While this assumption is justi�ed here, as �ow at domes is dominated by vertical compression,
and the crystal c axis tends to be aligned in the vertical, it may not apply elsewhere in ice sheets
and cause an additional source of horizontal birefringence (Matsuoka et al., 2009). While it is
possible to explore other e�ects than that of the largest eigenvector being vertical (Jordan et al.,
2019, p. 13), it is impossible to circumvent the fact that the radio wave propagation is vertical
and hence insensitive to changes along that direction. In the future, we envision the use of wide-
angle surveys with curved ray paths (e.g., Winebrenner et al., 2003) to overcome this limitation.

With the assumptions mentioned above, radar polarimetry is now a step closer to constrain
the second-order orientation tensor. However, this is still not the full representation required to
characterize all ice fabric types, for example because a strong vertical girdle and weak horizontal
cones will have a similar second-order orientation tensor. A combination with seismic studies
recovering the fourth-order elasticity tensor (Diez and Eisen, 2015; Diez et al., 2015) is therefore
still warranted.

2.5.2 Spatial Variability of Ice Fabric Types in Dome-Flank Transitions

We now investigate our inferred characteristics of ice fabric variation at the dome, where �ow
is dominated by vertical compression, compared with the �anks, where �ow is dominated by
vertical shear. Our inverse approach shows higher horizontal ice anisotropy at EDML compared
to Dome C throughout the ice column. This increase from the dome to the �ank supports earlier
inferences that ice anisotropy is larger in areas with signi�cant horizontal strain compared to
settings where vertical compression is dominant (Fujita et al., 2006; Matsuoka et al., 2012). This
is in contrast, however, with the observed decrease in ice anisotropy in the Dome C transect
(Fig. 2.7c), where the ice fabric is more anisotropic at the Dome compared to the �anks. Our
hypothesis is that this near-�eld anomaly re�ects ice dynamic modi�cation of ice fabric through
the Raymond e�ect (Raymond, 1983). Martín et al. (2009a) predict local ice-dynamically induced
ice fabric variability up to approximately �ve ice thicknesses to either side of ice divides. The 36
km long Dome C transect images an ice thickness of about 3000 km and hence approximately
covers this domain. The absence of Raymond arches in the radar stratigraphy beneath Dome C
(Cavitte et al., 2016, p. 325) suggests that these need a longer time to evolve, whereas the ice fabric
pattern likely re�ects the instantaneous operation of the Raymond e�ect. We acknowledge that
there are other explanations for the ice fabric pattern under Dome C, such as across-pro�le �ow
or bedrock in�uence. In any case, we want to highlight here how, due to the spatial extension of
our observations, our inferred ice fabric distributions combined with an anisotropic �ow model
can be used to test these and other hypotheses.

Focusing on the top 200 m of the inferred ∆λ and v2 reveals a signi�cant di�erence between
the two sites. At EDML, the ice fabric anisotropy is stronger in the top 200 m, resulting in a
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better-constrained ice fabric orientation, whereas at EDC it is entirely unconstrained (Figs.2.5d
and 2.6d). It appears that the ice fabric orientation develops more rapidly in areas with signi�cant
horizontal �ow compared to areas with essentially vertical compression only.

In both the EDML and Dome C areas, the inferred ice fabric orientation varies little over the
depth intervals considered, and in both cases, the inferred orientations line up with the surface
�ow �eld. More speci�cally, v1 is approximately oriented along-�ow, and v2 is approximately
oriented across�ow. Those directions also align with the principal strain rate components (Fig.
2.1) in Dome C (Rémy and Tabacco, 2000; Vittuari et al., 2004) and EDML (Drews et al., 2012).
In both cases, v2 is approximately parallel to the direction of the maximal principal strain rate
component, whereas v1 is aligned with the along-�ow minimal principal strain rate component.
At Dome C, where ice �ow velocities are low, derivation of the strain rate �eld is not trivial
and adds additional assumptions of the surface topography (Vittuari et al., 2004). Note that ice
is compressing in the direction of �ow and not extending, as is often assumed in simpli�ed
theoretical examples, which is why it is important to reference the ice fabric to the direction of
extension and compression and not the �ow.

The origin of the di�erence in radar polarimetry between EDC and EDML is the degree of ice
fabric alignment in the horizontal, which can be quanti�ed as the di�erence between the hori-
zontal eigenvalues of the orientation tensor. This di�erence is larger for EDML than for EDC.
Our study adds to the body of evidence that ice fabric is induced by �ow because the preferred
direction for horizontal ice fabric aligns with the direction of compression (Drews et al., 2012).
In addition, the stronger horizontal alignment of the ice fabric at EDML, compared to EDC, cor-
responds to a stronger compression that can be observed by comparing the strain ellipses in
Fig. 2.1. It is interesting to notice how sensitive radar polarimetry is to horizontal ice fabric
alignment, the main observable for downward-looking radar. Despite the small di�erences in
horizontal ice fabric eigenvalues at EDC (∆λ < 0.05 in Fig. 2.5j) our technique is able to recover
ice fabric in most of the column. This is of particular interest as the ice fabric could contain a
record of past changes in ice �ow conditions (Brisbourne et al., 2019).

More theoretical work is required to understand the vertical variability in horizontal anisotropy,
which is picked up in radar polarimetry through the strength of the anisotropic re�ection ratio.
At EDML, the re�ection ratio is a dominant and required factor to explain the radar signatures,
while at Dome C, it is close to negligible. Fujita et al. (2006) have observed a similar increase
in anisotropic scattering between Dome F and Mizuho, suggesting that this may be a generic
feature in ice sheets that requires more investigation. Contrary to EDML, the signal at Dome
C is dominated by birefringence, and the contribution of anisotropic re�ection is small. Yet, it
appears that it leaves a small signature in the data that can be detected. Moreover, our analysis
suggests that there are no other mechanisms (e.g., a directional interface roughness) contribut-
ing to anisotropic re�ections. This point requires con�rmation from other ice core sites because
the recovery of all three eigenvalues (and their corresponding directions) o�ers signi�cant pos-
sibilities of constraining ice fabric in ice sheets in general.

Although anisotropic re�ections at Dome C are small, there is a noticeable change in the
δPHH of direction in the depth interval from 1500–1700 m, which coincides with the transition
from Holocene to glacial ice, as is also the case for the EDML site (Drews et al., 2012). The
inversion does not pick up this feature in r as it is at the boundary of the domain (Fig. 2.5l),
and we do not have a complete understanding why glacial–interglacial transitions should be
accompanied by changing re�ection ratios. Nevertheless, this may provide us with an additional
tool to explore age–depth relationships at future ice core sites.
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2.6 Conclusion

We show here the spatial distribution of ice fabric in domes: from the summit, where �ow is
dominated by vertical compression, to the �anks, where �ow is driven by vertical shear. The
combination of co- and cross-polarized power anomaly along with the depth gradient of po-
larimetric coherence phase provides three major parameters and their changes over depth, i.e.,
the ice fabric orientation, horizontal anisotropy, and its vertical variability. We quantify these
changes using an inverse approach that extracts ice fabric information from radar polarimetry.
Our method approximates the full orientation tensor including the vertical ice anisotropy. This
information can be used in the future to better understand, for example, how susceptible the ice
is to shearing within the ice column (Azuma and Goto-Azuma, 1996). We validate our technique
with data from two ice core locations situated in contrasting ice �ow regimes. The inferred ice
fabric orientation aligns with the observed surface velocity and surface strain rate �elds. This
suggests that polarimetric radar is an ideal tool to map ice fabric characteristics elsewhere as
well.

We present ice fabric spatial distribution across a �ow plane at Dome C. The 20 ApRES sites
in that area are internally consistent, and small changes in the horizontal anisotropy can be hor-
izontally tracked in the polarimetric coherence phase. We detect a minor decrease in horizontal
anisotropy away from the dome that we tentatively link to the operation of the Raymond e�ect.
On larger spatial scales, the horizontal anisotropy increases in the �anks (i.e., at EDML), and
our �ndings are consistent with previous studies. Our analysis suggests that ice fabric charac-
teristics can now be reliably inferred in larger parts of Antarctica and the Greenland ice sheet,
given that more and more pro�les are recorded in a quad-polarimetric con�guration. This will
be a decisive step to further constrain the anisotropic nature of ice and better understand its
contribution to internal deformation.
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Abstract

Ice rises hold valuable records revealing the ice dynamics and climatic history of Antarctic
coastal areas from the Last Glacial Maximum to today. This history is often reconstructed from
isochrone radar stratigraphy and simulations focusing on Raymond arch evolution beneath the
divides. However, this relies on complex ice-�ow models where many parameters are uncon-
strained by observations. Our study explores quad-polarimetric, phase-coherent radar data to
enhance understanding near ice divides and domes, using Hammarryggen Ice Rise as a case
study. Analysing a 5 km pro�le intersecting the dome, we derive vertical strain rates and ice-
fabric properties. These align with ice core data near the summit, increasing con�dence in
tracing signatures from the dome to the �anks. The Raymond e�ect is evident, correlating with
surface strain rates and radar stratigraphy. Stability is inferred over millennia for the saddle
connecting HIR to the mainland, but dome ice-fabric appears relatively young compared to 2D
model predictions. In a broader context, quad-polarimetric measurements provide valuable in-
sights into ice-�ow models, particularly for anisotropic rheology. Including quad-polarimetric
data advances our ability to reconstruct past ice �ow dynamics and climatic history in ice rises.

3.1 Introduction

Ice rises are grounded, locally elevated, ice features surrounded by ice streams or ice shelves.
They form above areas of shallower bathymetry, which facilitates the accumulated ice to remain
above this area. This then results in a locally di�erent �ow regime (Matsuoka et al., 2015).
Promontory ice rises, such as Hammarryggen Ice Rise (HIR) (Fig. 3.1), are connected to the
main ice sheet via a saddle in the surface topography. They may form triple junctions near
their domes, from which three ridges extend into the ice-rise �anks. Ice rises have two main
characteristics that make them of particular interest: Firstly, they decelerate ice �ux from the
main ice sheet towards the ocean and consequently delay grounding-line retreat (Favier et al.,
2012, 2014; Favier and Pattyn, 2015; Schannwell et al., 2019; Henry et al., 2022). Secondly, they
are an archive for the local atmospheric and ice-dynamic history. The latter is accessible through
the interpretation of Raymond arches, which are anticlines in the ice stratigraphy that evolves
once a local ice dome or ice divide has formed (Raymond, 1983). The presence or absence of
Raymond arches provides insight into the ice-rise history, especially the temporal stability of
the con�guration, and can be used as a tie-point of the ice thickness to constrain continental
ice-�ow models. Such tie-points are important, as other constraints, such as exposure dating of
rock outcrops (Davies et al., 2012), are unavailable for most of the Antarctic perimeter.

Much progress in previous studies has guided the interpretation of observed Raymond stacks
(i.e., individual Raymond arches and their evolution with depth) in the context of the ice-dynamic
history of a respective catchment (Matsuoka et al., 2015). Clear signatures of transience are Ray-
mond stacks that do not align with contemporary ice divides (Nereson and Waddington, 2002),
such as at Siple Dome (Nereson et al., 1998). Fully evolved Raymond stacks that align with
the contemporary ice divide location are at the other end of the spectrum and indicate stabil-
ity (e.g., Derwael Ice Rise; Drews et al. (2015b)). Cases between these two end members (Goel
et al., 2020) are more di�cult to interpret and require advanced model-data comparison, includ-
ing thermomechanically-coupled full Stokes models with anisotropic rheology (Martín et al.,
2009a,b; Martín and Gudmundsson, 2012) and a dynamically evolving grounding line (Schan-
nwell et al., 2019, 2020; Henry et al., 2022).
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A drawback of the model-guided interpretation of observed Raymond stacks is the poorly
constrained parameter space. The arch amplitude is impacted by many factors, such as the
degree of non-linearity in the Glen’s �ow law exponent that de�nes a higher non-linearity
(Gillet-Chaulet et al., 2011; Bons et al., 2018) and leads to larger arch amplitudes (Martín et al.,
2009a,b; Drews et al., 2015b); the along-ridge �ow component, that leads to smaller arches
(Martín et al., 2009a,b); the bed topography, a bumpy bed can produce smaller arches (Kingslake
et al., 2014) basal sliding that leads to smaller arches (Petit et al., 2003) the surface mass balance,
localised erosion at the crest leading to larger arch amplitudes (Drews et al., 2015b; Conway
and Wilbour, 1999), the thinning/thickening history, that translates into larger/smaller arches
relative to present geometry (Martín et al., 2006; Goel et al., 2018); and the ice anisotropy that
a�ects the geometry of amplitudes of the arches (Martín and Gudmundsson, 2012).

Ice-core analysis, in combination with shallow and deep radar, can constrain the three-
dimensional ice geometry (Hindmarsh et al., 2011) and the Holocene surface accumulation his-
tory (Philippe et al., 2016; Goel et al., 2017; Cavitte et al., 2022). Strain measurements such as the
co�ee-can method (Hamilton and Whillans, 2000) and repeat surveys with phase-coherent radar
can provide additional constraints on the vertical strain rates (Kingslake et al., 2014). However,
other factors, such as ice anisotropy, remain unconstrained, resulting in ambiguous matching
of observed Raymond arch stacks with ice-�ow models (Drews et al., 2015b). Consequently, so
far, ice rises and their inferred dynamic history play a minor role in constraining larger-scale
ice �ow models (Bentley et al., 2014).

Phase coherent radar polarimetry using a ground-based phase-sensitive Radio Echo Sounder
(pRES) (Brennan et al., 2014) has seen much development in terms of inferring ice-fabric types
for various �ow regimes using the polarimetric coherence phase as a metric to extract informa-
tion from the birefringent radar backscatter (Dall, 2010; Jordan et al., 2019, 2020; Ershadi et al.,
2022b; Rathmann et al., 2022; Zeising et al., 2023). Anisotropic ice-�ow models of steady-state
ice rises (Martín et al., 2009a,b; Martín and Gudmundsson, 2012) predict strong gradients in ice-
fabric types on either side of an ice divide. However, this has thus far not been compared with
observations.

Here, we investigate to what extent ice-fabric properties can be derived from quad-polarimetric
radar data near a triple junction of HIR in Dronning Maud Land, East Antarctica. We validate
the inferred ice-fabric types with ice-core data near the summit and provide additional context
in terms of variability in vertical strain rates and corresponding signatures in the radar stratig-
raphy.

3.2 Study Area

Hammarryggen Ice Rise is a promontory ice rise located in eastern Dronning Maud Land (Fig.
3.1). It has a discernible dome at 367 m a s l (Howat et al., 2022) that is co-located with a triple
junction from which three ridge divides extend into the ice-rise �anks. The ice thickness at
the dome is approximately 550 m (Fig. 7.1). In 2019, the airborne ultra-wideband (UWB) radar
from the Alfred Wegener Institute was deployed to survey the area providing ice thickness and
internal ice stratigraphy data at multiple cross sections roughly oriented along the East-West
direction. A 263 m long ice core at the dome provided the age-depth relationship used to date
near-surface radar stratigraphy imaged with a di�erent ground-based radar in order to extrap-
olate the surface mass balance spatially (Cavitte et al., 2022). The ice core was also analysed
to investigate ice crystal fabric, and we will use these data to verify inferences drawn from 15
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quad-polarimetric radar observations. The average accumulation rate and mean ice thickness
within the 5 km pRES pro�le are reported as 0.4 m/a (Cavitte et al., 2022) and 550 m, respec-
tively. The ratio of both values provides a characteristic time scale (Martín et al., 2009a), tD ,
which for HIR is approximately 1400 years.

Figure 3.1: (a1) The location of study area in Antarctica. (a2) Hammarryggen ice rise, the white contour
lines and satellite background represents the surface elevation derived from the REMA dataset (Howat
et al., 2022) . Two green dashed lines represent the UWB �ight lines. The blue lines denote the approximate
position of the ridges. The black dot represents the location of the ice core and, the red line indicates the
pRES pro�le. (a3) pRES measurement points depicted as red dots in the inset. (a4) shows the ice thickness
at HIR (Morlighem, 2022). (b1) to (b3) A cross-sectional view along the extended pp’ pro�le, illustrating
key variables including surface elevation (Howat et al., 2022), bed elevation and ice thickness (Morlighem,
2022), surface velocity (SIA and Rignot et al. (2017)), and surface mass balance (Lenaerts et al., 2014; Cavitte
et al., 2022). The red shading corresponds to the location of the pRES pro�le.

3.3 Methods

In 2019, 15 static, quad-polarimetric measurements were taken along a 5 km pro�le crossing the
triple junction HIR in northwest-to-southeast direction (Fig. 3.1a2 - red line). At each site, we
infer the magnitude and the orientation of ice fabric with depth (Sect. 3.3.1). One static measure-
ment (site name p0) was taken at a few tens of metres distance from the ice core, which validates
our inference with values derived from ice-core data (Sect. 3.3.2). In 2020, all static sites were
revisited to determine the yearly-averaged vertical strain rates (Sect. 3.3.3). Additional geo-
physical context is provided with airborne radar pro�les (Sect. 3.3.4) and an approximation of
surface velocities and corresponding horizontal strain rates based on the shallow ice approxi-
mation (Sect. 3.3.5).
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3.3.1 Ice-Fabric Derived from Static, Phase-Coherent Radar

The quad-polarimetric data (Pattyn et al., 2023) at each site were collected with a �xed an-
tenna distance (5 m between centres), and with variable antenna orientation. Following the
notation from the satellite remote sensing literature, the two orthogonal polarisations are re-
ferred to as horizontal (H) and vertical (V), although they are both situated in the horizontal
plane. Each quad-polarimetric measurement consists of four individual measurements with co-
polarised (HH, VV) and cross-polarized (HV, VH) orientations. The data can be synthesised to
mimic a full azimuthal orientation of the antennas and variations in backscatter power are dis-
played correspondingly (Young et al., 2021; Ershadi et al., 2022b). The absolute, georeferenced
orientation of the baseline connecting the two antennas is determined with a compass with
approximately 15◦ uncertainty.

The backscattered power depends on the antenna orientation due to birefringence and anisotropic
re�ections that originate from aligned crystal orientation fabric (or in short ice-fabric) which
is mechanically and dielectrically anisotropic. The degree of anisotropy is typically described
using three eigenvectors (~v1, ~v2, ~v3) and eigenvalues (λ1, λ2, λ3 with λ1 < λ2 < λ3 and
λ1 + λ2 + λ3 = 1) which correspond to an ellipsoid best describing the crystal c-axis distri-
bution at a given depth interval. The theory of radar polarimetry is detailed in a number of
previous publications (Hargreaves, 1977, 1978; Fujita et al., 2006; Dall, 2010; Jordan et al., 2019,
2020). Here, we determine the horizontal ice fabric anisotropy (∆λH = λ2 − λ1) and its geo-
referenced orientation as the direction of the strongest horizontal eigenvector (~v2) using the
approach outlined in Ershadi et al. (2022b). This method employs HH and HV power anomaly
data and the HHVV coherence phase, de�ned as the argument of the complex polarimetric co-
herence and its scaled phase derivative, which estimates the depth variability of ∆λH and ~v2
assuming that one (in this case ~v3) of the eigenvectors is pointing vertically. Additionally, the
method allows for the estimation of all three eigenvalues assuming that ice is isotropic at the
surface. This enables the reconstruction of the vertical anisotropy (∆λV = λ3 − λ2) in a top-
to-bottom approach. For HIR speci�cally, we limit our analysis to a magnitude of coherence of
0.4 following recommendations from Jordan et al. (2019). This covers approximately the upper
400 m, corresponding to approximately 70% of the total ice thickness near the dome (Fig. 7.1).

In order to classify the observed fabric types and their evolution with depth we use a classi-
�cation scheme that uses logarithmic ratios of the eigenvalues to di�erentiate between cluster-
type (point maximum) and girdle-type ice fabrics (Woodcock, 1977). Shown here are K =
ln(λ3/λ2)
ln(λ2/λ1)

and C = ln(λ3/λ1). K distinguishes between a uniaxial girdle and a uniaxial clus-
ter, whereas C is a metric for the strength of the respective ice-fabric types.

3.3.2 Ice-Fabric from Ice-Core Data

During the 2018-2019 austral summer �eld season, a 263 m long ice core was drilled at the
summit of HIR (-70.49960◦S, 21.88019◦E, green dot in Fig. 3.1). The ice core was cut in 0.5
m sections on site, then packed, transported to and stored at the Laboratoire de Glaciologie
(Université libre de Bruxelles (ULB), Belgium) respecting the cold chain (temperature below -
25◦C) at all times. Dating and interpretation of a series of environmental and climatic proxies
for the upper 120 metres of the core are beyond the scope of this paper and are in Wauthy et al.
(2023) presented separately. Here we will focus on the ice-fabric properties of the entire ice core,
more speci�cally the eigenvalues of the eigenvectors, characterizing the ice-fabric anisotropy
that we aim to reconstruct from the pRES measurements.



42 3.3. Methods

To determine the eigenvalues of the ice fabric from the ice core, 114 regularly spaced 8 cm
high and 500 µm thick vertical thin sections of ice were produced following the standard pro-
cedure of Langway (1958). Crystal (optic) c-axes orientations were measured using the G-50
Automated Ice Fabric Analyzer (Russell-Head Instruments, e.g., Wilson et al. (2003)). Eigenvec-
tors and eigenvalues were calculated using the FAME software (Hammes and Peternell, 2016).
The same software was used to determine grain boundaries, to plot c-axis orientation density
distributions in a lower hemisphere, equal-area or Schmidt diagram. Schmidt diagrams are a
common representation in geology providing equi-areal 2D projections of the ice crystal’s c-
axes intersection with a lower hemisphere into the equatorial plane, chosen in the plane of the
vertical thin sections in this study. Density diagrams are constructed by counting the number
of c-axes falling in a reference counting circle displaced on a regular grid across the Schmidt
diagram.

3.3.3 Vertical Strain Rate

The sites used for the polarimetric surveys (Sect. 3.3.1) were marked with bamboo stakes and
revisited one year later. The phase-coherent repeat measurements enable tracking of the sub-
mergence of internal re�ections relative to the bed (Kingslake et al., 2014). This allows us to infer
yearly averaged vertical strain rates, a method which is commonly applied to ice shelves in order
to isolate the basal melt rate signal from observed thickness change (e.g., Nicholls et al. (2015);
Sun et al. (2019)). For HIR speci�cally, we calculated depth-averaged values for ice thickness
intervals over tens of metres in order to highlight signatures of the Raymond e�ect.

3.3.4 Airborne Radar Data

The airborne radar data were collected in December 2018 and January 2019 as part of CHIRP
(Channel and Ice Rise Project; Fromm et al. (2019)) using the ultra-wideband radar system (UWB)
of the Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research (AWI) with
a frequency range of 150-520 MHz. The system is an improved version of the Multichannel
Coherent Radar Depth Sounder (MCoRDS 5) developed at the University of Kansas, Center for
Remote Sensing and Integrated Systems (Rodriguez-Morales et al., 2014; Paden et al., 2021),
operated on AWI’s Polar6 BT-67 aircraft (Wesche et al., 2016a). The radar system consists of an
eight-element antenna array polarised in HH, which serves as a transmitter and receiver unit for
radar signals. Data acquisition and processing methods are detailed in (Koch and others, 2023,
in review) and are similar to those described by Franke et al. (2021) and Franke et al. (2022).
During CHIRP, the radar transmitted three-stage linear modulated chirp signals (1 µs low-gain,
1 µs high-gain and 3 µs high-gain to sound the upper, middle and deeper part of the ice column
in high quality) in a frequency range of 150-520 MHz and at an acquisition height of ∼360 m
above ground. Radar data processing was conducted with the CReSIS Toolbox (Paden et al.,
2021) and comprises pulse compression, synthetic aperture radar (SAR) processing with a wide
angular range, and array processing (Rodriguez-Morales et al., 2014; Hale et al., 2016; Franke
et al., 2022). The processed radar data have a range resolution of ∼0.35 m and an along-track
trace spacing of approximately 6 m. Here, we use selected sections of the airborne radar data
to analyse signatures of the Raymond arches beneath the dome and the landward-oriented ice
divide (Fig. 3.1).



Chapter 3 43

3.3.5 Shallow Ice Approximation: Surface Velocities and Strain Rates
Surface velocities at HIR are too slow to be reliably picked up by remote sensing data. Therefore,
we use the shallow-ice approximation (SIA; Hutter (1983); Greve and Blatter (2009)) as a rough
estimate of the surface velocity and maximum horizontal strain rate (ε̇max), whilst being aware
that a higher-order ice �ow model would be more accurate in the region. We use the calcu-
lated surface �ow direction and the maximum strain rate direction, ε̇max, to compare with the
estimated strongest horizontal anisotropy eigenvector, ~v2. The map of HIR with the estimated
magnitude and orientation of the surface velocity and maximum horizontal strain rate is shown
in Appendix 7.4.

3.4 Results

3.4.1 Internal Stratigraphy
The airborne UWB radar pro�les (Fig. 3.2) image ice thickness and internal radar stratigraphy (a.
k .a. the isochronal stratigraphy) in pro�les located near perpendicular to the local ice divides
(Fig. 3.1). The average ice thickness is between 500 and 600 m beneath the divides. The bed
increases in elevation towards the west and deepens from the triple junction into the landward
direction. The bed beneath the saddle (Pro�le B-B’) appears distinctly rougher than beneath
the dome area (Pro�le A-A’). The internal radar stratigraphy is clearly visible in both pro�les
but cannot be identi�ed unambiguously at depths deeper than the surface multiple (Koch and
others, 2023, in review). Continuous tracking of the stratigraphy is also di�cult in areas where
internal layers are more inclined (i.e., near the divides), and in areas where the �ight track is
curved (Fig. 3.1). Nevertheless, internal radar stratigraphy close to the surface appear deeper
in the south-eastern �anks compared to the north-western �anks, and their syncline arching
beneath the divide is clearly visible in B-B’ (i.e., beneath the saddle) and to a lesser extent also
along A-A’ (just north-west of the dome). The arches increase in amplitude with increasing
depth and are vertically aligned with today’s divide position (Fig. 3.1).

Figure 3.2: Airborne UWB radargrams crossing two ridges of the triple junction dome (A-A’) and the
saddle ridge (B-B’). Red curves highlight laterally coherent internal re�ection horizons, and red dashed
lines contain in parts data gaps, particularly in areas where the layers are more inclined.
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3.4.2 Inference of Ice-Fabric Parameters from pRES Measurements

We use the pRES measurement site closest to the ice-core site (marked p0 in Fig. 3.1) to illustrate
results from the quad-polarimetric analysis. The observations from the quad-polarimetric mea-
surements are displayed using multiple metrics. The HH Power anomaly (Fig. 3.3a) represents
the backscatter dependence as a function of antenna orientation and is indicative of anisotropic
re�ections, e.g., due to vertical variability in ice-fabric strength. The HHVV coherence phase
(Fig. 3.3b) shows the phase correlation between the HH and VV directions. Stronger vertical
gradients correspond to a stronger ∆λH . The HV power anomaly (Fig. 3.3c) is an analogue to
the HH power anomaly but for the depolarization component and is a proxy for the ice-fabric
orientation (marked with green dots). The scaled phase derivative (Fig. 3.3d) of the ice-fabric
orientation for a given depth interval (marked with green dots) is de�ned as ∆λH . Fig. 3.3e
to f show the same metrics based on a radio-wave propagation model (Fujita et al., 2006) and
ice-fabric parameters resulting from a non-linear optimization method (Ershadi et al., 2022b).

The characteristic signatures (e.g., nodes, location of maxima, etc.) in the observations (Fig.
3.3a-d) are well reproduced by the simulations (Fig. 3.3e-h) demonstrating that the inferred
ice-fabric eigenvalues and their changes with depth are adequately captured by the inversion.
The gradient in the polarimetric phase coherence indicates a gradual strengthening of ∆λH
with depth, and the minima in the HV power anomaly suggest that the ice-fabric orientation
changes are small with depth. An exception occurs in the depth interval between 150 and 200 m,
where a cross-polarization extinction node suggests a rotation of the ~v2 eigenvector of several
degrees (see Fig. 3.3c,g). We �rst substantiate the inferred ice-fabric parameters from the radar
polarimetry by comparing them to ice-core measurements in the following section, and then
continue by tracing the ice-fabric parameters away from the ice core into the ice-rise �anks.

Figure 3.3: Results for the p0 radar site: (a) to (d) pRES observations, with green dots in (c) and (d) marking
the minima in PHV. (e) to (h) Optimised model output capturing the principal patterns of the observations.
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3.4.3 Ice Core Validation

The fabric data measured from ice core samples show an increase with depth ofλ3 and a decrease
of both λ1 and λ2 (Fig. 3.4). The measured ∆λH indicates a weak horizontal anisotropy within
the ice column and remains almost constant with depth. In contrast the measured ∆λV increases
with depth. This behaviour of eigenvalues results in Woodcock parameters K > 1 and C < 2
which categorize the fabric type into the weak uniaxial cluster. This behaviour is also visible in
the density Schmidt diagrams (increasing areal concentration of crystals c-axes from white to
red) shown in Fig. 3.4c for samples below 150 m where the distribution of the crystals slowly
(low values on the density scale) evolves from a more random distribution in the top of the ice
core towards a single maximum closely centred on the vertical.

Figure 3.4: Comparison between estimated and measured (a) eigenvalues, (b) horizontal and vertical ice
fabric anisotropy as ∆λH and ∆λV , respectively and (c) Woodcock valuesK and C with density Schmidt
diagrams measured from the ice core. Note that the estimated values are the results from the inverted radar
data, and the measured values are from the ice-core laboratory analysis.

The estimated eigenvalues from the quad polarimetric radar measurement at site p0 are
compared with the measured ice-core eigenvalues (Fig. 3.4). The estimated eigenvalues and
anisotropy in both horizontal and vertical direction following the same behaviour as the mea-
sured. However the estimated λ1 and λ2 (Fig. 3.4a) are about 0.07 and 0.03 larger than the mea-
sured values, respectively, and consequently, the estimated λ3 is systematically smaller than
the measured value. Both estimated and measured ∆λH are weak (approximately 5% of the
maximum possible horizontal anisotropy ∆λH = 1 (Fig. 3.4b), with the estimated one being
slightly weaker than the measured one). In contrast, both the estimated and measured vertical
ice fabric anisotropy ∆λV increase with depth (Fig. 3.4c). Similar to ∆λH , the estimated ∆λV
is also weaker than the measured ∆λV .
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Similarly to the ice core data, the radar-derived fabric shows a tendency to form clusters
which increase in strength with increasing depth (Fig. 3.4c). The di�erences seen in the eigen-
value magnitudes correspondingly translate into the K and C classi�cation: The estimated C
values (colour of marks in Fig. 3.4c) are weaker than the measured ones, particularly on the
shallower part of the ice column. The minimum C value estimated from radar at site p0 is 0.19,
and the maximum is 1.81. In contrast, the ice core values are 0.36 and 2.35, respectively. The
estimated ∆λH between 350 and 380 increases to 0.12 (Fig. 3.4b), resulting from the correspond-
ing change in λ1 and λ2 (Fig. 3.4a). This behaviour does not a�ect ∆λV (Fig. 3.4c), but it does
a�ect the K value (Fig. 3.4c) which is close to one here. However, no ice-core data is available
at that depth to validate this behaviour.

3.4.4 Spatial Changes in Ice-Fabric and Vertical Strain Rates Along the
5 km Transect

After comparing the consistency between the estimated eigenvalues derived from polarimetric
radar data at the p0 site and the measured ice core eigenvalues, we reconstruct ice-fabrics for all
sites p1 to p14 along the 5 km long tranSect. To interpret our results, we normalize distances and
elevation with the ice thickness at the dome (H ' 550 m). The distance of the pRES points from
the dome denoted as X is normalized as x = X/H . Additionally, elevation is expressed as the
normalized ice height above the bedrock, denoted as z = (H − Z)/H , where Z represents the
depth. In this context, the mean bed elevation and mean surface elevation along the pRES pro�le
are designated as z = 0 and z = 1, respectively. Subsequently, we employ linear interpolation
to obtain the spatial variation of the fabric parameters along the 2D transect (Fig. 7.3).

Depth-averaged values of the horizontal anisotropy ∆λH show di�erences on both sides of
the divide (Fig. 7.3a). On the south-eastern side, where ice is thicker, values of ∆λH are in gen-
eral larger and more variable than on the north-western side. In the 30 – 35 % depth-interval
, the averaged ∆λH exhibits a local maximum beneath the summit that is approximately one
ice thickness wide and is asymmetrical. The north-western side also exhibits slightly smaller
maxima beneath the ice-rise �anks. The spatial distribution of the magnitude of the strongest
estimated eigenvector λ3 (Fig. 7.3b) exhibits a similar pattern in terms of a local maximum be-
neath the divide and has generally larger values on the north-western side. The depth-average
orientation of ~v2, aligns within 10deg with the North-South direction (Fig. 7.3c). This direction
is ∼ 40 deg o�set to the mean �ow direction in the ice-rise �anks and ∼ 81 deg o�set to the
direction of maximum horizontal strain inferred from the SIA-based velocity �eld. The mag-
nitude of the depth-averaged vertical strain rates (Fig. 7.3d) is highest in the top 20 % of the
ice thickness (80 to 100 % depth interval), where the densi�cation of �rn is strongest. Vertical
strain rates are also overall smaller in absolute value in the thinner north-western �ank than
the thicker south-eastern �ank. At approximately 50% of the ice thickness, the vertical strain
rates exhibit a pronounced (weakly double-peaked) minima beneath the divide which extends
laterally for 1-2 ice thickness into the ice-rise �anks.

3.5 Discussion

Previous studies have investigated ice-rise evolution using �ow-line modelling in combination
with the internal isochronal radar stratigraphy as principal observations (Martín et al., 2009a,b;
Hindmarsh et al., 2011; Martín and Gudmundsson, 2012; Drews et al., 2013, 2015b; Goel et al.,
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Normalized distance from the dome

Figure 3.5: (a) Depth-averaged variation of ∆λH within a speci�c depth window. (b) Depth-averaged
variation of λ3 within a speci�c depth window. (c) Depth-averaged horizontal ice fabric orientation (blue
line), surface �ow direction derived from SIA (dashed red), and maximum strain direction derived from
SIA (red line). (d) Vertical strain rates measured at each pRES site averaged over di�erent depth intervals.
Note that more negative strain rates indicate stronger deformation. The x-axis is the distance from the
dome normalized by H.

2017, 2018) Two additional studies of a dome and ice rise, respectively, used the observed vertical
strain rates (Gillet-Chaulet et al., 2011; Kingslake et al., 2014). Here we use all of the previous
observations and add quad-polarimetric radar measurement as another possible observational
constraint. We now investigate whether those observations capture signatures of the Raymond
e�ect and, if so, how these can be contextualised with other geophysical observations of the
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contemporary �ow regime. This may guide the application of a future 3D model (incl. thermo-
mechanical coupling and anisotropic rheology) which is capable of simulating the complex dy-
namics occurring at triple junction ice rises. Given that the extraction of ice-fabric parameters
from quad-polarimetric data using non-linear inversion has so far only once been compared with
direct ice-core measurements (Ershadi et al., 2022b), we �rst discuss the bene�ts and limitations
of this method in general before moving on to investigate the �ow history of HIR.

3.5.1 Applicability of the Inferred Ice-Fabric Eigenvalues

The quad-polarimetric analysis has a limitation in that it assumes one of the principal eigenvec-
tors points upwards. Although this assumption can be relaxed (Rathmann et al., 2022), it leads
to a more complicated forward model for which the inversion is not yet established. However,
(Rathmann et al., 2022) show that the polarimetric radar response of nadir-looking radars is com-
paratively insensitive to ice fabrics that are vertically tilted. However, beneath ice domes vertical
compression is assumed to dominate, which is expected to lead to a vertical point maximum in
the c-axes distribution (Budd and Jacka, 1989; Llorens et al., 2022) We, therefore, consider the
assumption of horizontal and vertical eigenvectors to be justi�ed, and not likely a cause for the
systematic mismatch in magnitude that we observe between the eigenvalues from the quad-
polarimetric method and the ice-core-based values (Fig. 3.4a).

The systematic underestimation of ∆λH and ∆λV compared to ice-core values has to a
lesser extent also been observed at the ice-core site of the European Project for Ice Coring in
Antarctica (EPICA) at Concordia dome C (EDC), however, it does not occur at the EPICA site in
Dronning Maud Land (EDML) (Ershadi et al., 2022b). We investigated if using a scaling factor
to the dielectric anisotropy for a single crystal (commonly assumed to be 0.034 (Matsuoka et al.,
1997) ) can explain the underestimation. However, the mismatch did not signi�cantly improve
when changing dielectric anisotropy within the reported uncertainties. The inversion is also
sensitive to the fabric orientation and backscatter ratio. The latter in turn varies according
to the ice-core data on shorter spatial scales than what the inversion can currently resolve,
particularly because it involves vertical averaging to smooth the phase gradient. The reason for
the underestimation of ∆λH and ∆λV therefore requires further investigation, but given that
the gradients are well reproduced, this does not hinder the interpretation of lateral ice-fabric
variability.

3.5.2 pRES Detects Geo-Referenced Fabric Orientation

The estimated ~v2, as depicted in �gure 3.5c, is derived solely from pRES data, without validation
from �eld datasets. To overcome this limitation, we used surface �ow direction data obtained
from SIA modeling to compute the eigenvectors and eigenvalues of the strain rate tensor ε̇.
When comparing ~v2 to the surface �ow direction, a deviation of ∼ 40◦ is observed (Fig. 3.5c
blue vs. dashed red). In contrast, when compared to the direction of maximum horizontal strain
rate, ~v2 shows a deviation of ∼ 81◦ (Fig. 3.5c blue vs. solid red).

It is established by Alley (1992) that during ice deformation, c-axes consistently rotate to-
wards maximum �nite shortening axes (compressive axes). Also, the principles of fabric ori-
entation under vertical shortening is discussed by Passchier (1997) where the theory explains
that basal planes rotate towards the horizontal plane, which serves as the fabric attractor. Con-
sequently, the perpendicular c-axes rotate towards the vertical direction. The rotation is most
rapid in the plane containing the direction of maximum shortening (vertical) and maximum
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stretching. As a result, the variation in the horizontal c-axes, described by λ1 in the direc-
tion ~v1, is narrowest in this plane. ~v2 is perpendicular to this direction in the horizontal plane,
hence it is expected to be oriented at 90◦ to the direction of maximum stretching, which in-
deed corresponds to our observations in �gure 3.5c (∼ 81◦). Also as suggested by the pRES
and measurements, λ1 and λ2 exhibit similar intensities (weak ∆λH ), it follows that the same
might hold true for ε̇1 and ε̇2. Their combination would then yield maximum horizontal strain
at approximately 45◦ from ~v1 and ~v2. This explains why ~v2 appears at approximately 45◦ from
the �ow direction in �gure 3.5c (∼ 40◦).

3.5.3 Synthesis of Radar Observations within the Ice-Dynamic Setting
of HIR

The radar stratigraphy, the strain rates and the ice-fabric properties are all jointly in�uenced
by the ice-dynamic evolution of HIR and encode parts of its history, even though it is not yet
clear how rapidly ice-fabric parameters change with the ice-dynamic �ow regime. Here we
synthesise the di�erent datasets with a particular focus on the Raymond e�ect and contextualise
our �ndings with available modelling and observational studies of other ice rises.

The upward arches observed beneath the saddle (B-B’, Fig. 3.2) are typical of ice rises in the
sense that they are located beneath today’s divides and that they are asymmetrical in shape.
For example, a syncline as on the western side has also been observed at Derwael Ice Rise and
explained with persistent accumulation patterns including erosion of snow at the crest and re-
deposition in the �anks (Drews et al., 2015b). Erosion of snow at the crest increases the am-
plitudes of the upward arches at larger depths which are, however, primarily formed by the
Raymond e�ect. Both mechanisms require a stable ridge divide position and therefore testify
that the saddle connecting HIR with the main ice sheet was stationary, probably for several tD ,
i.e., several thousands of years. Upward arching also occurs beneath the dome (at kilometre 10
in pro�le A-A’, Fig. 3.2), but the amplitudes are smaller compared to the saddle. The eastern
side of A-A’ is near-parallel to the eastern arm of the triple junction and hence strong upward
arching is not expected in the stratigraphy here. It is therefore unclear if the triple junction of
HIR exhibits a Raymond cupola as modelling would suggest (Hindmarsh et al., 2011), but if it
does, the lower arch amplitudes could suggest that the dome position is younger than the saddle,
although three-dimensional e�ects may be responsible.

For a two-dimensional, plain strain �ow regime, it is well understood that lateral di�erences
in vertical velocities that accompany the formation of Raymond arches, are expressed by cor-
responding patterns in the vertical strain rates. More speci�cally, the vertical strain rates are
expected to be smaller in magnitude for 100 to 300 m depths (z from ∼ 0.8 to 0.5) beneath the
divide compared to the �anks (Kingslake et al., 2014). Our observations (Fig. 3.5d) comply with
these predictions, particularly for 330 to 380 m depths (z from ∼ 0.4 to 0.3). At shallow depths
(top 100 m) the vertical strain rates are dominated by �rn compaction, and deeper depth intervals
could not be resolved. Observed magnitudes of approx. 1.0×10−3 m/a are comparable to what
has been observed at other triple junctions (i.e., Fletcher Promontory (Kingslake et al., 2014)), al-
though the amplitude of the vertical strain rate anomaly across the dome is smaller. Once a local
divide or dome has formed, the e�ect on the velocity �eld is instantaneous, and hence the verti-
cal strain rates do not contain information about the ice-rise history per se. However, ice-fabric
types are strain-induced and develop over time (Budd and Jacka, 1989). Consequently, if the
dome position was temporally stable, corresponding signatures should appear in the derived
ice-fabric types from the quad-polarimetric analysis, indicating a temporarily stable dynamic
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regime.
Regarding the ice fabric, below 150 m where the distribution of the crystals slowly (low

values on the density scale) evolves from a more random distribution in the top of the ice core
towards a single maximum closely centred on the vertical as expected from dominant uniaxial
compression at ice domes‘ (e.g., Durand et al. (2007)). The build-up of this fabric anisotropy
is clearly seen in the evolution of the measured eigenvalues in the left panel of Fig. 3.4a.
Deformation-wise, this suggests a departure from pure-shear uniaxial compression with di�er-
ential deformation (such as lateral extension) in the horizontal plane, coherent with the complex-
ity of the geomorphological setting. The ice-fabric reconstruction from the quad-polarimetric
data shows that minima in the vertical strain rates (Fig. 3.5d) are accompanied by corresponding
maxima in ∆λH and λ3 (Fig. 3.5a,b) in 330 to 380 m depth interval (z from ∼ 0.4 to 0.3). This
is in line with measured ice fabric and two-dimensional model predictions Martín et al. (2009a)
which predicts a single maximum fabric which is stronger beneath the divide compared to the
�anks.

A quantitative comparison in terms of timing between our observations and the model pre-
dictions Martín et al. (2009a) is hampered in several ways: �rst, the assumed two-dimensional
geometry does not include the triple junction geometry of HIR, and second, the model predic-
tions assume an evolution from fully isotropic to fully anisotropic ice. The latter is unlikely
to be the case for HIR as demonstrated by the measured ice fabric data. Notwithstanding, in
steady-state (i.e., at approximately 10 times tD) the predicted degree in ice-fabric anisotropy is
larger than what is reconstructed from quad-polarimetric data here. The reconstructed ∆λH
consistently remains below 0.1 which is comparable to other domes such as Dome C, but is
much weaker than what has been observed in �ank �ow regimes such as the transient divide at
the EDML drill site (∆λH > 0.3, Ershadi et al. (2022b)). Based on these comparisons, it appears
that HIR in terms of its ice-fabric characteristic is not older than 4 times tD (i.e., not older than
approx. 5600 years). However, given the discrepancies between the model assumptions and
observations, this time interval is not well constrained.

Taken together, the UWB radar pro�le across the saddle suggests a temporally stable divide
position. The data at the dome is less conclusive in that sense, because arch amplitudes are
smaller and because the ice fabric is only weakly developed. One plausible scenario uniting
this would be that HIR undergoes a transition from a promontory towards an isle-type ice rise,
which is a feature of deglaciation scenarios in this particular region (Favier and Pattyn, 2015).
Thinning in the saddle area would then result in comparatively large arches relative to today’s
ice thickness in this area. The good match to the ice-core data reinforces that quad-polarimetric
surveys can be a reliable tool to further constrain ice-rise evolution, in particular the in�uence of
ice-anisotropy on Raymond arch evolution. For HIR, the comparatively weak ice -fabric suggests
a comparatively young dome. However, a single two-dimensional pro�le heavily simpli�es the
dynamic complexity and modelling should account for these three-dimensional e�ects in the
future.

3.6 Conclusion

We have investigated radar-derived properties of Hammarryggen Ice Rise: radar stratigraphy,
strain rates, and ice-fabrics. Upward arching in the stratigraphy indicates a stable ice divide in
the saddle area over, at least, several thousands of years. Upward arching beneath the dome
is also observed but is less clear. Vertical strain rates are dominated by �rn compaction near
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the surface, and exhibit a minimum closer to bed indicative for the Raymond e�ect. The de-
rived ice-fabric properties from quad-polarimetric radar �t ice-core-based values. The horizontal
anisotropy is weak and thus young compared to steady-state, ice-dynamically evolved ice-fabric
types predicted from two-dimensional models in comparable settings. This is perhaps indica-
tive of thinning of the saddle connecting the dome to the mainland. There are also signatures
of the Raymond e�ect in the ice-fabric. However, it is unclear how the triple junction geometry
of Hammarryggen Ice Rise impacts both the vertical strain rates and the ice-fabric develop-
ment. The synthesis of the di�erent radar observations has the potential to constrain unknown
parameters like the ice fabric in future ice-�ow modelling, particularly if measurements cover
larger areas. Overall, we suggest that these additional geophysical constraints provide another
step forward towards a quantitative interpretation of Raymond arch amplitudes using obser-
vationally constrained, anisotropic, three-dimensional ice-�ow models of triple junctions, �ow
regimes common to many ice rises around Antarctica.





4
Chapter 4

Autonomous Rover Enables Radar Pro�ling of Ice-Crystal
Fabric in Antarctica

M. Reza Ershadi1, Reinhard Drews1, Jonathan Hawkins2, Joshua Elliott3, Austin P. Lines3, Inka Koch1,
and Olaf Eisen4,5

1Department of Geosciences, University of Tübingen, Tübingen, Germany. 2 School of Earth and Environmental Sciences, Cardi�
University, Cardi�, UK 3 Polar Research Equipment, Etna, NH, US. 4 Glaciology, Alfred Wegener Institute, Helmholtz Centre for Polar
and Marine Research, Bremerhaven, Germany. 5 Department of Geosciences, University of Bremen, Bremen, Germany.

Submitted for publication in IEEE Transactions on Geoscience and Remote Sensing Journal. - October 2023.

Author Contribution

First author:
Scienti�c ideas: 60%, Data generation: 85%,
Analysis & interpretations: 90%, Paper writing: 80%

M. Reza Ershadi lead the code and hardware development of SLEDGE, data acquisition in the �eld and data
processing. Reinhard Drews designed the study outline. Olaf Eisen supported the �eld test of SLEDGE. Reinhard Drews,
Jonathan Hawkins, Inka Koch and Olaf Eisen supported the data acquisition in the �eld. Joshua Elliot and Austin P.
Lines developed the original version of the rover (FROSTYBOY) and advised on hardware development for SLEDGE. All
authors contributed to the writing and editing of the �nal paper.

53



54 4.1. Introduction

Abstract

Ice-penetrating radar is an extensively used geophysical tool in cryosphere sciences with sound-
ing depths of several kilometers due to the small radio-wave attenuation in ice sheets. Detec-
tion of the ice thickness (and in parts also the internal ice stratigraphy) has become standard.
However, there is still observational gap in dielectric and mechanical ice-fabric anisotropy. Re-
cently ground based phase coherent radar showed its potential to �ll this gap. However, this
requires that the corresponding ground-based radars cover pro�les with several tens of kilome-
ters in length. We address this challenge by modifying an autonomous rover to include real-time
kinematic positioning and direct coupling with a phase-coherent, quad-polarimetric radar. In
a proof-of-concept study in Antarctica, we demonstrate that this allows the collection of quad-
polarimetric data along a 23 km pro�le mapping anisotropic ice-fabric properties at <100 m
intervals across the transition of grounded to �oating ice. This is a step forward to inform ice-
�ow models with currently missing rheological parameters. The system can drag more than 200
kg, operates autonomously with a battery run time of over six hours, and has a modular design
that enables future integration of di�erent radars or other geophysical sensors.

4.1 Introduction

Ice �ow models predicting Antarctica’s contribution to future sea level rise typically apply an
isotropic rheology (Seroussi et al., 2020), although it is known that ice is mechanically anisotropic
(Faria et al., 2014a). One reason why anisotropic rheology is not yet operationally implemented
lies in insu�cient observations which could spatially constrain anisotropic ice properties. The
best observations are currently restricted to point information from ice cores predominantly
taken from Antarctica’s interior (Faria et al., 2014a; Weikusat et al., 2017). Radar and seismic sur-
veys have been developed as an additional tool to estimate lower resolution ice-fabric anisotropy
away from ice cores (Hargreaves, 1977, 1978; Fujita et al., 1999, 2006; Eisen et al., 2007; Jordan
et al., 2019, 2020; Young et al., 2021; Ershadi et al., 2022b; Gerber et al., 2023), however, so far
those approaches are also limited to point measurements.

A promising instrument to constrain anisotropic ice properties is the Autonomous phase-
sensitive Radio Echo Sounder (ApRES) (Brennan et al., 2014; Nicholls et al., 2015). Here, this is
referred to as pRES since the unattended mode is not used. pRES has had success in various
other applications including determination of basal melt rates (Zeising et al., 2022), �rn com-
paction rates (Case and Kingslake, 2021), vertical strain rates (Kingslake et al., 2014), and the
Glen �ow index (Gillet-Chaulet et al., 2011), and can also be used to infer horizontal ice-fabric
anisotropy from quad-polarimetric data (Jordan et al., 2019, 2020; Young et al., 2021; Ershadi
et al., 2022b; Zeising et al., 2023). However, the pRES was originally designed exclusively for
stationary operations, limiting its versatility in obtaining spatially distributed data. In previous
studies (Jordan et al., 2020; Young et al., 2021; Ershadi et al., 2022b), the spatial coverage was
so far limited to selected pro�les with < 10 km in length and with a sampling interval typically
>500 m. This often makes it di�cult to trace polarimetric (and hence ice-fabric) signatures spa-
tially across di�erent �ow regimes. Here we combine the pRES with an autonomous rover so
that ice-fabric properties can be inferred along longer and more densely spaced pro�les from
quad-polarimetric radar data.

Radar data has been collected by autonomous rovers both in the Arctic (Trautmann et al.,
2009; Ho�man et al., 2019; Manko� et al., 2020) and the Antarctic (Arcone et al., 2015). While
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there are examples of coherent radars being deployed in this way (Ray et al., 2014; Hamran
et al., 2020), many of these e�orts rely on commercial, incoherent radars. These are excellent
tools, e.g., for tracing internal layers (Koch et al., 2023a) and/or crevasse detection, but they
have limitations in resolving properties such as ice-fabric anisotropy because the received signal
phase is not recorded. This limits the applicability of polarimetric surveys as done here, but
also of other applications such as synthetic aperture radar processing relevant for smaller-scale
processes such as basal terracing (Dutrieux et al., 2014) or subglacial conduit formation (Drews
et al., 2017; Church et al., 2020).

To address these limitations, we introduce a Self-guided four-wheeLed rovEr for raDar pro-
�linG on icE (SLEDGE), designed to (1) collect quad-polarimetric radar data with pRES radar
along pre-de�ned tracks several tens of kilometers in length, (2) collect radar data with other
phase-coherent radars suitable for SAR processing (not shown here) requiring a sub-dcm posi-
tioning along pro�les more than several hundreds of meters in length, and (3) enable di�erent
measuring modes during pro�ling through integration of the rover and radar. Here, we use a
multiple-input multiple-output (MIMO) pRES and integrate it into SLEDGE to autonomously
map the ice base, detect internal layers, and, most signi�cantly, acquire polarimetric data for
inferring ice fabric properties (section 4.2). We then present the results of a �rst deployment on
the Ekström ice shelf in East Antarctica (section 4.3) and report our test and �eld observations
of SLEDGE for future development (section 4.3.4).

4.2 SLEDGE

4.2.1 Overview
The key components of SLEDGE (Fig. 4.1) include a four-wheeled rover equipped with a mini-
industrial computer, two metal-free Cross Fox Sleds holding a pRES radar and four antennas,
two GNSS navigation systems mounted on the rover, and a control station. The rover can drive,
self-guided, to prede�ned locations and then trigger radar data acquisition. SLEDGE design is
modular having enough space for additional sensors such as camera, a laser scanner, or other
geophysical sensors. Here, only a pRES radar with a quad-polarimetric antenna setup will be
shown. In terms of the driving mechanics, we rely on a commercially available rover, FrostyBoy
(section 4.2.2). We modi�ed some hardware and the entire software to facilitate radar and GNSS
sensor integration (section 4.2.2). The commercial names, models, and information of the main
components of SLEDGE are presented in Appendix 8.5.

4.2.2 Rover
The hardware of the rover, (Manko� et al., 2020; Lines et al., 2023), is manufactured by Polar
Research Equipment. This four-wheeled rover features four individual brushless DC electric
motors, each with a 40:1 planetary gearbox, allowing for independent propulsion. Two motor
controllers are used to manage the front and rear motors, which, according to our test, allow the
rover to pull more than 200 kg on ice, however the payload in our case was roughly 100kg (incl.
two sledges (60 kg) and the radar system (40 kg).) FrostyBoy is equipped with a radio transceiver
and antenna for receiving commands and transmitting telemetry, along with a GNSS system for
coarse navigation with a horizontal accuracy of approximately 3 m. At the core of the rover’s
electronic system is an Arduino board. The power supply is facilitated by seven Lithium-Ion
(Li-ion) battery modules, collectively providing an approximate total voltage of 56V providing

https://www.polarresearchequipment.com/
https://www.polarresearchequipment.com/
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Figure 4.1: Schematic of SLEDGE. The red arrows on the radar antennas show the direction of the elec-
trical �eld. The dashed yellow lines represent the communication between the two devices. Note that the
�gure is not to scale. The UHF telemetry and the rover (incl. wheels, power supply and driving system)
are provided by Polar Research Equipment.

battery run time of over six hours. Within a waterproof and insulated enclosure are the rover’s
electronics, motor controllers, and batteries, while the radio and GNSS antennas are externally
mounted (Fig. 4.1).

The control station associated with FrostyBoy is a Windows computer equipped with essen-
tial peripherals, radio transceiver, and antenna. It operates on a power supply provided by two
Li-ion batteries, o�ering a∼16V voltage output that can be replenished through solar charging.

https://www.polarresearchequipment.com/
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The entire control station setup is enclosed within a waterproof case to ensure protection. Ef-
fective communication (up to 7 km line of sight) between the control station and the rover is
facilitated by a 900 MHz radio modem, enabling the transmission of commands from the oper-
ator to the rover and real-time telemetry data at the control station. The real-time GPS shown
in section C uses its own communication link.

For SLEDGE, we implemented some hardware and complete software changes to FrostyBoy.
We added an industrial-grade mini-computer that includes all the necessary input-output and
communication ports. This reduces the necessity for additional electronic components with the
cost of some rewiring. We kept the Arduino board due to its �exibility for communication with
the motor controllers. Although adding an industrial-grade mini-computer increases power
consumption, it enables the use of Robotic Operating System version 2 (ROS2) - Foxy (Macenski
et al., 2022) as a standardized option for hardware communications providing an interface to a
suite of external sensors (Appendix 8.1). To facilitate external access to all the available ports
without compromising the rover’s internal electronics, we incorporated a dedicated ports panel
on the true left side of the rover. This panel enables direct connection of external devices, such
as radar systems, a secondary GNSS system, cameras, lights, and display, to the main computer.

While the hardware of the control station remains unchanged, we have developed a new
MATLAB® Graphical User Interface (GUI) (Appendix 8.2). Through the new GUI, the opera-
tor can communicate with the rover, switch between navigation systems, manually control the
radar, and design di�erent types of radar surveys.

4.2.3 GNSS-based Navigation

SLEDGE connects to two GNSS systems simultaneously and chooses between them from the
control station based on the type of survey. FrostyBoy came with a standard 19x HVS Garmin®
GNSS unit mounted on top of the rover suitable for a survey where a sensor-limited positional
accuracy of 3 m can be tolerated. However, to achieve the sub-dcm positioning for SAR surveys
we used a Real-Time Kinematic (RTK) GNSS unit including two antennas and receivers (base
and rover). Having a receiver connected to each GNSS antenna is necessary since the accurate
positions are calculated relative to a coarsely determined base station location and transmitted
to the rover receiver for corrections via radio connection (403-473 MHz) resulting in improved
positioning accuracy (8mm horizontal, 15mm vertical). The base antenna and its receiver are
positioned on a tripod (�xed position) while the rover antenna and its receiver are mounted on
the top and right side of the rover, respectively. A range of 1 km line of sight is required in order
to maintain the radio connection between the base and the rover. A signal booster (repeater)
between the base and rover can be used if longer distances are necessary.

4.2.4 Polarimetric pRES Measurements

In the SLEDGE setup, we integrated a polarimetric version of pRES radar (Brennan et al., 2014;
Nicholls et al., 2015) developed by the British Antarctic Survey (BAS) and University College
London (UCL). The pRES transmits a linear, frequency-modulated continuous wave (FMCW)
chirp with a frequency bandwidth of 200 MHz, centered at 300 MHz. It employs linearly polar-
ized skeleton slot antennas, which exhibit peak directivity in the nadir (ice-facing) direction. To
enable polarimetric measurements and avoid the need for mechanical rotation of the antennas,
multiplexers were installed at the transmitter output and receiver input to select pairs of an-
tennas with desired polarization characteristics. Because the antennas are multiplexed, rather
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than unique channels, measurements from each transmit-receive pair are recorded sequentially
which results in an increased observation time of several seconds proportional to the number
of antenna combinations at each site. While a total of four antennas (2 times Tx, 2 times Rx)
are used in experiments described here, this is extendable to a total of 8 transmit and 8 receive
antennas. To facilitate pRES measurments at pre-de�ned locations, we integrated the pRES into
the SLEDGE setup by mounting it, along with its antennas, inside two plastic sleds located at
the rear of the rover (Fig. 4.1). The pRES box and antennas were �xed securely within the sleds
using a rope and connected to the back of the rover for ease of towing. Communication between
the pRES and the rover’s computer is facilitated by a wired Ethernet link and HTTP REST API,
which allows for the radar to be triggered at pre-de�ned waypoints, real-time con�guration of
the radar receiver settings, and backup of recorded measurements to the rover’s computer.

Figure 4.2: Schematic bird-eye view of pRES antenna con�guration. (a-d) shows the step-by-step rotation
for two antenna measurements and (e) shows the MIMO mode.

The orientation of the pRES antennas is important because the propagation velocity of the
electromagnetic wave in ice is orientation-dependent (Hargreaves, 1977, 1978; Dall, 2010). This
information is used for polarimetric data processing and ice-fabric analysis. Following notation
used in satellite remote sensing literature, we refer to the two orthogonal polarizations as hor-
izontal (H) and vertical (V) based on the orientation of their electric �elds (E) relative to the
aerial line connecting the Tx and Rx. We consider the electric �eld parallel to the aerial line as
H polarization and the �eld perpendicular to the aerial line as the V polarization, although both
polarizations lie in the horizontal plane. If the electrical �eld in the trasnmitter and receiver are
perpendicular to each other, we refer to this as cross-polarization (HV or VH) otherwise it is
co-polarization (HH or VV).

The full polarimetric response of the radar signal can be synthesized out of three (ideally
four) measurements including the pairs HH, VV, and HV or VH as they are ideally the same
(Ershadi et al., 2022b). In practice, these measurements can be collected in di�erent ways de-
pending on the polarity of the individual antennas. For the pRES antennas, the antenna polarity
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is uniquely determined by the directivity of the cable feeds (Fig. 4.2). We therefore suggest
that the direction of the cables is recorded during data acquisition so that HH corresponds to
right-right (RR) meaning that antenna cables are pointing rightwards relative to a pre-de�ned
direction (e.g., the ice-�ow direction or geographic North). All other measurements follow this
terminology (i.e., HV corresponds to right-up and so on). This terminology can also be applied
in case only two antennas are available, so that the synthesis is achieved by counter-clockwise
rotation of individual antennas (Fig. 4.2 a-e). We have found that a �ipped antenna orienta-
tion (which corresponds to a 180-degree phase shift) may sometimes remain unnoticed in the
post-processing and consequently lead to errors in determining both ice-fabric strength and the
direction of the principal axis. In case the antennas require a di�erent positioning, as was the
case for this study due to cables length, then the phase needs to be corrected by 180 degrees (i.e.
corresponding to a multiplication of the complex signal with -1) prior to further post-processing.

4.3 First Deployment Outcome

4.3.1 Study Area
This study showcases a proof-of-concept dataset derived from a 23 km long quad-polarimetric
pro�le autonomously collected within the described setup. The dataset spans the grounding-
zone of the Ekström Ice Shelf (Fig. 4.3), and was gathered with the logistical support of the
Neumayer III station (Wesche et al., 2016b). First deployment and initial testing was done next
to the station. Subsequently, the rover was transported to the grounding line of the Ekström Ice
Shelf, located approximately 120 km south of Neumayer III, initiating the data collection phase
across the grounding zone (Fig. 4.3).

4.3.2 Data Acquisition
In January 2022, SLEDGE collected two pro�les of quad-polarimetric pRES data (∼ 450 points)
over an operational period of approximately 20 h (Table 4.1). This includes handling problems
such as getting blocked by oversized sastrugi. Such problems were handled by the operator who
was typically within 3 km range. This pro�le used the rubber wheel-setup (section 4.3.4) with
a pRES con�gured to collect all four polarizations with 10 stacks and 40 sub-bursts. The total
measuring time at each location was approximately 1 minute. The rover was operated at a speed
of 1 m/s which is approximately one third of the maximum speed.

Table 4.1: SLEDGE operational time.
Date Start Finish Duration [h] Pro�le

03.01.2021 17:00 22:00 5 Along �ow
04.01.2021 14:00 18:30 4:30 Along �ow
05.01.2021 14:30 21:00 6:30 Along �ow
06.01.2021 12:00 12:30 00:30 Along �ow
06.01.2021 14:00 16:00 2 Across �ow
06.01.2021 20:30 21:30 1 Along �ow

The �rst pro�le is oriented along �ow and extends over 18 km from A26 to ∼2 km before
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Figure 4.3: (a) Location of Ekström ice shelf in Antarctica. (b) Surface �ow velocity in Ekström ice shelf.
The red triangle is the location of Neumayer station and the blue triangle is the location of the camp at the
grounding line. (c) Location of the radar pro�les at the grounding line. The blue area is the Ekström Ice
Shelf, separated from the ice sheet (gray area) by the grounding line (solid black line). The green and red
pro�les are the SLEDGE collected data along and across the ice �ow, respectively. The schematic of the
rover shows in which direction the data were collected.

A22 (Fig. 4.3c – green line). The radar trace spacing between points A26 to A25 was 20 m,
and 100 m elsewhere. The second pro�le extends in the across-�ow direction (perpendicular to
the A23-A22 pro�le) with 100 m trace spacing throughout (Fig. 4.3c – red line). We have also
collected a 800 m pro�le at 1 m spacing (6 operational hours) with a lower-frequency version
of the pRES (20-40 MHz) using the RTK positioning system. Results of this will be reported
elsewhere.

The �rst section (∼1 km) of the 20 m spacing pro�le (Fig. 4.3c, A25 to A26) su�ers from
oscillating positioning errors relative to the pre-de�ned locations with approximately ± 5 m
(Fig. 4.4a). The source of this mismatch was linked to a wrongly initialized heading direction
which was locally de�ned between the 20 m postings. Even a small angular uncertainty leads
to an instable navigation in the case. This is improved when a single heading is de�ned using
the far-end turning point of the pro�le. The spacing of individual radar measurements can then
be de�ned using that heading and the along-track distance. The di�erence between both modes
is evidenced in Fig. 4.4a where, by mistake, local headings were used for the �rst kilometer of
the along �ow pro�le. Changing the heading direction to the end of the pro�le reduced the
positioning error with few exceptions (Fig. 4.4b) in strongly undulated terrain which we discuss
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further in section 4.3.4. The same holds for the positioning at 100 m spacings both in along and
across �ow (Fig. 4.4c). An exception here occurs at waypoint A25 due to a wrong coordinate
entry by the operator. For the bulk part of the pro�le, the deviation of observed positioning
mismatch from the target is 1.2 ± 1.4 m (mean and standard deviation) which is within our
expectations when operating the rover without the RTK. This will not impact the interpretation
of the polarimetric radar data.

Figure 4.4: The distance between two adjacent pRES measurement points. (a) First 1 km of the 20 m
spacing target. (b) Rest of the 20 m spacing pro�le. (c) All the points with 100 m spacing target. The green
lines are the target spacing. All the data in (a) and all the red points are the external problems and were
neglected for the mean and standard deviation calculations. Note that (a) and (b) showing the data from
A26 to A25 pro�le in Fig. 4.3 and (c) shows all the data collected along and across �ow in 100 m spacing.

Due to spatial limitations in the sleds and length of the cables, the polarimetric data were
collected in non-standard mode (Fig. 4.1) which requires the 180-phase correction on HH and
HV (see sec. 4.2.4). After that, each trace underwent polarimetric standard processing outlined
by Ershadi et al. (2022b). That means that for each location the standard ice-thickness (and in
parts internal stratigraphy) product is supplemented with the full orientation dependence from
which the ice-fabric types can be reconstructed. This is a signi�cant step forward compared to
a manual deployment of the antennas where typically only a few tens of measurements can be
collected in about 20 h (compared to 450 using SLEDGE).

4.3.3 Showcasing the Collected Data

Here we show the quad-polarimetric dataset and highlight the potential for further scienti�c
application. In all pro�les, the ice-bedrock and ice-ocean interfaces can clearly be detected also
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including the transition of the grounding zone (Fig 4.5a). Internal re�ection horizons are equally
apparent, particularly in the 20 m spacings. In that sense SLEDGE provides similar results as
pulsed ground-based radar systems in this area, albeit it requires a much longer acquisition time.

Figure 4.5: Recorded data along the �ow pro�le illustration the backscattered power and cross polarized
power anomaly both for VH antenna combination. Note that the red circle marked as C.F. shows the
location of the across �ow pro�le.

The added value of SLEDGE becomes apparent when evaluating the quad-polarimetric re-
sponse which can be shown in di�erent metrics such as backscattered power, power anomalies,
coherence phase and its depth gradient. The backscattred power reveals the basal structures
in all antenna combinations but with variable basal re�ection amplitudes (Appendix - Fig. 8.2,
e.g, VH backscattered power shows a stronger contrast). The large-scale basal structures are
the same for all polarization combinations, but at a trace-by-trace level di�erences occur that,
at least in part, also image variable basal roughness due to the polarization dependent antenna
footprint. Independent of backscattered power, we apply standard quad-polarimetric radar pro-
cessing at each trace which is sensitive to the dielectric anisotropic and hence birefringent prop-
erties of ice. The coherence phase describes the correlation between the two co-polarized sig-
nals (HH and VV) and its depth gradient is indicative for the magnitude of ice fabric anisotropy
(Jordan et al., 2019, 2020). Power anomalies, which result from the constructive and destruc-
tive superposition of the ordinary and extra-ordinary waves, are used to infer the re�ection
ratio between layers (co-polarized power anomaly) and horizontal ice-fabric orientation (cross-
polarized power anomaly). This enables the detection of depth-dependent ice-fabric types, both
in terms of strength and orientation, in many �ow regimes (Ershadi et al., 2022b).

The full azimuthal illustration of the polarimetric response at each trace in both along-�ow
and across-�ow pro�les is shown in the Appendix 8.4 (Fig 8.3). The inference of ice-fabric pat-
terns, including travel time analysis (Zeising et al., 2023) and inversion (Ershadi et al., 2022b)
will be done in a di�erent study. Here, we restrict ourselves to demonstrate the VH backscatter
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power (Fig. 4.5a) and the VH backscattered power anomaly extracted at an angle (α = 0) parallel
to the pro�le direction (Fig. 4.5b). Small values (i.e., the blue colors in Fig. 4.5b) indicate that one
of the horizontal ice-fabric’s principal axes is oriented along-�ow. At shallower depths (i.e., the
red colors) this is not the case, and we infer that the ice-fabric is rotated in this depth interval by
approximately 45 degrees (Appendix 8.4 (Fig 8.3)). This e�ect becomes progressively stronger
just downstream of the landward limit from the grounding zone. The coherence phase shows
a strongly depth-variable gradient with multiple nodes throughout the pro�le. This pattern is
comparable to other locations with signi�cant ice �ow (e.g., the EDML ice core site (Ershadi
et al., 2022b)) and a stronger ice anisotropy as would be expected at, e.g., ice domes. Detecting
such along-�ow changes over many kilometers at 100 m spacings o�ers new possibilities for
ground-based radar-polarimetric surveys which are of interest for ice-shelf (Lilien et al., 2023)
and ice-stream shear margins (Young et al., 2021; Gerber et al., 2023).

4.3.4 Operational Challenges and Recommendations

The rover is equipped with two wheel sets. The �rst, metal blade wheels, are tailored for snow
surfaces, preventing submersion in soft snow (Fig. 4.6b) and enhancing traction on medium-
sized sastrugi. However, in near-melting temperatures, snow accumulation inside and outside
the wheels can lead to immobilization (Fig. 4.6a). In such conditions, the second set of rubber
wheels performs better. Larger sastrugi (∼50 cm vertical) can also immobilize the rover due to
sled weight (Fig. 4.6c), and this was the biggest challenge preventing full autonomous operation.

The current transmission lacks su�cient torque to navigate sastrugi, especially when ma-
neuvering the rover rapidly at sub-meter intervals and making frequent start-stop switches,
crucial for scienti�c applications like SAR processing. To address this, a more robust trans-
mission that delivers increased torque can e�ectively alleviate this issue. To ensure the rover
maintains a straight trajectory toward its destination (Fig. 4.6d), revising the autonomous navi-
gational algorithm along with adding a magnetometer sensor as a compass and direct feedback
from rotary encoders on the wheels are recommended.

Figure 4.6: (a) Substantial accumulation of snow on metal wheels. (b) The rover sinking into soft snow
with rubber wheels. (c) The rover facing di�culties traversing sastrugi. (d) The rover starting to deviate
from the straight line.
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The pRES system, not designed for rapid movement, experiences frequent Ethernet port dis-
connections, especially after traversing sastrugi. This can be improved by adding WIFI module
to the pRES for wireless communication. Furthermore, the sleds used in deployments lacked
brakes, resulting in occasional collisions with the rear of the rover. This can be prevented with
including shock absorbers at the rover’s rear. The sum of technical shortcomings and the di�-
cult terrain with soft snow and frequent sastrugis prevented us to successfully deploy SLEDGE
fully autonomous in overnight surveys. However, we believe that this will be possible in the
future once the suggested improvements are implemented, and thus o�er �eld teams another
time e�cient method of data collection.

4.4 Conclusion

The integration of a phase-coherent, quad-polarimetric radar with an autonomous rover, demon-
strated in a proof-of-concept study in Antarctica, shows the system’s capacity to collect quad-
polarimetric data along extensive pro�les, spanning up to 23 km in just 20 operational hours.
This system now allows ground-based quad-polarimetric pro�les to be collected at spacings
previously unattainable. We’ve demonstrated this with transects in the grounding zone of the
Ekström ice shelf. We suggest that the ice is more anisotropic compared to comparable mea-
surements at the ice interior, and the ice-fabric direction rotates in some depth intervals across
the grounding zone.

While presenting promising results, our �rst deployment observations highlight areas for
improvement in future deployments. The most crucial ones, causing the most interruptions in
data acquisition and requiring attention in the next deployment, are adjusting the transmis-
sion providing more torque to navigate larger sastrugi, revising the autonomous navigational
algorithm, and ensuring a reliable network connection between pRES and the rover.

Looking ahead, SLEDGE’s versatility opens possibilities for attaching other radars or geo-
physical sensors, such as magnetic, gravimetry, and electric sensors, broadening its applicability
beyond ice-fabric anisotropy studies.
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Conclusion & Outlook

5.1 Synthesis of Major Findings

In the introduction, I highlighted the importance of ice fabric anisotropy in ice rheology, directly
impacting ice �ow behavior. Most ice �ow models treat ice as isotropic, posing challenges in
accurately predicting Antarctica’s impact on sea level rise and climate change due to the lack of
observations on spatial changes in ice fabric anisotropy and model complexity.

The main goal of my doctoral research was to address this gap by answering two primary
research questions. The �rst question entailed the development of a data processing method to
estimate ice fabric properties utilizing quad-polarimetric pRES radar data. The second question
revolved around the design of a rover-based autonomous system, capable of collecting quad-
polarimetric pRES data at predetermined locations along extended pro�les spanning several
kilometers.

Each chapter of my thesis contains a detailed discussion and conclusion speci�c to that chap-
ter. Here, I refrain from redundancy, aiming to encapsulate key discoveries and achievements
related to the primary motivation and research questions. Finally, I �nish this thesis with a gen-
eral outlook and suggestions for future advancements for those interested in continuing this
line of work.

5.1.1 How can a method be developed to estimate ice fabric properties
from quad-polarimetric pRES radar data?

To answer this question, in the �rst part of Chapter 2, I concentrated on formulating a non-linear
multivariable inverse methodology to estimate the magnitude and orientation of horizontal ice
fabric anisotropy within the ice column using quad-polarimetric pRES data. Subsequently, in
the latter part of chapter 2 and throughout chapter 3, I applied this method to three distinct
�ow regimes in Antarctica, where I could compare my results with observations from nearby
ice cores. Here are my primary �ndings concerning the �rst research question.

Estimating Ice Fabric Properties from quad-polarimetric pRES Data

Chapters 2 and 3 showcase the successful application of the developed inverse approach in de-
riving the magnitude ∆λH , orientation (v1 & v2), and re�ection ratio (r) of horizontal ice fab-
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ric anisotropy from pRES radar data collected using a quad-polarimetric antenna combination.
However, accurate estimation require adherence to two key assumptions.

The �rst assumption pertains to the orientation of the eigenvectors in space. Given that the
nadir pRES signal exclusively identi�es horizontal anisotropy, it necessitates one eigenvector in
the vertical direction and the other two in the horizontal plane. Failure to meet this condition
results in errors within the estimated horizontal anisotropy values, directly linked to the tilt
angle of the vertical eigenvector as studied by Jordan et al. (2019); Rathmann et al. (2022) (more
on this in the outlook).

The second assumption directly relates to the orientation of horizontal ice fabric (v1 & v2).
My observations indicate that variations in fabric orientation with depth lead to complexities
in reproducing the backscattered signal through the inverse approach, resulting in multiple po-
tential solutions. Therefore, the inverse approach excels in estimating fabric properties when
the fabric orientation remains relatively constant throughout the ice column, ensuring minimal
variation in v1 and v2 with depth (more on this in the outlook).

Ice Fabric Full Orientation Tensor Approximation

The radar antenna’s georeferenced positioning during data acquisition allowed for an inverse
approach to estimate the georeferenced horizontal ice fabric orientation (v1 & v2). In Chapter
2, I contrasted this estimated orientation with the direction of the surface maximum horizontal
strain rate, derived from GPS data. Chapter 3, employed the same approach, but in the absence of
GPS data, the comparison was made with the horizontal strain rate orientation calculated from
the shallow ice approximation. This led to a consistent alignment of one of the depth-averaged
horizontal eigenvectors with the direction of the strongest horizontal strain rate (more on this
in the outlook). This �nding is signi�cant as methods like satellite and GPS can only measure
the horizontal strain on the surface, while gauging deeper strain remains a challenge, typically
achieved by assessing ice deformation in an ice core using a well logger. The correlation of
the horizontal ice fabric’s orientation with the strongest strain rate direction on the surface
allows for an estimation of the same in the deeper ice column, providing insights into the stress
dynamics experienced by the ice in the study area.

The inverse approach could estimate the horizontal ice fabric anisotropy ∆λH , but not the
full orientation tensor (λ1, λ2 and λ3). However, I discovered that it is possible to successfully
approximate the full orientation tensor in an additional step using the estimated parameters
from the inverse method. This technique has a top-to-bottom approach and requires ∆λH from
two adjacent layers and the re�ection ratio between them (r), starting from the top and assuming
that the ice is isotropic (∆λH = 0) in the �rst layer.

I my opinion, this is a novel technique and the most signi�cant achievement of my doctoral
research. The ability to estimate the magnitude of all the three eigenvalues and the georefer-
enced fabric orientation within the ice column is a crucial step towards understanding the type
of stress the ice has experienced and parametrizing ice fabric anisotropy into anisotropic ice
�ow models.

Ice Fabric Anisotropy Revealed Raymond E�ect

The detection of Raymond arches through radargrams indicates the ice dynamic stability in ice
domes and ice rises. The absence of these arches raises questions about the area’s ice dynamic
status. Previously model predicted that spatial changes in ice fabric anisotropy can reveal the
Raymond e�ect in ice rises and ice domes (Martín et al., 2009a).
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In this regard, in chapters 2 and 3, I estimated the ice fabric anisotropy on two pRES radar
pro�les: a 36 km pro�le on a dome area (DC) where radargrams did not detect Raymond arches,
and a 5 km pro�le on a triple junction ice rise (HIR) where radargrams detected Raymond arches.
Although, the spatial change of the estimated ice fabric anisotropy in these two pro�les dis-
played varying degrees of anisotropy it showed a similar pattern in both pro�les. Deeper sec-
tions of the ice column exhibit stronger ice fabric anisotropy under the dome compared to its
fanks. Furthermore, in Chapter 3, I compared the estimated ice fabric anisotropy with an ideal
ice rise model (Martín et al., 2009a).

The conducted analyses not only validate the model prediction but also for the �rst time, par-
ticularly in DC, demonstrate the observation of the spatial distribution of ice fabric anisotropy, is
capable of detecting Raymond e�ect even when the Raymond arches are not formed yet (young
dome). This proves the Raymond e�ect is presence in ice fabric anisotropy.

This implies that comparing the estimated spatial change in ice fabric anisotropy across a
dome/ice rise (utilizing a quad-polarimetric pRES pro�le) with models can assess the current ice
dynamic status in the area. Furthermore, in areas like HIR with a complex �ow regime (triple
junction), a three-dimensional observation of ice fabric anisotropy can enhance the optimization
of models and contribute to understanding the area’s ice dynamic stability.

The Importance and E�ectiveness of Quad-Polarimetric Data

Theoretically, the full azimuthal backscattered pRES signal could be synthesized through only
four individual measurements utilizing a quad-polarimetric approach (HH, HV, VH, and VV).
Nevertheless, real data had not previously validated this proposition. In Chapet 6 (Sect. 6.5), I
employed actual pRES data collected at 22.5° intervals for all combinations, demonstrating that
quad-polarimetric data for a single direction su�ces to replicate the full 180-degree azimuthal
signal (more on this in the outlook). This holds signi�cance in expediting pRES data collection
for fabric analysis and the development of an autonomous system, as it eliminates the need for
antenna rotation, thereby minimizing human error associated with antenna rotation.

Furthermore, in a related topic, I observed that a 180-degree rotation in the antenna during
data acquisition induces a 180° phase shift on the collected signal. While this shift does not im-
pact the detection of basal melt rate, it signi�cantly a�ects the synthesis of the full azimuthal sig-
nal when employing quad-polarimetric data to estimate ice fabric properties. This discrepancy
can lead to erroneous estimations of both magnitude and orientation of the ice fabric anisotropy.
Therefore, as detailed in chapter 4 (Sect. 4.2.4), I recommended a data acquisition methodology
for gathering quad-polarimetric pRES radar data in the �eld, aimed at circumventing the phase
reversal issue.

5.1.2 Howcan an autonomous rover be designed to collect quad-polarimetric
pRES radar data at predetermined locations?

Regarding this research question, as highlighted in chapter 4, I developed an autonomous rover-
based system (SLEDGE) that pulls the pRES radar and four antennas capable of collecting data
in quad-polarimetric mode at prede�ned locations for several kilometers. Subsequently, I con-
ducted a proof of concept by collecting data with SLEDGE in the Ekström ice shelf grounding
zone in Antarctica.

23 km Quad-Polarimetric pRES Data Collected in 20 Hours
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In my opinion, the key outcome regarding this research question is the SLEDGE itself, the suc-
cessful proof of concept and the insights acquired during the �rst deployment, focusing on en-
hancements for future deployments (more on this in the outlook). The signi�cant achievement
regarding this research question involved successfully collecting 450 measurement points in
quad-polarimetric setup, covering 23 km pro�le within 20 operational hours. Previously, only
a few tens of points could be measured in the same time frame. Additionally, utilizing the ac-
curacy of the RTK GPS mounted on the rover, I successfully gathered 1 km of pRES data with 1
m spacing, showing that SLEDGE is capable of collecting data with high positioning accuracy
suitable for other applications (e.g., SAR processing).

The data collected with SLEDGE has shown potential to reveal changes in ice fabric anisotropy
from grounded to �oating ice, providing a basis for radar-polarimetry in studying ice-stream for-
mation and anisotropic modeling. Moreover, the system’s modular design suggests adaptability
beyond the pRES radar and ice fabric anisotropy (more on this in the outlook).

5.2 Research Perspectives

In this section, I concentrate on the topics that remained unexplored and hold potential for
further investigation.

Machine Learning Algorithms Instead of Classical Inverse Approach

My developed inverse approach e�ectively estimated ice fabric properties in three distinct �ow
regimes in Antarctica. However, it has two limitations commonly encountered in classical in-
verse approaches, requiring further investigation and improvement.

The �rst limitation is the approach’s high dependence on initial model parameters. To
achieve a successful inversion, a precise initial guess about ice fabric properties is essential,
posing a challenge, especially when inverting several hundred data points. The second limita-
tion is that the inverse approach works best for depth-invariant ice fabric orientation. If the
orientation of the ice fabric rotates with depth, the backscattered signal becomes complex, and
the inverse approach struggles to detect a unique solution.

To overcome both limitations, I recommend enhancing the current inverse approach by re-
placing the classical method with a machine learning algorithm (e.g., simulation based infer-
ence). This shift can signi�cantly aid in pattern detection. Additionally, machine learning can
be more applicable by enabling it to analyze an entire pro�le rather than a singular point, es-
timating ice fabric properties and generating two-dimensional results without dependence on
the initial guess of model parameters.

The E�ect of Tilted Vertical Eigenvector

The �rst constraint is when one of the eigenvectors is not aligned vertically which cause error in
estimating horizontal anisotropy. While it is technically feasible to rectify this error if the extent
of the tilted eigenvector is known (Jordan et al., 2019; Rathmann et al., 2022), the detection of
such a tilt remains a challenge in radar data. The primary method to address this issue involves
employing wide-angle pRES radar measurements where the transmitter and receiver antenna
are several tens of meter far from each other.

This topic has substantial potential to improve the assessment of ice fabric anisotropy using
pRES radar data by addressing its current limitation. In my view, it is worthwhile to explore
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the direct detection of the tilt degree in the vertical eigenvector from nadir pRES data. This can
be achieved by observing the impact of the tilted eigenvector (calculated from wide-angle data)
on polarimetric metrics. If the in�uence of the tilted eigenvector is discernible in observations
from nadir pRES data, there may be a need and opportunity to extend Fujita’s forward model
(Fujita et al., 2006).

In the same context, it is crucial to comprehend the impact of a tilted eigenvector on pRES
radar signals, especially concerning quad-polarimetric measurement and its role in synthesizing
the complete azimuthal backscattered signal. Additional investigation is required to validate
that the tilted eigenvector has no e�ect on the pRES data synthesized from quad-polarimetric
measurements.

Ice Fabric Analysis - Easy Access for the Community

As the quantity of collected quad-polarimetric pRES data increases, I suggest establishing a web-
site/software with friendly user interface where researchers can simply upload their pRES data
in the correct format. This website/software would then process, plot and invert the data. Fi-
nally, utilizing AI, it generates a report about the ice fabric properties derived from the provided
data. This method holds the potential to notably enhance the quantity of the existing observa-
tion and understanding of ice fabric properties.

Horizontal Strain Orientation in Deeper Ice

I observed a consistent pattern in three distinct study areas: the estimated eigenvector in the
horizontal plane typically aligns with the direction of the strongest horizontal strain rate. How-
ever, this eigenvector is not consistently the same across all areas. In my �ndings, I noted that
in DC and EDML, where the �ow is less complex compared to HIR (a triple junction ice rise),
the strongest horizintal eigenvector (v2) aligns with the direction of the strongest horizontal
strain rate, whereas in HIR, it’s v1. While this inconsistency might be attributed to di�erent
�ow regimes in these study areas, it is crucial to investigate this discrepancy and establish a
reliable correlation between the estimated ice fabric orientation and the direction of the hori-
zontal strain rate. This correlation could provide valuable insights into the deeper ice column’s
rheology.

SLEDGE, Further Developments and Applications

In my suggestions for further developing SLEDGE, relevant information is available in chapters
4 and 8. Now, I will outline necessary changes for SLEDGE before another �eld deployment.

One persistent issue in data acquisition was the pRES radar disconnecting from the rover’s
computer due to a long ethernet cable from pRES to the rover. As the pRES is designed for
stationary measurement, maintaining the ethernet connection while driving over sastrugi is
unfeasible. Considering the rover computer’s WIFI capability, I recommend mounting a WIFI
module to pRES for a wireless connection between pRES and the rover.

Frequent interruptions occurred due to the rover getting stuck with sastrugi. To enhance
�eld data acquisition and minimize issues with sastrugi, I propose changing the current trans-
mission to provide more torque for the rover to navigate sastrugi. Additionally, a revision of the
autonomous drive algorithm is advised. The main problem observed in the current algorithm
was the rover deviating from a straight line and circling around the destination point when
in close range. Although I addressed this temporarily, a thorough revision of the autonomous
driving algorithm is recommended.
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Before data collection, minor recommendations include ensuring the use of the proper wheel,
considering snow conditions and temperature, as discussed in chapter 4. Moreover, before the
�rst data acquisition and after every long traverse, calibrating the engines is crucial. Applying
the same current to all four engines and measuring the rotation per minute in each wheel ensures
consistent calibration, as discrepancies have been observed.

Finally, the modular design of the rover, both in hardware and software, extends its ap-
plication beyond the pRES radar and ice fabric anisotropy. Its potential use with other radar
systems for purposes like mapping ice bed and internal layers, as well as SAR processing with
sub-decimeter spacing using the RTK GPS, is notable. Its adaptability to di�erent geophysical
instruments (e.g., magnetic and gravimetry), enhances its versatility for scienti�c applications.
Therefore, I encourage those interested in continuing this work to explore the system’s broader
potential.
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6.1 ApRES Station Info Table

Table 6.1: ApRES stations info. Coordinates are shown in decimal degrees in the WGS84 reference system.
Surface elevations are extracted from the Reference Elevation Model of Antarctica (REMA; Helm et al.,
2014). Bed elevations are obtained from the polarimetric-radar data. Tx–Rx azimuth is measured by a
compass with ±15◦ tolerance.

Site Name Location Longitude [DDs] Latitude [DDs] Surface elevation [m.a.s.l.] Bed elevation [m.a.s.l.] Tx-Rx azimuth [°]
LD01 DML 0.093410 -74.995730 2892.3 206.5 114

EPICA Dome C 123.350000 -75.100000 3232.7 -8.0 163.6
W18 Dome C 122.909370 -75.000790 3226.9 -119.28 81.2
W12 Dome C 123.071950 -75.035100 3229.0 64.5 64.3
W06 Dome C 123.237540 -75.068530 3232.4 26.0 76.2

W4d5 Dome C 123.280150 -75.076690 3233.1 24.4 69
W2d5 Dome C 123.337480 -75.086960 3233.5 24.8 62.2
W1d5 Dome C 123.366290 -75.092090 3233.5 51.4 69.3
W1d0 Dome C 123.381070 -75.094670 3233.6 64.7 71.9
W0d5 Dome C 123.395540 -75.097190 3233.5 54.45 75.6

E0 Dome C 123.410151 -75.099738 3233.7 36.6 71.5
E0d5 Dome C 123.424700 -75.102290 3233.5 50.5 67.8
E1d0 Dome C 123.439460 -75.104780 3233.5 80.6 61.7
E1d5 Dome C 123.453870 -75.107310 3233.3 109.2 64.5
E02 Dome C 123.468390 -75.109810 3233.1 121.5 73.3
E03 Dome C 123.497900 -75.114910 3232.8 78.0 71.9

E4d5 Dome C 123.541160 -75.122690 3232.27 116.4 65.8
E06 Dome C 123.583990 -75.131010 3231.3 38.0 58.5
E09 Dome C 123.666480 -75.147581 3229.1 38.1 61.4
E12 Dome C 123.748400 -75.164990 3227.2 50.3 57.8
E18 Dome C 123.906540; -75.201260 3224.8 17.8 70.2

6.2 Matrix-Based Radio Wave Propagation Parameters

Here, we brie�y explain the parameters from Eq. (2.3.3). The depth factor in this equation is

D(z) =
exp(jk0z)

4πz
, (6.1)

where j is the imaginary unit, and k0 = 2πfcc
−1
0 is the wavenumber in a vacuum, with c0 the

speed of light in a vacuum.
The transmission of the signal is described by the transmission matrix T along the ice fabric

horizontal principal axes. T is a function of wavenumbers kx and ky , whereas the wavenumbers
can be expressed as a function of dielectric permittivities (ε′x, ε′y) and electrical conductivities
(σx, σy) (Fujita et al., 2006).

kx = (ε0µ0ε
′
xω

2 + jµ0σxω)0.5, (6.2)
ky = (ε0µ0ε

′
yω

2 + jµ0σyω)0.5, (6.3)

where ε0 and µ0 are the dielectric permittivity in a vacuum and the magnetic permeability in a
vacuum, respectively, and ω is the angular frequency. In this study we follow Ackley and Keliher
(1979) and Fujita et al. (2006) and assume isotropic electrical conductivity (σx = σy). Using Eq.
(2.3), T can be written as a function of eigenvalues

T(λ1i, λ2i) =

(
Tx(λ1i) 0

0 Ty(λ2i)

)
, (6.4)
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where it tracks the relative phase shifts induced by the dielectric anisotropy along the ice fabric
principal axes. The re�ection matrix Γ describes the re�ection of the radio waves at an interface
with changing dielectric properties

Γ(λ1i, λ2i) =

(
Γx(λ1i) 0

0 Γy(λ2i)

)
, (6.5)

A rotation between the TR aerial line and v1 of the ice fabric in layer i is accounted for by the
rotation matrix R and its transpose (R′):

R(θi) =

(
cos θi − sin θi
sin θi cos θi

)
. (6.6)

6.3 Matrix-BasedRadioWavePropagation in a Single Layer
Case

Here we expand individual components of a single-layer case that are used later to determine
the relationship between the anisotropic re�ection ratio and the angular distance of the copo-
larization nodes. For this case, we drop the indices relating to the di�erent layers and expand
Eq. (2.3.3):

S = D2R(θ)T2ΓR′(θ), (6.7)

S =

(
sHH sV H
sHV sV V

)
= D2

(
T 2
xΓx cos2 θ + T 2

yΓy sin2 θ sin θ cos θ(T 2
xΓx − T 2

yΓy)

sin θ cos θ(T 2
xΓx − T 2

yΓy) T 2
yΓy cos2 θ + T 2

xΓx sin2 θ

)
. (6.8)

so that:

sHH(θ ± π

2
) = sV V (θ), (6.9)

sHV (θ ± π

2
) = −sHV (θ). (6.10)

The complex sHH , its amplitude, and its phase are then

sHH =
1

(4πz)2
(
Γx cos2(θ) exp(j2zkx) + Γy sin2(θ) exp(j2zky)

)
, (6.11)

|sHH | =
Γx

(4πz)2
(
cos4(θ) + r2 sin4(θ) + 2r sin2(θ) cos2(θ) cos(2z(kx − ky))

)0.5
, (6.12)

arg (sHH) = tan−1
(

sin(2zkx) + r tan2(θ) sin(2zky)

cos(2zkx) + r tan2(θ) cos(2zky)

)
, (6.13)

respectively. Also, the complex sHV , its amplitude, and its phase, respectively, are

sHV =
sin(θ) cos(θ)

(4πz)2
(Γx exp(j2zkx)− Γy exp(j2zky)) , (6.14)

|sHv| =
Γx sin(θ) cos(θ)

(4πz)2
(
1 + r2 − 2r cos(2z(kx − ky))

)0.5
, (6.15)

arg (sHV ) = tan−1
(

sin(2zkx) + r sin(2zky)

cos(2zkx) + r cos(2zky)

)
. (6.16)
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6.4 Polarity of the Coherence Phase Gradient

This section details the relationship between the polarity of the phase gradient and the corre-
sponding directions of the eigenvectors. Care has to be taken here as the deramping during
ApRES data acquisition is equivalent to a complex conjugation of the received signal. If this is
not accounted for, the inferred eigenvector v1 and v2 will be swapped. More speci�cally, for a
received signal at θ = 0◦,

sHH = A (Γx cos(2zkx) + jΓx sin(2zkx)) , (6.17)
sV V = A (Γy cos(2zky) + jΓy sin(2zky)) , (6.18)

so that the coherence phase results in:

CHHV V = (cos(2z(kx − ky)) + j sin(2z(kx − ky))) , (6.19)
φHHV V (θ = 0) = 2z(kx − ky), (6.20)

and conversely for θ = 90◦:

φHHV V (θ = 90◦) = 2z(ky − kx). (6.21)

As explained in Appendix 6.2, kx and ky are a function of λ1 and λ2, respectively. Because
λ1 ≤ λ2 it follows that kx < ky . Therefore, φHHV V (θ = 0◦) < 0 and φHHV V (θ=0◦)

dz < 0. The
reverse holds for θ = 90◦.

6.5 Reconstruction ofAzimuthalMeasurements froma Sin-
gle Quad-Polarimetric Acquisition

The transformation is purely geometrical and corresponds to a coordinate transformation into
a rotated reference system for an arbitrary γ:(

sHH(θ ± γ) sV H(θ ± γ)
sHV (θ ± γ) sV V (θ ± γ)

)
=(

cos(θ ± γ) − sin(θ ± γ)
sin(θ ± γ) cos(θ ± γ)

)(
sHH(θ) sV H(θ)
sHV (θ) sV V (θ)

)(
cos(θ ± γ) sin(θ ± γ)
− sin(θ ± γ) cos(θ ± γ)

)
, (6.22)

resulting in:

sHH(θ ± γ) =

cos2(θ ± γ)sHH(θ) + sin2(θ ± γ)sV V (θ)− sin(θ ± γ) cos(θ ± γ)(sHV (θ) + sV H(θ)),
(6.23)

sV H(θ ± γ) =

cos2(θ ± γ)sV H(θ)− sin2(θ ± γ)sHV (θ) + sin(θ ± γ) cos(θ ± γ)(sHH(θ)− sV V (θ)),
(6.24)
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sHV (θ ± γ) =

cos2(θ ± γ)sHV (θ)− sin2(θ ± γ)sV H(θ) + sin(θ ± γ) cos(θ ± γ)(sHH(θ)− sV V (θ)),
(6.25)

sV V (θ ± γ) =

cos2(θ ± γ)sV V (θ) + sin2(θ ± γ)sHH(θ) + sin(θ ± γ) cos(θ ± γ)(sHV (θ) + sV H(θ)).
(6.26)

Figure 6.1 demonstrates this approach for the EDML site, where quad-polarimetric measure-
ments were additionally complemented by a dataset collected with rotating antennas. There are
no structural di�erences between both datasets.

6.6 CorrelationBetweenHHPowerAnomaly (δPHH) Nodes
and Anisotropic Re�ection Ratio (r)

Here, we quantify the angular distance of co-polarization nodes (AD) as a function of the
anisotropic re�ection ratio (r). This defaults to a two-dimensional minimization problem in
z and θ in the power anomaly δPHH . A co-polarization node in Eq. (6.12) requires

cos(2zky) = −1. (6.27)

The remaining quadratic equation has two solutions corresponding to the two co-polarization
nodes:

θnode1 = tan−1(
1√
r

+ θ), (6.28)

θnode2 = tan−1(
1√
r
− θ). (6.29)

The angular distance between these nodes then results in

AD = |θnode2 − θnode1| = 2 tan−1(
1√
r

), (6.30)

which can be re-arranged for the re�ection ratio as:

r =
1

tan2(AD2 )
. (6.31)

6.7 TheE�ect ofVertical Insensitivity inPolarimetricRadar

Since polarimetric radar is insensitive to the vertical component of the ice fabric, it is only
possible to estimate its horizontal anisotropy from the matrix model alone (Sect. 2.3.3). As
shown in Fig. 6.2, the value of ∆λ = λ2− λ1 is not su�cient to infer the ice fabric type. End-
member cases in Fig. 6.2a–c are the values for λ1, λ2, and λ3 for an isotropic (I), singlepole
maximum (S), and girdle-type (G) ice fabric. Although the uncertainty in detecting the ice fabric
type decreases for stronger ∆λ, to constrain the ice fabric type from the polarimetric radar, all
three eigenvalues along the ice fabric principal axes are necessary. The triangular shape of Fig.
6.2 is due to the constraints on the λ1, λ2, and λ3 values, as mentioned in Sect. 2.3.1.
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Figure 6.1: Comparison between measured and synthesized ApRES data at the EDML site. Left column:
measured ApRES data (22.5◦ azimuthal spacing). Middle column: synthesized ApRES data (22.5◦ az-
imuthal spacing). Right column: synthesized ApRES data (1◦ azimuthal spacing).
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Figure 6.2: Ice fabric type and eigenvalue (a)λ1, (b)λ2, (c)λ3 as a function of eigenvalue di�erencesλ2−λ1

and λ3−λ2. (I) isotropic ice fabric where λ2−λ1 and λ3−λ2. (S) Single-pole maximum ice fabric where
λ2 − λ1 = 0 and λ3 − λ2 = 1. (G) Vertical girdle ice fabric where λ2 − λ1 = 0.5 and λ3 − λ2 = 0.

6.8 Code and Data Availability

The entire code was written by the author and is publicly available on GitHub (https://github.
com/RezaErshadi/ApRES_InverseApproach, last access: 19 April 2022; DOI: https://doi.org/10.
5281/zenodo.4447487; Ershadi, 2021). EDML radar data are cited as Christmann et al. (2020)
https://doi.org/10.1594/PANGAEA.913719. Dome C radar data are cited as Corr et al. (2021);
DOI: https://doi.org/10.5285/634EE206-258F-4B47-9237-EFFF4EF9EEDD.
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7.1 Limitations in Depth of Investigation

In Fig. 7.1, we present the ice thickness and coherence magnitude at the p0 radar site (located at
the centre of the pro�le). As detailed in Section 3.3.1, if the coherence magnitude falls below 0.4
(red zone in Fig.7.1), the signal is considered unreliable for further phase analysis. As depicted
in the �gure, the coherence magnitude falls below 0.4 at approximately 400 m depth. As a result,
for all pRES data analysed in this study, only the top 400 m are used.

Figure 7.1: (a) Radar backscattered power (blue line) reveals the ice thickness. (b) The magnitude
of complex polarimetric coherence between HH and VV signal (red line). The red zone is the
area below 0.4 coherence magnitude.

7.2 Woodcock Plot (pRES and Ice Core)

Woodcock (1977) introduced the parameter K = ln(λ3/λ2)
ln(λ2/λ1)

as a logarithmic ratio between the
Eigenvalues, dividing the ice fabric type into the cluster zone (K > 1) and the girdle zone (K <
1). The extreme cases are the uniaxial girdle (K close to 0) and the uniaxial cluster (K close to
in�nity), with K = 1 representing the transition zone. Additionally, Woodcock introduced the
parameter C = ln(λ3/λ1) as a measure of the preferred orientation strength. Higher C values
indicate a greater concentration of the c-axis and a lower noise level. By using Woodcock’s
method, the ice fabric type obtained from estimated and measured Eigenvalues can be compared.

Here we regenerated the �gure 1 from Woodcock (1977) add added some extra information to
it. Hand-drawn Schmidt diagrams illustrate the shape of the ice fabric type in each zone, where
the top left and bottom right show the uniaxial cluster and the uniaxial girdle, respectively. The
isotropic ice fabric is situated at the origin of the �gure. Not that the thin sections in Schmidt
diagrams from the ice core analysis in Fig 3.4c are vertical while the Schmidt diagrams shown
in Fig 7.2 are oblique.The estimated and measured ice fabric types are depicted as green squares
and black circles, respectively, within the 50 to 260 m range. Both the estimated and measured
ice fabric types suggest that the fabric is in the weak cluster zone, although the estimated fabric
is slightly weaker compared to the measured fabric.
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Figure 7.2: Regenerated Woodcock (1977), categorising the ice fabric type according to Woodcock’s pa-
rameters. The background colour shows the change of ∆λH , green dashed contours show the ∆λV , blue
dashed contours represent the K values, and rde contours are the C values. The Schmidt diagrams are
copied directly from Woodcock (1977). The green squares and black circles are estimated from radar data
and measured from the ice core, respectively, between 50 to 260 m depth.

7.3 2D Interpolated Fabric Spatial Change

A 2D interpolated spatial distribution of fabric properties inferred from pRES data is provided
in �gure 7.3. The values depicted in �gure. 7.3a and 7.3b represent ∆λH and λ3, respectively,
directly estimated from the pRES data. On the other hand, �gure 7.3c and 7.3d illustrate the
deviation between the estimated ice fabric orientation ~v2 and the surface �ow direction from
SIA and between ~v2 and the maximum strain direction from SIA, respectively.
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Figure 7.3: Showing the two dimensional interpolation of (a) horizontal ice fabric anisotropy. (b) Magni-
tude of the strongest eigenvalue (lambda3). (c) deviation of ~v2 from surface �ow direction. (d) deviation
of ~v2 from maximum strain rate direction. Not that both X and Y axes are normalised by the mean ice
thickness (H w 550 m).

7.4 SIA Results

The magnitude and orientation of surface velocity along with the magnitude and orientation of
the maximum horizontal strain eastimated from SIA as explained in section 3.3.5 are shown all
over HIR in Fig. 7.4

Figure 7.4: Estimated from SIA, (a) magnitude and direction of surface velocity. (b) magnitude and direc-
tion of maximum horizontal strain rate.
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7.5 Code and Data availability

• Source Code is available on GitHub:
RezaErshadi/HammarryggenIceRiseSourceCode_FabricInversion_Strainrates_SIA
(Ershadi et al., 2023).

• prES and ice core data are available on Zenodo:
https://zenodo.org/record/8095508
(Pattyn et al., 2023).

• UWB data: Franke et al. (2020); Koch et al. (2023b).
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8.1 ROS2 Structure

ROS2 (Macenski et al., 2022) facilitates simultaneous communication among all the components
within the SLEDGE. Fig. 8.1 provides an overview of the nodes, topics, and services, illustrating
how they interconnect. The system comprises a total of 11 nodes responsible for various tasks,
communicating with each other through topics and services.

Figure 8.1: Flow chart of the ROS2 nodes, topics, and server structure for SLEDGE. blue circles are the
nodes, green and orange ovals are the type of communication that nodes are capable of, purple rectangles
are the direction of the actions, and blue rectangles are the names of the topics and servers.

These nodes can be divided into two categories. The �rst category consists of nodes directly
controlling the components connected to the system. This includes two GNSS nodes (Trimble
and Garmin) that read and publish GNSS information for other nodes, a Radio node for sending
and receiving radio data, an Arduino node responsible for writing the �nal linear and angular
velocities to the engines, and an ApRES node that triggers the pRES device. The second cat-
egory comprises six nodes that perform various tasks and calculations. The LogWriter node
records log �les documenting all actions within the system, while the Telemetry node publishes
telemetry information for the operator. The PingPongRadio node continuously checks the radio



Chapter 8 87

connection and stops the rover if no connection is detected. The ManualDrive node is active
when the operator is manually controlling the rover, while the AutoDrive node controls au-
tonomous driving. Finally, the WriteSpeed node handles the �nalization of linear and angular
velocities.

8.2 Control Station User Interface

As mentioned in section 4.2.2, the control station interface, which provides the operator with
full remote control over the rover, has been completely rewritten. The new version uses the
MATLAB GUI toolbox, o�ering convenient control options according to our needs. This inter-
face allows for seamless switching between GNSS systems, triggering the pRES, and manual or
autonomous driving of the rover. Moreover, it provides the capability to design autonomous
radar surveys using three di�erent methods: single-point, pro�le, and area. When designing an
autonomous radar survey, the survey designer prompts the operator for relevant survey infor-
mation and creates a survey path along with a simulated rover path. The interface also presents
visual information to the operator, including telemetry data such as battery level, current linear
and angular velocities, and a map displaying the rover’s current location and target points.

8.3 Backscattered Power

Here we show the backscattered power from all the antenna combinations collected by SLEDGE.
In Fig. 8.2 we can see the re�ection between the ice and both bedrock and ocean are stronger
in VH signal. The expectation is to have the same quality of re�ection in the HV signal as well
however HV shows slightly weaker re�ection, but it is still stronger than HH and VV.
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Figure 8.2: Backscattered power from all the antenna combinations.
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8.4 Polarimetric Coherence

Here, in Fig. 8.3a we present an example of a standard �gure for quad-polarimetric data (Ershadi
et al., 2022b) for a single point and quad-polarimetric metrics for the along-�ow pro�le, fully
synthesized for a 180° orientation, where alpha = 0 and 180 degrees align with the driving di-
rection. This includes co-polarized (HH) and cross-polarized (VH) power anomalies, along with
the coherence phase between HH and VV.

In Fig. 8.3a1, the power (a1) depicts the backscattered power of the signal, indicating ice
thickness (885 m). The absence of 90° symmetry in the co-polarized power anomaly (a2) de-
tects anisotropic re�ection. In contrast, the cross-polarized power anomaly (a3) exhibits a 90°
periodicity, with minima at 0 and 90 degrees, representing the orientation of the strongest and
weakest anisotropy directions on a horizontal plane. The coherence phase between HH and VV
(a4), varying sign every 90 degrees while maintaining the pattern, clari�es the 90° ambiguity
for the weakest and strongest fabric orientation directions, with the scaled factor of its depth
gradient serving as a proxy for the magnitude of ice-fabric anisotropy. More details about the
parameters and patterns in this type of �gures are explained in (Ershadi et al., 2022b).

a1 a2 a3
b1

b2

b3

c1

a b

dc

c2

c3

d1

d2

d3

a4

Figure 8.3: a: standard quad-polarimetric plot for a single measured point (at 12 km distance along �ow
pro�le) where a1 shows the backscattered power, a2 shows the HH power anomaly, a3 shows the VH
power anomaly and a4 shows the coherence phase between HH and VV. b: HH power anomaly for all the
measured points along the �ow pro�le at 0° (b1), 45° (b2) and 90° (b3) orientation. This section shares the
color map with a2. c: Same as (b) but for VH power anomaly. This section shares the color map with a3.
d: same as (a) and (b) but for the coherence phase between HH and VV. This section shares the color map
with a4.



Chapter 8 89

Figure 8.3b-d show the quad-polarimetric metrics for the along-�ow pro�le, fully synthe-
sized for a 180° orientation, where alpha = 0 align with the driving direction. To illustrate these
metrics in a pro�le, three synthesized orientations (0, 45, and 90 degrees relative to the driving
direction) were chosen and are shown. The HH (co-polarized) power anomaly (Fig. 8.3-b), in-
dicating anisotropic re�ection across the area. The VH (cross-polarized) power anomaly (Fig.
8.3-c) with the blue color dominance at 0° and, as expected, at 90°. Notably, the red band at 0
and 90° turns blue at 45°, suggesting a fabric rotation of approximately 45 degrees in that part of
the ice column, consistently observed in the �oating ice. While a detailed analysis of the degree
of anisotropy requires further examination of the coherence phase (Fig. 8.3-d), certain patterns
in the 45° orientation resemble those observed in the coherence phase and this band’s domi-
nance in the �oating ice with a di�erent polarity indicates a fabric change after the ice passes
the grounding line.

8.5 SLEDGE - List of Components

Here we list all the major components of SLEDGE including their names, produced, and links
to their website.

• The rover (FrostyBoy)

– Polar Research Equipment
– https://www.polarresearchequipment.com/

• Motor controller

– RoboteQ FBL brushless dc motor controller
– https://www.roboteq.com/products/products-brushless-dc-motor-controllers/fbl-family

• Motors

– ElectroCraft Rapid Power Brushless DC engine
– https://www.electrocraft.com/products/bldc/

• Transmission

– NEUGART economy gearbox
– https://www.neugart.com/en/gearboxes#economy-gearboxes

• Radio modem and antenna

– Digi XBee SX RF Modems
– https://www.digi.com/products/embedded-systems/digi-xbee/digi-xbee-gateways/digi-xbee-sx-rf-modems

• Mini industrial computer

– ADVANTECH ARK1551
– https://www.advantech.com/en-eu/products/92d96fda-cdd3-409d-aae5-2e516c0f1b01/ark-1551/mod_47d30ee7-

28b6-41bc-83a1-a7ca416e68cd

https://www.polarresearchequipment.com/
https://www.roboteq.com/products/products-brushless-dc-motor-controllers/fbl-family
https://www.electrocraft.com/products/bldc/
https://www.neugart.com/en/gearboxes#economy-gearboxes
https://www.digi.com/products/embedded-systems/digi-xbee/digi-xbee-gateways/digi-xbee-sx-rf-modems
https://www.advantech.com/en-eu/products/92d96fda-cdd3-409d-aae5-2e516c0f1b01/ark-1551/mod_47d30ee7-28b6-41bc-83a1-a7ca416e68cd
https://www.advantech.com/en-eu/products/92d96fda-cdd3-409d-aae5-2e516c0f1b01/ark-1551/mod_47d30ee7-28b6-41bc-83a1-a7ca416e68cd
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• Arduino board

– Arduino Due
– https://store.arduino.cc/products/arduino-due

• Garmin navigation system

– Garmin 19x HVS GNSS package
– https://www.garmin.com/de-DE/p/100686

• Trimble navigation system

– Trimble Two Zephyr 3 antennas
– https://geospatial.trimble.com/products-and-solutions/trimble-zephyr-3

– Trimble R9s-type receivers
– https://stg-geospatial.trimble.com/sites/geospatial.trimble.com/�les/2021-01/Datasheet%20-%20Trimble%20R9s%20GNSS%20Receiver%20-

%20German%20-%20Screen.pdf

• Sleds

– AIRFRAMEALASKA Cross Fox Sleds
– https://www.airframesalaska.com/cross-fox-sleds-s/2253.htm

• pRES radar

– Brennan et al. (2014); Nicholls et al. (2015)

8.6 Code and Data Availability

• The rover (ROS2) and interface (MATLAB GIU) source code for SLEDGE:
https://zenodo.org/records/10064669

• pRES HTTP REST API:
https://zenodo.org/records/10047461

• pRES quad-polarimetric for �eld manual and code:
https://zenodo.org/records/10064673

• Data in the process of submission to the PANGAEA database.

8.7 Competing Interests

• JE and APL are commercial robotic suppliers of the rover (FROSTYBOY) used in this study.
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