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2. Abstract 

A long-standing question in neuroscience is how the activity of visual neurons supports 

perception. Historically examined from a purely feedforward perspective, this approach 

documented neuronal selectivity for specific perceptual features, sensitivity akin to an 

animal’s perceptual sensitivity and demonstrated causal effects of sensory neurons on 

an animal’s decision. Indeed, even the variable activity of single sensory neurons was 

found to be correlated with the decision an animal would make, often referred to as 

‘choice probability’. This decision-related activity was long interpreted as reflecting the 

causal effect of feedforward noise on the decision process, but increasing evidence 

has pointed to a feedback origin of these correlations with behaviour. However the role 

of that such feedback remains unclear. The work in this thesis sought to investigate 

the nature of this feedback in order to help explain what it’s potential role in perceptual-

decision making may be, as well as to further clarify long-held beliefs on the origin of 

decision-related activity. To do so, we focussed on the mechanisms underlying 

disparity perception in disparity-selective mid-level visual areas. First, we tested 

whether neurons in area V2 were causally involved in a disparity discrimination task. 

By electrically stimulating disparity-selective V2 neurons, we demonstrated a bias in 

the animals’ decisions in line with the preference of the stimulated neurons, suggesting 

a causal role for these neurons in disparity perception. We then proceeded to better 

characterise the feedback that gives rise to decision-related activity in these neurons, 

as well as another group of disparity-selective neurons in V3/V3a. Since feedback has 

often been assumed to selectively target visual neurons based on their relevance for 

the task or stimulus demands, we aimed to test the extent of this selectivity. To do so, 

we employed a novel task combining disparity discrimination with a spatial attention 

component, wherein animals had to ignore one stimulus whilst discriminating the other. 

Critically, this led to distinct predictions for decision-related activity depending on how 

selective the feedback would be. We found that decision-related activity could be 

observed for neurons representing an ignored task-irrelevant stimulus, incompatible 

with accounts of feedback which exclusively target task-relevant neurons. Our findings 

suggest that decision-related activity arises predominantly as a result of feedback 

targeting neurons selective for disparity, regardless of whether they contribute to the 

task. Importantly they imply a biological constraint to the selectivity of feedback, and 

demand a revision of current theoretical accounts of feedback in perceptual decision-
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making. The work presented here thus not only contributes to our understanding of 

disparity perception, but has critical implications for how feedback modulates the 

responses of visual neurons and ultimately shapes perception. 
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3. General Introduction 

 

3.1. Selective visual neurons 

For decades, visual neuroscientists have sought to explain how the brain is able to 

transform patterns of light falling on the retina into a meaningful percept of our world. 

Our understanding of the physiological basis of this process was fundamentally shaped 

by the pioneering work of Hubel and Wiesel in the 1950s and 60s (1959, 1962; see 

review from Wurtz, 2009). In the first of these experiments, electrodes were inserted 

into the striate cortex (V1) of awake behaving cats, and the responses of single 

neurons measured in action potentials or ‘spikes’ – popularly referred to as the 

currency of these cells. Using this setup, Hubel (1959) observed that simply waving a 

hand in front of the cat could illicit a flurry of activity in visual cortical neurons, moreso 

than diffuse illumination. To Hubel’s surprise, through using more controlled light spots 

it became clear that the activity of these cells could be highly selective for the direction 

in which stimuli moved through their ‘receptive field’  (that is the confined area of the 

visual field within which light stimuli could modulate firing rate), firing more for one 

direction than another. Hubel & Wiesel (1959) used light slits to systematically measure 

this direction selectivity, as well as robust orientation selectivity, in V1 of the 

anaethestised cat, and later in the monkey (1962).  

These early experiments paved the way for an extensive mapping of primate 

visual cortical selectivity for different visual features on an area-by-area basis. In 

addition to the direction and orientation selectivity in V1, selectivity for direction was 

also observed in MT (e.g. Albright, 1984; Maunsell & van Essen, 1983; Zeki, 1974) and 

MST (Desimone & Ungerleider, 1986), for orientation in V2 (Burkhalter & Van Essen, 

1986; Hubel & Livingstone, 1987), V3 and V3a (Zeki, 1978), colour in V2 (Burkhalter 

& Van Essen, 1986; Hubel & Livingstone, 1987) and V4 (Zeki, 1978), and binocular 

disparity in V1 (G. F. Poggio & Fischer, 1977), V2  (Hubel & Livingstone, 1987), V3, 

V3a (Anzai et al., 2011) and MT (J. H. Maunsell & Van Essen, 1983), to name some 

examples.  Further, in a number of these areas, selectivity for specific features 

appeared to be organised topographically, either in columns or clustered. Well-known 

examples include the orientation columns (Hubel & Wiesel, 1968) and colour blobs of 

V1 (Livingstone & Hubel, 1984), but additional examples include direction selective 
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columns in MT (Albright et al., 1984), and disparity clusters in area V2 (Chen et al., 

2008). This spatial organisation of neurons according to their feature selectivity 

suggested that these areas may be specialised for the processing of the given feature.  

3.2. The role of visual neurons in perception 

Having established neuronal selectivity for a range of visual features, the next step was 

to test whether these neurons contributed to the perception of said features. This drove 

a wave of experiments which sought to directly compare the selectivity of visual 

neurons with the behavioural performance of animals, by using psychophysical tasks 

tailored to the selectivity of the neurons under study. To begin with this was indirect – 

comparing behavioural observations in humans with neural recordings in animals 

(Newsome et al., 1986; Tolhurst et al., 1983). However, it was through the work of 

Newsome and colleagues  that monkeys were trained to perform the psychophysical 

tasks themselves, facilitating a direct comparison of visual neuronal activity and 

behaviour that had not previously been possible (Britten et al., 1992; Britten et al., 

1996; Celebrini & Newsome, 1994; Newsome et al., 1989; see review from Parker & 

Newsome, 1998). In these experiments (see Fig. 1), monkeys were trained to perform 

a motion discrimination task, in which the animal had to determine whether they 

perceived one or the other direction of motion in a noisy random-dot stimulus (e.g. up 

vs. down) and report their choice with a motor response. These stimuli allowed the 

experimenters to carefully titrate the degree of signal, in this case the net motion, to 

the lowest levels at which the observer could reliably discriminate the direction 

presented. This could be achieved by manipulating the proportion of dots moving in an 

experimentally specified direction. For each signal level, and across multiple 

repetitions, one could then measure the proportion of choices in favour of a given 

direction. For the highest included signal levels, for each direction, an animal’s choices 

reached near-perfect performance, but as the signal decreased, the choices became 

more variable. Importantly, a portion of the presented stimuli had no net motion, or zero 

signal, appearing to the observer as “twinkling visual noise” (Newsome & Pare, 1988). 

Even on these zero signal trials the animals were still required to report the motion 

direction they perceived, and were rewarded randomly for their choice. This meant that 

the choices on these trials could be thought of as largely independent of the sensory 

stimulus, the importance of which will become apparent in the next section (see 3.4 

Decision-related Activity).  
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In order to make any comparison between these behavioural measurements 

and the neural recordings, both the behaviour and neural data needed to be quantified 

in a comparable way. For behaviour, the proportion of choices in favour of one direction 

was plotted as a function of the signal values for both directions and fit with a sigmoid 

curve, yielding what is referred to as the psychometric function. The psychometric 

function describes the relationship between the animal’s perceptual choices and the 

strength of the stimulus signal (Treutwein & Strasburger, 1999; Wichmann & Jäkel, 

2018), and it’s fit parameters allow for the quantification of specific aspects of the 

animal’s discriminatory capabilities. For example, the threshold (when defined as the 

signal value at 50% correct choices) could tell us the signal level at which the animal 

is equally likely to report one or the other direction (point of subjective equality, PSE). 

In addition, the slope around this threshold gives us a measure of how sensitive their 

Fig. 1 | Example motion discrimination task. a) Stimulus schematic. In 

Britten et al., (1992) motion coherence was determined by the percentage 

(“correlation”) of dots moving in the same direction. At no correlation (left) all 

dots were randomly replotted and appeared as noise. The strength of the 

motion signal increased with increasing correlation. b) Example 

psychophysical performance. As motion signal (correlation, %) increased so 

too did the proportion of correct responses. Data fit with a psychometric 

function (sigmoid function). Figure adapted from “The Analysis of Visual 

Motion: A Comparison of Neuronal and Psychophysical Performance” by K.H. 

Britten, M.N. Shadlen, W.T. Newsome and J.A. Movshon, 1992, Journal of 

Neuroscience, 12, p.4746. Copyright 1992 by the Society for Neuroscience. 
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behaviour is to small differences in signal levels. Importantly, the psychometric function 

provides a standardised measure through which an animal’s psychophysical behaviour 

can be compared throughout task-learning and across task conditions or animals.  

To compare this psychometric function with the neural data, a similar 

standardised measure of neural sensitivity was devised called the neurometric function 

(Newsome et al., 1989). To do so, an approach from signal detection theory was 

utilised (Green & Swets, 1966), known as the receiver operating characteristic (ROC) 

curve (Fig. 2).  In short, say we plot the distribution of firing rates before a preferred 

and a non-preferred or ‘null’ stimulus (Fig. 2a). For a given firing rate threshold we can 

then observe how often a particular firing rate above/to the right of the threshold 

occurred in response to a preferred (true positive) or null stimulus (false positive). 

Conversely, for firing rates under/to the left of the threshold we can measure true 

negatives (null stimulus presented) and false negatives (preferred stimulus presented). 

Using these four measures, one can calculate the true positive and false positive rates 

(TPR and FPR respectively). The ROC curve is then plotted as the FPR against TPR 

for a range of thresholds/criterion (Fig. 2b), and the resulting area under the curve 

(aROC) can be used as a measure of the discriminability of the signals of interest. In 

this particular case, how well do the neuron’s responses discriminate between 

preferred and null stimuli. The neurometric curve itself consisted of plotting the aROC 

value as a function of signal level (Fig. 2c), which can be fit with a sigmoid curve.  

Using a motion discrimination task and simultaneous recordings in single MT 

and MST neurons, Newsome and colleagues found the psychometric and neurometric 

functions to be stikingly similar in both the average threshold and slope (Britten et al., 

1992; Celebrini & Newsome, 1994;  Newsome et al., 1989). This suggested that the 

sensitivity of individual visual neurons was sufficient to account for an animal’s 

perceptual behaviour, and implied that these neurons may play a key role in 

perception. 

3.3. Establishing a causal role 

The feature selectivity of visual neurons and the similarity between neuronal 

and behavioural sensitivity during a perceptual task provided substantial evidence that 

these neurons could be involved in visual perception. However, this did not provide 

evidence for a causal role of these neurons in perception. To do so, perceptual 
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experiments needed to be combined with manipulations that could artificially perturb 

the activity of visual neurons, in order to measure the effect on behaviour.  

One method to achieve this is by lesioning a particular region in order to observe 

whether this leads to a selective impairment of the animal’s behaviour in a task 

requiring perception of a given feature (e.g. Newsome & Pare, 1988; Orban et al., 

1995). Indeed, Newsome and Pare (1988) found that lesioning area MT led to a 

Fig 2. Illustration of ROC analysis. a) Hypothetical firing rate distributions for a single neuron to 

preferred (red) and null (blue) stimuli based on simulated data. Decision threshold (dashed black 

line) determines whether a given firing rate is taken to indicate a preferred (right of threshold) or null 

(left of threshold) stimulus. Firing rates can subsequently be grouped into one of four categories 

based on this threshold and the presented stimulus (TP, FP, TN, FN). b) Receiver operating 

characteristic (ROC) curve. For a range of threshold values, the false positive rate (FPR) is plotted 

against the true positive rate (TPR). Black cross shows point on curve corresponding to a threshold 

of x (shown in a). The area under the resulting curve (aROC) corresponds to how well the preferred 

and null firing rate distributions can be separated.  c) Simulated psychophysical performance for a 

discrimination task (solid line for illustrated fit and solid circles for individual data points) as degree 

of signal (e.g. % correlated motion) by proportion correct choices. Neural performance for the same 

task based on hypothetical single neuron (dashed line for fit, open circles for data points). Here 

proportion correct corresponds to the aROC value i.e. how well the neuron discriminates between 

preferred and null stimuli at each signal level. Note the similarity between psychophysical and neural 

performance based on previous findings (see main text). 
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detriment in behavioural performance in the motion discrimination task, but not in an 

orientation discrimination task. 

An alternative approach is to leave the region of interest intact, and instead 

electrically stimulate a cluster of neurons with a shared preference for a particular 

feature (see review from Cohen & Newsome, 2004), known as microstimulation. The 

stimulation is thought to act as if adding to the signal in support of the neurons’ 

preferred feature. Thus, if microstimulation leads to an increase in reports for the 

neurons’ preferred feature, this would go some way towards establishing a causal role 

for these neurons. This is precisely what was observed by Salzman et al. (1992; 1990), 

who found that stimulation of MT neurons led to an increase in choices in favour of the 

direction preference of the stimulated neurons.  

The results of both of these approaches came together to suggest a causal 

contribution of neurons in area MT, which marked a significant turning point in the 

understanding of their role in the perception of motion direction. Indeed perturbation 

techniques like microstimulation (but increasingly optogenetics, see Galvan et al., 

2017) continue to be used as a tool to test the causal role of a particular group of 

neurons in perception (Cohen & Newsome, 2004; Wurtz, 2015), which we utilise in 

chapter 5 of the thesis. 

3.4. Decision-related activity 

Whilst the comparisons of neural and behavioural sensitivity had been made at the 

single neuron level, the above causal manipulations focussed on the effects of 

perturbing a large population of visual neurons simultaneously, establishing a causal 

role for these selective neuronal populations in a motion discrimination task. However, 

even at the single neuron level, an intriguing correlation could be observed between 

stimulus-independent activity fluctuations and the decision an animal would make in 

this task (Britten et al., 1996). Concretely, if a direction-selective neuron fired more on 

a given trial, there was a greater likelihood that the animal would make a choice 

towards that neuron’s preferred direction. Importantly, this activity was stimulus-

independent, in that it could be measured for repeated presentations of identical 

stimuli, including those without any net motion signal. This decision-related activity was 

quantified by Britten and colleagues as ‘choice probability’, given as the area under the 

ROC curve over the firing rate distributions before a preferred vs. null choice (same 
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analysis as illustrated in Fig. 2a,b but for choice rather than stimulus elicited firing 

rates). The choice probability metric yielded a value between 0 and 1, corresponding 

to the probability with which an observer could predict the choice an animal would 

make, given the preference of the neuron and knowledge of the firing rate distributions 

before each choice. Values deviating from 0.5 signified performance better than 

chance. Although the average choice probabilities found were small (0.55, Britten et 

al., 1996), they demonstrated that small fluctuations in neural activity unrelated to the 

stimulus could be systematically associated with the choice an animal would make.  

These results have since been extended to a wide range of different visual 

features and areas (see review from Crapse & Basso, 2015) although here we will 

focus on this activity in purely visual neurons, observed for example for orientation in 

V1 (Nienborg & Cumming, 2014), disparity in V2 (Clery et al., 2017; Nienborg & 

Cumming, 2006), MT (Uka & DeAngelis, 2004) and IT (Uka, 2005), and structure-from-

motion in MT (Dodd et al., 2001). Furthermore, the magnitude of these trial-by-trial 

fluctuations with choice often depends on how well-tuned the neuron is for the task 

(e.g. Britten et al., 1996; Uka & DeAngelis, 2004; Nienborg & Cumming, 2014), with 

higher choice probabilities for neurons tuned more strongly for the task-relevant 

feature.  

At first glance, choice probabilities appeared to provide a metric through which 

to gauge the involvement of the measured neurons to the decision, the magnitude of 

which would then reflect the weight given to that neuron in the readout of choice from 

the sensory population. However, as we shall see in the remaining sections, this simple 

interpretation ignored that this correlational metric need not reflect causation, and that 

its magnitude, rather than reflecting readout weight, might reflect the relationship of the 

measured single neuron with a wider pool of sensory neurons. 

3.5. The importance of correlated variability for decision-related activity 

That choice probabilities of the observed magnitude could be measured in single 

neurons at first puzzled researchers (Zohary et al., 1994). If the measured neuron 

contributed as much as it’s correlation suggested, then presumably only a very small 

pool of neurons could be responsible for the perceptual decision. Even using stimuli 

optimised for the neurons under study, how would the experimenter get lucky enough 
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to find one of the few neurons that contributed to the percept out of many hundreds 

with similar tuning? 

The answer is correlated variability. It had already been observed that the 

activity of visual neurons fluctuated even in response to repeated presentations of 

identical visual stimuli (Tolhurst et al., 1983). When measuring these variable 

responses simultaneously for pairs of MT neurons during passive viewing of motion 

stimuli or the motion discrimination task, Zohary et al. (1994) found that the activity 

fluctuations were correlated between the neuronal pairs. These pairwise correlations 

are often referred to as correlated variability, or noise correlations. Correlated 

variability was shown to be higher between neurons with similar tuning (Zohary et al., 

1994; Bair et al, 2001; Smith & Kohn, 2008) and to decrease with increasing neuronal 

distance (Smith & Kohn, 2008), being close to zero for neurons across hemispheres 

(Cohen & Maunsell, 2009). Whilst mean correlation values between 0.1 and 0.2 have 

typically been reported (e.g. Kohn & Smith, 2005; Bair et al., 2001; Zohary et al., 1994; 

see review from Cohen & Kohn, 2011), it will become clear that the exact magnitude 

of these correlations is not the relevant factor for understanding their relationship with 

decision-related activity.  

The importance of correlated variability for decision-related activity was first 

made explicit in a model from Shadlen and colleagues (1996) which remains influential 

to this day. The authors sought to explain several of the findings described above 

documenting correlations between the activity of sensory neurons with behaviour, as 

well as with other sensory neurons, during a motion discrimination task. In the model, 

decisions were made by comparing the average activity of two pools of neurons 

supporting opposite choices (e.g. up vs. down motion), whose responses were based 

on those of real MT neurons (Britten et al., 1996). The decision was then made in 

favour of the choice corresponding to the pool with the greatest average activity. The 

success of the model was gauged on whether it was able to reproduce decision-related 

activity and psychophysical thresholds of the previously observed magnitudes, whilst 

manipulating variables of pool size, tuning composition, pooling noise and within-pool 

correlations. Using biologically plausible pool sizes and a broad range of neuronal 

selectivity, the authors found that the magnitude of decision-related activity depended 

on weak pairwise correlations between neurons within a pool, with decision-related 

activity increasing with increasing correlated variability. Practically, this means that a 
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single neuron’s decision-related activity would not simply reflect it’s own contribution 

to the decision, but also the contribution of all neuron’s within the same pool (Cohen & 

Kohn, 2011;  Haefner et al., 2013). Indeed, some neurons could even be correlated 

with choice simply by virtue of their being correlated with neurons that do contribute, 

even if they themselves were not given any weight in the decision. This not only 

explains the puzzle of why it is relatively easy to find single neuron’s that exhibit 

decision-related activity as large as has been observed, but also drives home why this 

metric cannot be used to infer a causal relationship with behaviour.  

Whilst Shadlen and colleagues’ model highlighted the importance of within-pool 

correlations for decision-related activity, it did not consider the impact of between-pool 

correlations, which were held at 0. These alone would not impact decision-related 

activity in this model as any activity shared between pools would be subtracted out at 

the decision-stage. However, the difference between within- and between-pool 

correlations would have critical effects on the magnitude of decision-related activity, 

with higher values resulting from larger within-pool vs. between-pool correlations 

(Nienborg & Cumming, 2010). Thus it is the structure of correlated variability, rather 

than the magnitude, which has important implications for decision-related activity. 

Although the relationship between correlated variability and tuning similarity would 

seem to support this structure, we shall later see that the structure is far less fixed than 

initially believed.  

It should also be noted that not all correlated variability has implications for 

decision-related activity, but rather a specific subtype – that is variability which appears 

to mimic a change in the stimulus (Kanitscheider et al., 2015; Moreno-Bote et al., 2014; 

Pitkow et al., 2015), so-called ‘information-limiting’ noise correlations. 

3.6. Generalisation across features 

Whilst many of the results discussed above focused on the role of MT neurons in 

motion perception, there is no reason to believe these findings are unique to this 

particular feature or area (as alluded to in several subsections). For these experiments, 

one could take any number of visual features and the corresponding selective neuronal 

clusters to facilitate our understanding of the role of visual neurons in perception.  
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3.7. Binocular disparity 

In this thesis, we chose to examine the perception of binocular disparity in mid-level 

visual cortex. Binocular disparity refers to the small differences in the position of an 

object between the eyes, providing an essential cue for depth perception (Cumming & 

DeAngelis, 2001; DeAngelis, 2000). Selectivity for binocular disparity can be found as 

early as area V1 (Poggio & Fischer, 1977) where information from both eyes first 

converges upon the same single neurons (DeAngelis, 2000), as well as in a number of 

extra-striate regions including V2, V3, V3a and MT (Anzai et al., 2011; Hubel & 

Livingstone, 1987; Maunsell & Van Essen, 1983; Poggio & Fischer, 1977) 

Similar to the motion discrimination tasks discussed, typical disparity 

discrimination tasks also utilise random-dot stimuli, but instead of moving, a portion of 

these dots are horizontally displaced in the image sent to one eye with respect to those 

sent to the other eye. This displacement, or disparity, creates an illusion of depth 

wherein a portion of the stimulus appears to either protrude or recede relative to the 

surround (often the plane of fixation), depending on the direction of displacement. The 

animals’ task is then to report whether this displaced region is ‘near’ (protruding) or 

‘far’ (receding) with respect to the surround (e.g. DeAngelis et al., 1998; Nienborg & 

Cumming, 2006; Nienborg & Cumming, 2009).  During such a task, decision-related 

activity has been observed in V2 and MT (Nienborg & Cumming, 2006; Nienborg & 

Cumming, 2009; Uka & DeAngelis, 2004), but notably not in V1 (Nienborg & Cumming, 

2006). This is believed to be due to a difference in the spatial organisation of disparity 

selectivity within these areas (Nienborg & Cumming, 2014) – whilst V1 exhibits no 

topographical representation for disparity, neurons in both V2 and MT appear to be 

clustered according to their disparity preference (Chen et al., 2008; DeAngelis & 

Newsome, 1999a).  Given that V2 is the earliest cortical area to exhibit such 

topographical organisation for disparity suggests it may indeed play an important role 

in disparity perception. However no previous study has attempted to show a causal 

role for V2 neurons in disparity perception. In chapter 5 of this thesis we therefore 

sought to rectify this omission by using microstimulation to establish a causal role for 

V2 neurons in disparity perception during a disparity discrimination task. In chapter 6, 

also using a disparity discrimination task, our recordings were focussed on area V2, 

as well as area V3/V3a, which receives input from V2 (Felleman et al., 1997) and has 
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likewise shown substantial disparity selectivity (Adams & Zeki, 2001; Anzai et al., 2011; 

Hubel et al., 2015). 

3.8. A feedforward approach 

The contents of this thesis thusfar have described a strictly feedforward approach to 

understanding perception. Stimuli were designed specifically with the selectivity of the 

measured neurons in mind, e.g. random-dot stimuli with motion for motion-selective 

neurons, or with disparity for disparity-selective neurons, and used in tasks that sought 

to isolate feedforward processing. The resulting observations, including decision-

related activity, could be accounted for by a simple pooling in which the flow of 

information goes in one direction – fed forward (Shadlen et al., 1996). Consequently, 

decision-related activity has long been interpreted as reflecting the causal effect of 

variable neural responses on the choice.  

However as discussed in the section on correlated variability, the interpretation 

of decision-related activity is not clear cut. Firstly, the dependence on correlated 

variability means that decision-related activity likely arises at least in part due to 

correlations with other neurons, such that a single neuron correlated with the decision 

need not be causally involved in the decision. Secondly, a specific structure of this 

correlated variability appears to be essential to observing decision-related activity, i.e. 

higher within vs. across pool correlations. Thus the origin of this correlated variability 

becomes a critical question in our understanding of decision-related activity and its 

relationship to perception.   

Such correlated variability between visual neurons is commonly believed to 

arise through shared inputs. Initially these were assumed to be exclusively feedforward 

inputs (Shadlen et al., 1996). This assumption was subsequently supported by a recent 

feedforward model of neural activity in V1, showing that shared noise from the sensory 

periphery was sufficient to account for information-limiting noise correlations in the 

context of an orientation discrimination task (Kanitscheider et al., 2015). Still, shared 

inputs need not arise from feedforward sources only, especially considering the 

extensive feedback connections within the visual system (Briggs, 2020). If correlated 

variability instead arose from shared feedback inputs, this would not necessitate 

fundamental changes to the structure of the decision-making models discussed above, 

but could potentially have critical implications for our interpretation of decision-related 
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activity. Thus, in order to better understand decision-related activity, it is critical to 

uncover the origin of shared variability (Cumming & Nienborg, 2016).  As will become 

apparent in the following section, as well as in our own findings presented in chapter 6 

of the thesis, there is intriguing evidence for a feedback origin of so-called noise 

correlations. 

3.9. Feedback modulation of visual neurons 

Whilst the feedforward approach to perception yielded significant insights into the 

potential mechanisms by which visual neurons give rise to perception, it ignored a 

fundamental property of the visual cortex - that it is highly recurrent, with large numbers 

of lateral and feedback connections (see review from Briggs, 2020). Thus, the question 

of how visual neurons shape perception generally needs to consider whether feedback 

may play some role in this process. 

Indeed, there is ample evidence that feedback modulates the activity of sensory 

neurons (see reviews from Nienborg & Roelfsema, 2015; Petro et al., 2014; Roelfsema 

& de Lange, 2016). Here we focus on a particularly well-studied example which will be 

relevant for the remainder of the thesis – attentional modulation.  It has been repeatedly 

observed that attending to a particular spatial location or stimulus feature, leads to a 

robust increase in the firing rates of visual neurons selective for the attended location 

or feature (Desimone & Duncan, 1995; Treue & Maunsell, 1996; see review from 

Reynolds & Chelazzi, 2004;). In a typical spatial attention task, the observer is required 

to attend to a stimulus at a particular location in the visual field, leading to an 

upregulation of the responses of those neurons whose receptive fields overlap with 

that location (e.g. Treue & Maunsell, 1996). Furthermore allocation of spatial attention 

has also been shown to lead to a reduction in correlated variability between pairs of 

visual neurons (Cohen & Maunsell, 2009; Mitchell et al., 2009). The effects of feature 

attention can be demonstrated in similar tasks (see review from Maunsell & Treue, 

2006; Treue & Trujillo, 1999)  but are perhaps best explained in the context of visual 

search, where observers are required to search for a particular target amongst an array 

of distractors, using a specific feature of that stimulus, for example its colour (Bichot et 

al., 2005). In such a task, when an animal attends to a specific feature, such as the 

colour red, the responses of neurons with a preference for the colour red are 

modulated, resulting in an increase in firing rate (Bichot et al., 2005). Interestingly, 
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although the effects of spatial attention are restricted to neurons whose receptive fields 

overlap with the attended spatial location, feature attention has been shown to act on 

neurons across the visual field which show a preference for the attended stimulus 

feature (Bichot et al., 2005; Treue & Trujillo, 1999). 

3.10. Decision-related feedback 

Even for the decision-making paradigms previously mentioned, which had been 

developed specifically to isolate the feedforward contribution of visual neurons to 

perception, there is increasing evidence that feedback modulates neural responses 

(Bondy et al., 2018; Cohen & Newsome, 2008; Nienborg & Cumming, 2009; Wimmer 

et al., 2015) and can at least in part account for the observed decision-related activity 

(Bondy et al., 2018; Nienborg & Cumming, 2009; Wimmer et al., 2015). One prominent 

example comes from a study from Nienborg and Cumming (2009), in which the authors 

compared the timecourse of the animal’s perceptual behaviour in a disparity 

discrimination task with that of the decision-related activity in area V2. They found that 

although the animal gave progressively less weight to the stimulus evidence as the 

trial progressed, decision-related activity conversely increased and remained high 

towards the end of the trial. If decision-related activity arose solely as a consequence 

of the measured neurons’ causal effect on the decision, it would be expected to 

decrease as the animal’s use of the stimulus information decreased. Thus, this 

mismatch between the behavioural and neural timecourses suggested that decision-

related activity was not simply a consequence of the feedforward influence of neurons 

on the decision, arguing for a feedback component to this activity. Similarly, a late 

component of decision-related activity was observed by Wimmer and colleagues 

(2015), and could be accounted for by feedback to sensory neurons as the animals 

made their decision. 

There is likewise evidence that correlated variability can be influenced by 

feedback. As referenced above, attention to a particular stimulus leads to a reduction 

in noise correlations between neurons in area V4 whose receptive field overlaps with 

this stimulus (Cohen & Maunsell, 2009; Mitchell et al., 2009). More importantly, the 

structure of noise correlations seems to change with the task structure, suggesting that 

at least part of the correlated variability observed in visual neurons may have a 

feedback origin (Bondy et al., 2018; Cohen & Newsome, 2008). In an elegantly 
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designed experiment from Cohen and Newsome (2008), the authors measured from 

pairs of neurons in area MT whilst animals performed a motion discrimination task. On 

a trial-by-trial basis, the experimenters changed the axis along which motion needed 

to be discriminated, e.g. upwards from downwards motion on one trial, and leftwards 

from rightwards motion on another. They found that noise correlations between the 

same pair of neurons changed depending on whether these two neurons supported 

the same or different decisions, with higher values for neurons supporting the same 

decision. Similar findings have since been observed in V1 in the context of an 

orientation discrimination task, again with the magnitude of noise correlations 

depending on whether neurons supported the same or different decisions (Bondy et 

al., 2018). 

These findings drive home the importance of the within vs. across pool structure 

discussed previously, but importantly offer an alternative explanation of their origin. 

That a component of this structure was not fixed, but instead changed in accordance 

with the task-relevant motion direction, indicates that it at least in part arises as a result 

of feedback. More specifically, simulations from Cohen and Newsome suggest that this 

structure could arise from a similar mechanism to that of feature attention, an idea 

which has been echoed in the literature (e.g. Bondy et al., 2018; Krug, 2004; Nienborg 

& Cumming, 2009). To illustrate this, consider the example of a motion discrimination 

task. On any given trial, an animal attends to the stimulus and must discern what 

motion direction they perceive. If the animal begins to attend to one of the possible 

task-relevant motion directions, for example upwards motion, this would, in line with 

what we know of feature attention, lead to an upregulation of the responses of those 

neurons with a preference for upwards motion. As these neurons would share this 

feedback input, their responses would in turn become more correlated, compared to 

neurons with different preferences not receiving this feedback. Further, as long as the 

attended feature systematically relates to the choice the animal makes, this would also 

give rise to decision-related activity. Indeed, Bondy and colleagues (2018) found that 

task-dependent changes in noise correlation structure could account for the decision-

related activity they observed. These findings, and the potential mechanism, are thus 

also compatible with the feedback component of decision-related activity described 

above. These results call into question the long-dominant interpretation of decision-

related activity as reflecting causal involvement of sensory noise on the decision 
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process (Crapse & Basso, 2015; Nienborg & Cumming, 2010). That these phenomena 

can arise through feedback furthermore highlights the importance of using perturbation 

techniques, such as microstimulation, to test for causal relationships between 

particular neurons and perception (as in chapter 5). 

3.11. The role of feedback in perception 

In spite of this growing evidence for feedback modulation of visual neurons during 

perceptual decision-making, its precise role is still unclear. A common suggestion is 

that feedback relays important information about the task or stimulus context, or 

expectations of the incoming sensory evidence, in order to help prioritise the 

processing of task-relevant stimuli or features (Harris & Mrsic-Flogel, 2013; Nienborg 

& Roelfsema, 2015; Petro et al., 2014; Roelfsema & de Lange, 2016). Theoretical 

models of perception have elaborated on this concept, proposing precise 

computational roles for feedback (Haefner et al., 2016; Haimerl et al., 2019; Rao & 

Ballard, 1999). The strength of these models is that they make specific predictions for 

commonly observed response modulations, such as decision-related activity and the 

structure of noise correlations, that can then be tested experimentally. For example, 

one recent compelling model from Haefner and colleagues (Haefner et al., 2016) linked 

the activity of sensory neurons to a historical concept of perception as inference 

(Helmholtz, 1867), in which the currently available sensory evidence is combined with 

previously acquired knowledge or expectations of the world. In their framework of 

probabilistic inference by neural sampling, sensory neurons represent an image, or 

stimulus, based on samples. This leads to the formation of a task-specific belief about 

the stimulus, which then informs the decision variable. Critically, this belief feeds back 

to the sensory neurons, creating a feedback- or confirmation loop between the sensory 

neurons and the decision variable that would account for the previously observed late 

component of decision-related activity (Nienborg & Cumming, 2009; Wimmer et al., 

2015). The model further predicted that once the animal had learned the task, the 

feedback of this belief would result in noise correlations structured with respect to the 

task-relevant features in line with experimental observations (Bondy et al., 2018; 

Cohen & Newsome, 2008). The structure of noise correlations in this framework would 

thus arise if the belief selectively targeted those neurons tuned for the task-relevant 

features, fluctuating on each trial in accordance with the belief. 
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This idea of selective targeting of task-relevant neurons is not unique to the 

model from Haefner and colleagues, instead forming a critical part of other models of 

perceptual decision-making - for example, by selectively tagging the relevant neurons 

to facilitate downstream readout (Haimerl et al., 2019) - and perceptual learning 

(Roelfsema et al., 2010). In fact, one could argue that any concept of feedback as a 

conveyor of task-relevant context or expectations implies that this feedback selectively 

target task-relevant neurons. If feedback blanket modulated neurons across visual 

cortex, without regard for their selectivity or their role in the task, this would simply act 

to enhance responses overall. Importantly, such unselective feedback would not give 

rise to the feedback modulations we have described above, including for attention, 

noise correlations and decision-related activity. The proposed roles for feedback and 

the ability to account for these modulations therefore rely on some degree of selectivity, 

regardless of the specific computational role. 

This then poses the question of just how selective feedback to visual neurons 

is. Current theoretical accounts (e.g. Haefner et al., 2016; Haimerl et al., 2019) seem 

to suggest feedback to be as selective as the task demands. Although there is 

anatomical evidence for some degree of selectivity (Briggs, 2020; Federer et al., 2021), 

given the number of possible tasks we face, the anatomical wiring that would be 

required for maximal task-selectivity would be biologically costly. Understanding 

potential limits of feedback selectivity could provide valuable constraints for theoretical 

accounts of the computational role that feedback plays in perception, and become an 

important touchstone from which to better understand how the activity of visual neurons 

informs perception. Therefore our main question in chapter 6 of the thesis was to probe 

the selectivity of feedback in perceptual decision-making. 
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4. Research Aims 

The overall aim of this thesis was to better characterise the mechanisms through which 

visual neurons give rise to perception, building on the work discussed above. To do 

so, we focussed on disparity perception and the activity of disparity-selective neurons 

in mid-level visual areas. 

In chapter 5, we first wanted to establish a causal role of neurons in area V2 to 

disparity perception. The focus was on V2 as this area is the first in the cortical 

hierarchy to show a topographical organisation for disparity, as well as decision-related 

activity in a disparity discrimination task. However, no previous studies had 

demonstrated a causal role for these neurons in the perception of disparity. We 

therefore sought to test this, by applying microstimulation to disparity selective V2 

neurons whilst animals performed a disparity discrimination task. If neurons in V2 did 

contribute to the perception of disparity in this task, we would expect microstimulation 

to lead to an increased proportion of choices towards the preference of the stimulated 

neurons.  

Equipped with the knowledge of whether V2 neurons are causally involved in 

disparity perception, in chapter 6 I could then go on to probe the selectivity of feedback 

to neurons in V2, as well as in disparity-selective neurons in V3/V3a, in a disparity 

discrimination task. We considered the evidence highlighted above: both empirical and 

theoretical work suggests that feedback selectively targets task-relevant neurons. In a 

feature discrimination task, like disparity discrimination, this would involve targeting 

those neurons selective for the discriminated feature. As discussed, such feature-

selective feedback was able to account for changes in the structure of noise 

correlations, and the feedback component of decision-related activity. Further, this 

feature-selective feedback has repeatedly been suggested to employ the same 

mechanism as that of feature attention. As briefly mentioned, one known characteristic 

of feature attention is that it acts in a spatially global manner, targeting all neurons with 

a preference for the relevant feature regardless of their spatial location (Bichot et al., 

2005; Treue & Trujillo, 1999). Whilst such global modulation would be beneficial in a 

task in which the location of the task-relevant stimulus is unknown, such as in visual 

search, it provides no obvious advantage in a discrimination task, which typically 

involves a single stimulus presented at a specified location. With this knowledge we 
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were able to design a task which would generate distinct predictions for decision-

related activity, depending on how selective the feedback was. Specifically we 

employed a novel task combining disparity discrimination with an added spatial 

attention component. In addition, this task in combination with across-hemisphere 

recordings would also allow us to measure noise correlations within and across 

hemispheres. This provided an important control to confirm that our results were not 

driven by similarities in tuning unrelated to feedback, as well as supporting previous 

findings that show task-related changes in the structure of noise correlations (Bondy 

et al., 2018; Cohen & Newsome, 2008). 

Together, the research questions posed in these chapters should contribute to 

the rich literature describing the role of visual neurons in perception. Establishing the 

causal role of V2 in disparity perception would not only help in building a more complete 

understanding of how particular features are processed through the visual system, but 

would also provide essential knowledge to facilitate the selective targeting of causally 

involved neurons. Indeed, we capitalised on the latter in our investigation of the 

selectivity of decision-related feedback. Demonstrating that decision-related feedback 

is not spatially-selective, and instead acts in a global manner, would have at least two 

important implications. First, it would help provide evidence for the previous suggestion 

that decision-related activity and feature-selective attention share a common 

mechanism, bringing together two largely independent fields of research into a 

common framework which could facilitate better understanding of both. Secondly, it 

could provide a critical insight into how feedback may generally be deployed across 

the brain. Specifically, rather than being completely tailored for the current task 

demands, feedback may be limited in it’s selectivity and capitalise on a smaller set of 

base processes or channels. By doing so, the brain could minimise the biological costs 

of extensive wiring as well as facilitate learning across different tasks.  
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5. A causal role for macaque area V2 in coarse disparity 

discrimination 

 

5.1. Background 

To perceive objects in 3-D space and enable us to act upon them, our visual system 

uses a variety of cues to determine depth. One important way through which this is 

achieved is by comparing small differences in the position on the retina of an object 

between both eyes, known as binocular disparity. 

Neurons in many areas in visual cortex have been shown to be selective for 

binocular disparity, including in V1, V2, V3/V3A, MT, and V4 (Burkhalter & Van Essen, 

1986; Poggio et al., 1988; Watanabe et al., 2002), amongst others (Gonzalez & Perez, 

1998). Of these areas, V2 is the earliest stage in the visual hierarchy exhibiting a clear 

topographical map for disparity, with disparity-selective cells clustered by their 

preference, predominantly within cytochrome oxidase stained thick stripes (Chen et 

al., 2008; Ts’o et al., 2001). Similar disparity-selective topography has been observed 

in area MT (DeAngelis & Newsome, 1999b), as well as clustering in V3 (Adams & Zeki, 

2001) and V4 (Watanabe et al., 2002). Given these areas all receive prominent direct 

and indirect input from V2 - in the case of MT directly from the thick stripes (DeYoe & 

Van Essen, 1985; Shipp & Zeki, 1985) - their organisation for disparity could be 

inherited from V2 (Chen et al., 2008; DeAngelis, 2000; Roe et al., 2007), positioning 

V2 as an important early stage in the perception of binocular disparity. 

During a simple perceptual task, like disparity discrimination, the disparity 

sensitivity of single neurons in V2 is similar to the animal’s behavioural sensitivity 

(Nienborg & Cumming, 2006), and is even correlated with the choices the animals 

made (Nienborg & Cumming, 2006, 2009). Similar results have been observed in other 

disparity-selective areas (Dodd et al., 2001; Uka, 2005; Uka & DeAngelis, 2004), one 

notable exception being V1, suggesting that a clear map for disparity may be a pre-

requisite for these choice signals (Nienborg & Cumming, 2006). However, such 

correlations are unable to provide a causal link between these neurons and disparity 

perception, highlighted further by recent work finding decision-related activity in areas 

shown to not causally contribute to the decision (Yu & Gu, 2018). 
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Studies into the causal link between visual neurons and disparity perception 

have thus far focused on mid- and high-level visual areas (DeAngelis et al., 1998; Krug 

et al., 2013; Shiozaki et al., 2012; Uka & DeAngelis, 2006). These efforts have been 

fruitful, demonstrating a causal influence of neural activity in area MT for disparity 

perception (DeAngelis et al., 1998; Uka & DeAngelis, 2006) and motion from depth 

(Krug et al., 2013); and in area V4 for fine disparity discrimination, likely reliant on 

perception of relative disparities (Shiozaki et al., 2012). In contrast, the causal 

involvement of area V2, where we first see a topographic map for disparity, is still 

unclear.  

5.2. Scientific Aims 

In the present study, we aimed to address this prominent gap by investigating whether 

V2 causally contributes to disparity perception in a coarse disparity discrimination task. 

To do so, we used electrical microstimulation. The application of small alternating 

currents to selective clusters of neurons is thought to act as a boost to the signal of the 

stimulated neurons, akin to if the neurons had received greater sensory evidence in 

favour of their preferred task feature (Salzman et al., 1990). If the stimulated neurons 

are causally involved in perception, microstimulation would lead to a systematic 

increase in the number of choices towards the stimulated sites preferred feature vs the 

non-preferred feature (or “null” feature). Microstimulation has frequently been utilised 

as a tool to test causal relationships between a wide range of visual areas and 

perception of the features for which they are selective (e.g. Britten & van Wezel, 1998; 

DeAngelis et al., 1998; Salzman et al., 1990, see review from Cohen & Newsome, 

2004). Additionally, the strength of microstimulation effects on perception has been 

found to depend on the tuning of the manipulated neurons, with a greater effect for 

those neurons with stronger selectivity (DeAngelis et al., 1998; Krug et al., 2013), as 

well as on non-sensory factors such as the expected reward on a given trial (Cicmil et 

al., 2015). 

In this study we found that microstimulation of disparity-selective neurons in V2 

led to a significant effect on behaviour in a coarse disparity discrimination task. 

Specifically, we saw an increase in the proportion of choices matching the preference 

of the stimulated sites. Further, we found that this effect was correlated with the 

strength of the neuron’s disparity tuning, and was mediated by reward size in one 
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animal, similar to findings in MT (Cicmil et al., 2015; DeAngelis et al., 1998; Krug et al., 

2013). These results suggest that V2 is causally involved in absolute disparity 

perception, thus positioning it as one of the earliest visual areas to causally contribute 

to perception of binocular disparity. 

5.3. Methods 

5.3.1. Animals 

We applied microstimulation to disparity-tuned units in visual area V2 in two male 

macaque monkeys (Macaca mulatta). Both animals were implanted with head fixation 

posts, and a recording chamber over the operculum of V1 under general anaesthesia. 

All procedures were in agreement with the Public Health Service policy on humane 

care and use of laboratory animals and were approved by the National Eye Institute 

Animal Care and Use Committee.  

5.3.2. Task 

The monkeys performed a coarse disparity discrimination task. After initiating fixation 

on a fixation point, a random-dot stereogram was presented (2 second duration). The 

animals’ task was to report whether the central portion of this stimulus was protruding 

(‘near’) or receding (‘far’) with respect to its surround. After stimulus presentation, two 

choice targets appeared (one ‘near’ and one ‘far’) and the animals reported their choice 

with a saccade to the corresponding target.   

5.3.3. Reward Schedule 

Animals received a liquid reward after all correct trials (defined based on the stimulus) 

the size of which increased after consecutively correct trials. The maximum available 

reward size was awarded after 3 consecutively correct trials and remained high until 

the next error, after which it returned to the smallest available reward size. 

5.3.4. Stimuli 

Stimuli were generated on a Silicon Graphics (Mountain View, CA) workstation using 

custom-written software, and presented on two Flexscan F980 monitors (EIZO), each 

at 42cd/m2 mean luminance, 99% maximum contrast and 96Hz frame rate. The 

animals viewed the stimuli at a distance of 89cm through a set of two mirrors oriented 

at 45° and positioned 1.5cm from the eye (Wheatstone stereoscope configuration). 
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Stimuli were circular dynamic random-dot stereograms (RDS, 50% black, 50% white 

dots of 99% contrast, typically 0.09° radius, 40% dot density) similar to those described 

previously (Nienborg & Cumming, 2006, 2009). They consisted of a disparity varying 

center (2-5° size) and a surrounding annulus (1-2° width, shown at 0° disparity and 

always 100% correlated). Difficulty in the task was manipulated in one of two ways:   

either by varying the number of binocularly correlated dots (Nienborg & Cumming, 

2006) (N=36) or the proportion of signal frames (Nienborg & Cumming, 2009) (N=11) 

in the center of each stimulus. Briefly, for both methods, one near and one far disparity 

were selected according to the tuning of the to-be-stimulated neurons (signal 

disparities). For the first method, on a given trial a percentage of dots in the central 

patch were either held at the near or far disparity, whilst the remaining dots were 

uncorrelated between eyes. For the second method, the dots in the central patch were 

100% correlated, the disparity of which was varied frame-by-frame. On each trial signal 

disparity frames were interleaved with “noise” frames, the disparity of which was drawn 

from a uniform distribution of discrete, equally-spaced disparities, symmetric around 

0° and encompassing the near and far signal disparities. Signal strength for the first 

method was determined by the the percentage of correlated dots, and for the second 

by the proportion of signal-to-noise frames. 

5.3.5. Microstimulation 

Prior to the task, disparity-selective sites in visual area V2 were identified for 

microstimulation. We recorded extracellular activity using single tungsten in glass 

electrodes (Alpha Omega, Nazareth, Israel). The signal was amplified (Bak 

Electronics, Mount Airy, MD), filtered (200Hz to 2kHz), digitised (32kHz), and stored to 

disk. Electrodes were inserted into V2 via the operculum of V1. V2 was identified as 

previously described (Nienborg & Cumming, 2006). Once in V2, disparity selectivity 

was measured in steps of 100um over 300um, and the site was selected as roughly 

the middle of a cluster with similar tuning preferences (similar to DeAngelis et al., 

1998). The disparities that elicited near the highest and lowest responses were used 

as the preferred and null signal disparities respectively in the task. Stimulus size and 

position were determined based on the receptive field properties of the chosen site. 

Microstimulation was applied at 20uA (biphasic 200us cathodal followed by 200us 

anodal pulses at 200Hz) in randomly interleaved trials for the entire 2 second duration 
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of the stimulus presentation. Whether a choice was correct and rewarded was only 

determined by the visual stimulus. 

5.3.6. Analysis 

5.3.6.1. Inclusion criteria 

Only sites with significant disparity tuning, determined using a one-way ANOVA 

(p<0.05), were used for further analysis. This led to the exclusion of one session. As 

the effects of microstimulation are known to decrease over time (e.g. Salzman et al., 

1992), we restricted our analysis to include trials up to the first 80 complete 

microstimulation trials. This cut-off was similar to that used previously (Salzman et al., 

1992). We additionally analysed the main effect of microstimulation over all trials for 

comparison, but the results did not qualitatively differ from those using only 80 trials. 

5.3.6.2. Tuning Index 

The strength of disparity selectivity for each session was calculated using the disparity 

discrimination index (DDI; see Prince et al., 2002) on the tuning curve collected prior 

to performing the task. This was calculated as 

DDI = Rmax – Rmin / (Rmax – Rmin + 2RMSerror) 

where Rmax and Rmin are the highest and lowest square-rooted firing rates respectively, 

and RMSerror is the square-root of the residual variance around the means of square-

rooted rates across all disparities.  

5.3.6.3. Effect of Microstimulation 

We measured the psychophysical performance of the animals as a function of the 

preferred tuning at each site. Trials were divided into two conditions depending on 

whether microstimulation was applied or not (control condition). Cumulative gaussians 

were fit to the behaviour for each condition in each session, and sessions with fits that 

explained less than 70% of the variance in either condition were excluded (N=34, 12 

sessions excluded). The effect of microstimulation on behaviour was quantified as the 

shift (difference) in the point of subjective equality (PSE: defined as the mean of the 

cumulative gaussian). The same data was used to quantify the relationship between 

the PSE shift and tuning strength, which we did using a Pearson’s correlation between 

PSE shift and DDI. 
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To quantify the main effect of microstimulation without being constrained by a 

strict variance explained criterion, we additionally collapsed trial data across all 

sessions (46 sessions) before making two single fits to the microstimulation and control 

conditions. Significance of the shift was determined using a permutation test, in which 

condition labels (microstimulation/control) were shuffled across sessions before 

measuring the PSE shift. This procedure was repeated 1000 times, and the size of the 

permuted shifts compared to the actual shift at a 5% significance threshold. 

5.3.6.4. Effect of Reward Size on Microstimulation Effect 

Trials on which the animal expected the maximum reward size were categorised as 

‘large’ reward trials, and those where a sub-maximal reward was expected as ‘small’ 

reward trials (Cicmil et al., 2015). Trials were separated into four conditions in total, 

based on whether a large or small reward was expected, and whether microstimulation 

was applied or not. Cumulative gaussians were fit to the behaviour separately for each 

of these four conditions. We then quantified the effect of expected reward size on the 

size of the microstimulation-induced shift by computing the PSE shift separately for 

small and large reward conditions. Here, sessions with fits that explained less than 

50% of the variance in any of the four conditions were excluded (N=29, 17 excluded). 

We used this relaxed variance explained criterion to allow the inclusion of a sufficient 

number of sessions which would allow us to estimate the effect (using 70% VE resulted 

in >70% of sessions being excluded). However, as described above, we additionally 

used a criterion-free approach to estimate the effect of reward size on the PSE shift for 

trials collapsed across all 46 sessions.  
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5.4. Results 

Two macaque monkeys performed a coarse disparity discrimination task (Fig. 3). We 

presented a dynamic random-dot stereogram (RDS) for 2 seconds, and the animals 

had to decide whether the central portion of the RDS protruded (‘near’) or receded 

(‘far’) with respect to its surround. Two choice targets then appeared, corresponding to 

‘near’ and ‘far’, and the animals indicated their choice with a saccade to the 

corresponding target. If the animals responded correctly, they received a liquid reward. 

The size of this reward increased with consecutively correct trials, and reached a 

maximum value after 3 trials. Whilst the animals performed the task, we applied 

electrical microstimulation to disparity-tuned clusters in V2 (N=47; Monkey A N=24; 

Monkey B N=23), identified prior to the task. 46 of these sites showed significant 

disparity tuning (p<0.05, one-way ANOVA, main effect of disparity) and were included 

in subsequent analysis. Microstimulation was applied on randomly interleaved trials for 

the entire stimulus presentation period. As the effect of microstimulation is known to 

decrease over time (Salzman et al., 1992), we restricted all main analyses to include 

up to the first 80 microstimulation trials. 

Fig. 3 | Task schematic. Animals were required to fixate at the centre of the screen. A random-dot 

stereogram was presented for 2 seconds, and the animals’ task was to decide whether the central 

portion was “near” or “far” with respect to its surround. Microstimulation was applied on interleaved 

trials for the entire stimulus duration period. Two choice targets then appeared, signalling “near” and 

“far” choices, and the animal made his choice with a saccade to the corresponding target. If correct, 

they received a liquid reward, with larger rewards given for several consecutively correct trials. 
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5.4.1. Effect of Microstimulation 

We first wanted to test whether microstimulation would induce a change in 

psychophysical behaviour. Specifically, whether stimulating disparity-selective 

neurons would lead to more choices towards the preferred or null disparity of those 

neurons, compared to when they were not stimulated. To address this, we split trials 

based on whether microstimulation was applied or not, and measured psychophysical 

performance as a function of the preference of the stimulated neurons. We then fit 

cumulative gaussians to the psychophysical performance in each condition, and 

excluded sessions where either fit explained less than 70% of the variance (N=34 after 

exclusion of 12 sessions).  

Data from three example sessions clearly showed an effect of microstimulation 

on choices (Monkey A: Fig. 4a,b; Monkey B: Fig. 4c). In all three cases, the 

psychometric curve was shifted leftwards in the microstimulation condition, indicating 

an increase in the number of choices matching the preference of the stimulated 

neurons. In order to test whether this effect was consistent across the population, we 

quantified the microstimulation-induced shift of each individual site as the difference in 

the point of subjective equality (PSE) between conditions (control – microstimulation). 

Fig. 4 | Example sessions. a) Disparity tuning 

for three example sessions of Monkey A 

(upper, middle) and Monkey B (lower). Two 

sessions are “near”-preferring (upper, lower) 

and one “far”-preferring (middle). Green 

triangles show the signal disparities chosen for 

the task. b) Psychophysical performance in 

microstimulation (red; line is cumulative 

gaussian fit, circles show raw data) and control 

(blue) trials, plotted with respect to the 

preferred disparity for each session (% 

preferred choices as function of preferred/null 

stimulus strength [% signal]). Dashed grey 

arrow (upper plot) illustrates the leftwards shift 

in the point of subjective equality (PSE) used to 

quantify the effect of microstimulation on 

behaviour. 
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Indeed, there was a significant leftwards shift of the psychometric function (Fig. 5, 

N=34, mean shift (% signal)=4.87, p=0.002, two-tailed t-test). Furthermore, there was 

no difference in the distribution of shifts between animals (monkey A: N=18, 

mean=6.51; monkey B: N=16, mean=3.02; difference, p=0.22 , two-sample t-test) or 

between sites with different disparity preferences (near: n=20, mean=6.20; far: n=14, 

mean=2.96 ; difference, p=0.26 , two-sample t-test). Thus, microstimulation in V2 

indeed biased choices towards the preferred disparity of the stimulated cells. 

We additionally used a variance explained (VE) criterion-free approach to 

measuring the significance of this effect, to ensure our result was not influenced by the 

specific VE criterion we used. To this end, we combined trials across all significantly 

tuned sessions, separately for each monkey (monkey A: n=24, monkey B: n=22). We 

then fit cumulative gaussians to the combined data from the microstimulation and 

control conditions of each monkey (Fig. 8a,b). In both animals, we again observed a 

significant leftwards shift of the psychometric function (monkey A, shift=5.72, p=0.015; 

monkey B, shift=5.38, p=0.029; two-tailed permutation tests).  

Having shown evidence of a causal effect for V2 in disparity choices, we next 

sought to characterise further aspects of this relationship. Experiments using 

microstimulation have previously established evidence of a causal relationship 

between area MT and disparity discrimination during similar tasks (Cicmil et al., 2015; 

Fig. 5 | Microstimulation leads to a shift in the psychometric function. PSE shifts (% signal, 

control - microstimulation) for sessions with fits explaining >70% variance, split by a) monkey, and 

b) disparity preference. 
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DeAngelis et al., 1998; Krug et al., 2013). We thus aimed to investigate whether the 

same principles governing the effect in MT hold for V2.  

5.4.2. Relationship with tuning 

Motivated by previous results from area MT (DeAngelis et al., 1998; Krug et al., 2013), 

we asked whether the size of the microstimulation-induced shift was influenced by the 

tuning strength of the stimulated sites in V2. To answer this question, we measured 

the tuning strength of each significantly tuned site using the disparity discrimination 

index (DDI) and compared this with the PSE shifts from sessions with fits that explained 

>70% of the variance (Fig. 6). The range of DDI values was small (0.54-0.88); 

nonetheless, we found a significant positive correlation between DDI and PSE shift 

(n=34, r=0.51, p=0.002; Monkey A: N=18, r=0.55, p=0.019; Monkey B: N=16, r=0.51, 

p=0.045; All Pearson correlations). The effect of microstimulation on choices was thus 

greater for sites with stronger disparity tuning.  

5.4.3. Effect of reward size on microstimulation 

Expected reward size has previously been found to influence the strength of 

microstimulation effects in area MT during a perceptual discrimination task (Cicmil et 

al., 2015). Using a motion discrimination task that also required depth judgements 

(structure-from-motion cylinders), the authors found the size of the microstimulation-

induced PSE shift to be smaller before large than before small expected rewards. This 

was suggested to reflect an influence of expected reward on decision-making as early 

as the sensory processing level. 

Fig. 6 | Size of microstimulation effect is 

correlated with tuning strength. 

Microstimulation-induced shifts in the PSE (% 

signal) as a function of tuning strength, as 

measured by the disparity discrimination index 

(DDI), for sessions with fits explaining >70% of 

the variance. Data is shown for monkey A 

(green) and monkey B (grey), for near (circle) 

and far (triangle) disparity preferences. Lines 

show linear regression for both animals (black), 

monkey A (green) and monkey B (grey). 
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To test whether microstimulation in area V2 during coarse disparity 

discrimination showed a similar dependence on reward size, we divided trials into two 

groups, based on whether a large or small reward was expected. Within each group, 

we further split the data into microstimulation and control trials. We fit cumulative 

gaussians separately to each of the four conditions, and excluded sessions for which 

any of the fits explained less than 50% of the variance (see Methods for exclusion 

criteria). We then measured the microstimulation-induced PSE shift separately for the 

large and small reward conditions.  

Data from an example site from monkey A (Fig. 7a) showed a clear and large 

effect of microstimulation on performance for small reward trials (shift [% 

signal]=29.84), but a much smaller effect for large reward trials (shift=10.29). This 

effect was consistent across sessions in monkey A (Fig. 7b, green) with significantly 

smaller PSE shifts before large expected rewards compared to small expected rewards 

(N=13, small mean=9.16, large mean=2.09, p=0.004). However, we did not find the 

same effect for monkey B (Fig. 7b, grey; N=15, small mean=1.15, large mean=2.27, 

Fig. 7 | Size of microstimulation effect depends on expected reward size in one animal. a) 

Psychophysical performance (% preferred choices as function of preferred/null stimulus strength [% 

signal]) for one example session from monkey A in microstimulation (red) and control (blue) trials 

with a small (solid lines, cumulative gaussian fits; circles, size proportion to number of trials) or large 

(dashed lines; squares) expected reward. b) Microstimulation-induced shifts of the PSE for large (x-

axis) and small (y-axis) expected rewards, for sessions with fits that explained >50% of the variance. 

Data shown for monkey A (green) and monkey B (grey), for near (circles) and far (triangles) disparity 

preferences. Asterisk denotes significance.  
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p=0.55), and the effect was not significant when combining data across both animals 

(n=28, small mean=4.87, large mean=2.19, p=0.09, paired t-test). As for the main 

microstimulation analysis above, we additionally used a VE criterion-free approach for 

our reward size analysis, to test the effect of reward size on microstimulation 

independently of a specific criterion or the exclusion of a large number of sessions. We 

collapsed trials across all significantly tuned sessions, before splitting them based on 

reward size and whether microstimulation was applied. We fit a cumulative gaussian 

to each of the four conditions, and measured the PSE shift for large and small reward 

trials separately. We again found a significantly smaller microstimulation-induced shift 

in large reward than in small reward trials for monkey A (Fig. 8c, n=24, small 

Fig. 8 | Microstimulation and reward size results remain unchanged without variance 

explained criterion. Psychophysical performance (% preferred choices as function of preferred/null 

stimulus strength [% signal]) collapsed across all sessions for monkeys A (left) and B (right). a,b) 

Performance plotted for microstimulation (red, cumulative gaussian fit) and control (blue) trials 

(circles, size proportion to the number of trials per session). c,d) Same, but additionally split by trials 

with small (solid lines, cumulative gaussian fits; circles, size proportion to number of trials) or large 

(dashed lines; squares) expected reward. Insets show fits around the 50% preferred choice mark 

(dashed line). 
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mean=7.54, large mean=2.48, p=0.029; two-tailed permutation test), but not for 

monkey B (Fig. 8d, n=22, small mean=6.11, large mean=3.63, p=0.54; two-tailed 

permutation test).  

5.5. Discussion 

In sum, we found that microstimulation of neurons in area V2 systematically biased 

choices towards the disparity preference of the stimulated neurons in a coarse disparity 

discrimination task. This suggests a causal role for V2 in the perception of binocular 

disparity. Importantly, V2 is the earliest visual area for which such evidence has been 

shown, suggesting it may play an important role as an early processing stage in the 

perception of binocular disparity. 

5.5.1. A role for V2 in coarse disparity discrimination 

Our findings specifically show a causal role for V2 in coarse disparity discrimination. 

This task is thought to rely on the perception of absolute disparities, that is the absolute 

difference in the position of an object between both eyes. V2 is also the first area known 

to exhibit some selectivity for small differences between absolute disparities (Thomas 

et al., 2002), known as relative disparity. The perception of relative disparities is 

believed to underlie the ability to perform fine disparity discriminations for which areas 

in the ventral stream are thought to be responsible (e.g. V4 (Umeda et al., 2007) and 

IT (Uka, 2005), as well as V2 (Clery et al., 2017)). Given V2’s position near the start of 

the ventral and dorsal streams, V2 may be involved in processing both absolute and 

relative disparities before separately relaying each type of information to its relevant 

stream. Whilst this is not discernible from our findings, combining causal manipulation 

of V2 during fine and coarse disparity discrimination tasks with recordings in mid to 

late visual areas could help shed more light on the role of V2 in the disparity processing 

hierarchy. 

5.5.2. Comparison with MT 

We additionally showed that the overall effect of microstimulation in V2 was modulated 

by several factors, as has been previously demonstrated in area MT during similar 

tasks. This opens the question of the relationship between both areas with respect to 

the processing of disparity. Firstly, MT has also exhibited a causal role during coarse 

disparity discrimination. It is plausible that V2 and MT constitute different stages in the 
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same processing hierarchy. This is supported by anatomical evidence showing that 

MT receives disparity-selective input directly from the thick stripes of V2 (DeYoe & Van 

Essen, 1985; Shipp & Zeki, 1985). In addition, when V2 and V3 are inactivated, MT 

has been shown to lose much of its selectivity for disparity (Ponce et al., 2008). While 

MT’s causal involvement in motion discrimination (Salzman et al., 1992; Salzman et 

al., 1990), and perceptual tasks involving conjunctions of motion and depth (Krug et 

al., 2013), sets it apart as an integral processing stage in such tasks, it is unclear what 

additional role MT affords in a depth-only discrimination task like the one we present 

here. 

Secondly, we also found that the effect of microstimulation was correlated with 

the degree of tuning of our V2 neurons, as in MT (DeAngelis et al., 1998; Krug et al., 

2013). This suggests that there may be a relationship between the task-relevance of a 

neuron, i.e. how well it is tuned for the discriminated features, and the influence it exerts 

on the decision. Again, it is possible that MT inherits this relationship from V2. 

Alternatively, it may reflect some interaction between V2 and MT that leads to a 

cumulative strengthening of the readout of the most informative neurons for the task. 

However, it is also possible that these common findings reflect at least partially 

parallel processes. Future work on this topic could seek to better characterise the 

relationship between V2 and MT with regards to disparity processing, as well as to 

isolate possible unique contributions to performance in such a task. 

5.5.3. The role of reward size in decisions 

Lastly, in one animal we also found an effect of expected reward size on 

microstimulation in V2, such that larger rewards led to a smaller effect of 

microstimulation on disparity perception. Overall, this lends further support to the claim 

that expected reward can affect the decision-process as early as the sensory stage. 

However, since in our data this effect was only present in one animal, the influence of 

reward on the decision-process is not so clear-cut. As reward is also known to influence 

decision-making at a later evidence integration stage (Rorie et al., 2010), it is plausible 

that the asymmetry between our animals was driven by a difference in the magnitude 

of the effects of reward at earlier and later stages of the process. This would in turn 

affect the interaction with the microstimulation effect. Whether this could arise as a 
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result of differences in perceptual strategy or other inter -individual differences is 

unclear and requires future work. 

Overall these results not only establish an important role for V2 neurons in disparity 

perception, but also provide exciting new avenues for future research. 



49 
 

  



50 
 

6. Decision-related feedback in visual cortex lacks spatial 

selectivity  

 

6.1. Background 

The brain excels at flexibly performing a multitude of tasks. This ability likely requires 

the relevant neuronal circuits to have access to task-relevant contextual information. 

The communication of such context could be supported through feedback signals to 

upstream populations in accordance with task demands (Harris & Mrsic-Flogel, 2013; 

Roelfsema & de Lange, 2016). In the visual system, such feedback has been 

implicated in the modulation of neurons representing task-relevant variables (Bondy et 

al., 2018; Cohen & Newsome, 2008; Haefner et al., 2016; Roelfsema & de Lange, 

2016). Current thinking suggests that feedback to the visual cortex mediates context-

dependent predictions (Rao & Ballard, 1999), perceptual learning (Roelfsema et al., 

2010), beliefs for hierarchical Bayesian inference (Haefner et al., 2016; Lee & 

Mumford, 2003), expectations (Coull et al., 2000; Summerfield & de Lange, 2014), 

gating (Moore & Armstrong, 2003) or tagging of the relevant sensory information 

(Haimerl et al., 2019, 2021) to support downstream processing. 

These accounts predict the feedback to be selective, targeting some sensory 

information over other depending on the context of the task and stimulus (Bijanzadeh 

et al., 2018). Anatomical evidence supports some selectivity of the feedback 

connections in the visual system (Briggs, 2020; Federer et al., 2021) but the extent to 

which this enables the selective targeting of specific subsets of neurons is unknown. 

In light of the enormous number of ethologically possible tasks and contexts, such task-

dependent selectivity could become anatomically costly. Limiting the selectivity of the 

feedback may also be beneficial by facilitating generalization across different tasks. 

6.2. Scientific Aims 

Here, we set out to test how flexible the selectivity of this feedback is. Specifically, we 

explored whether previously reported task-specific modulation by feedback (Bondy et 

al., 2018) is selective for neurons representing a relevant stimulus in the presence of 

task-irrelevant stimuli. We extended a widely used visual discrimination paradigm 

(Britten et al., 1996) to include both task-relevant and task-irrelevant stimuli at different 
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spatial locations; thus performance in this task required spatial selectivity in addition to 

selectivity for visual discrimination. During simple visual discrimination tasks using a 

single stimulus, visual neurons are typically correlated with an animal’s choice, 

unexplained by the stimulus (“choice-correlations”) (Britten et al., 1996; Pitkow et al., 

2015). Previous work identified a significant decision-related feedback component of 

these choice-correlations (Bondy et al., 2018; Nienborg & Cumming, 2009; Wimmer et 

al., 2015). Conversely, tasks directing attention to one spatial location over others have 

identified spatially selective modulation of responses in the visual cortex (Moran & 

Desimone, 1985).  

In the current study, performance in the task in principle required both aspects 

of selectivity. Thus, we can measure the spatial selectivity of the decision-related 

modulation by feedback to see how the additional task demands shaped the feedback. 

If the decision-related feedback modulates the visual neurons selectively according to 

their task-relevance, it should not affect neurons representing a task-irrelevant 

stimulus, and these neurons should hence not be correlated with choice (Fig. 9b, c). 

This also should be the case if choice-correlations only reflected feed-forward effects, 

cf. (Shadlen et al., 1996), in which case the predictions for choice-correlations would 

be identical to those for the selective feedback, Fig. 9e, f. Conversely, if the decision-

related feedback is unselective to whether the neurons representing the stimulus are 

relevant for the task, the neurons should show correlations with choice even when 

representing a task-irrelevant stimulus (Fig. 9h, i). In fact, it has been hypothesized 

that decision-related feedback engages the same neural mechanism as feature-based 

attention (Bondy et al., 2018; Cohen & Newsome, 2008; Krug, 2004). Studies 

examining feature-based attention showed that when a subject’s attention was directed 

to a particular stimulus feature, the response of neurons selective for this feature was 

increased (Bichot et al., 2005; Cohen & Maunsell, 2011; Treue & Trujillo, 1999). A 

defining characteristic of such modulation by feature-based attention is that it is 

observed throughout the visual field (Saenz et al., 2002; Treue & Trujillo, 1999; 

Wojciulik et al., 1998). As a consequence, if decision-related feedback is linked to the 

spatially global feedback of feature-based attention, this predicts that neurons 

representing a task-irrelevant stimulus are correlated with choice (Fig. 9h, i).   

Here, we show that although the animals’ behavior is highly spatially selective, 

the decision-related feedback is not. The lack of selectivity cannot be explained by 
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stimulus effects, behavioral covariates or stimulus- and task-independent neuronal 

covariability (“noise-correlations”). At the level of simultaneously recorded populations, 

the representation of choice and stimulus is partially misaligned. These stimulus-

choice (mis)alignments are similar whether the stimulus is relevant or not. Our results 

support the previously hypothesized link between feature-based attention and 

decision-related activity and reveal a feed-back mechanism that may support 

generalization across tasks. 

 

6.3. Methods 

6.3.1. Animals 

Two adult male rhesus monkeys (Macaca mulatta; A, 7kg; B, 9kg, both 13 years old; 

housed in pairs) were implanted with a titanium head-post and two titanium chambers 

Fig. 9 | Predictions and task. (a-i) Predictions for choice-correlations of visual neurons 

representing a task-relevant or an ignored, task-irrelevant stimulus. Left: Neurons representing 

relevant (red) and irrelevant (blue) sensory information (N), or choices (C). Middle: Predicted firing 

rate distributions of sensory neurons representing relevant (red) or irrelevant (blue) stimuli, 

separated for trials on which the observer chose a neuron’s preferred (solid) or null stimulus 

(dashed). Right: Predicted distribution of choice-correlations across a population of sensory neurons 

representing the relevant (abscissa) or irrelevant (ordinate) stimulus. For selective feedback (a-c) 

or feedforward processes (d-f) choice-correlations are only expected for neurons representing the 

task-relevant stimulus. If feedback is unselective choice-correlations are also expected when 

neurons represent the irrelevant stimulus (g, h, i). For feature-discrimination tasks, spatially global 

feature-based attention predicts such unselective modulation if these feed-back processes are 

linked. (j) Monkeys performed a disparity discrimination task on a cued stimulus while a task-

irrelevant stimulus was simultaneously presented in the opposite hemifield. The relevant hemifield 

(red circle only for schematic) was indicated at the beginning of each block.  
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over the operculum of V1 in both hemispheres under general anesthesia. All 

experimental procedures were approved by the relevant local authority, the 

Regierungspräsidium Tübingen, Germany. 

6.3.2. Behavioral task 

The monkeys performed a coarse disparity discrimination task on one of two stimuli 

presented on the screen (Fig. 9j). The task-relevant hemifield was cued at the 

beginning of each block (50 trials) by three trials during which a single stimulus was 

presented on the task-relevant side. Once the animal fixated on a fixation point, two 

dynamic random-dot stereograms (each analogous to Nienborg & Cumming, 2009) 

were presented simultaneously (2 sec duration), one in each hemifield. Both stimuli 

were statistically identical but independently varied, and only the task-relevant stimulus 

was informative about the correct choice. The task was to report whether the central 

disk of the cued stimulus was protruding (“near”) or receding (“far”) with respect to its 

surround.  After the stimulus presentation two choice icons (one indicating a “near”, 

one a “far” choice, both typically horizontally offset towards the cued side by ~1-3) 

appeared, whose vertical position (typically 3- 4 above and below the fixation point, 

held constant within a session) was randomized from trial to trial. This ensured that 

during the stimulus presentation the motor-command-to-choice mapping was unknown 

to the animal. The monkeys reported their decision with a saccade to one of the choice 

icons. Correct choices were rewarded (Cicmil et al., 2015) with a liquid reward. 

6.3.3. Electrophysiological recordings 

We recorded extracellular single and multi-unit activity in areas V2 and V3/V3a using 

multi-channel laminar probes (Plexon, TX, USA; V/S Probes, 24/32 channels, 50-

100um inter-contact spacing). Eye movements were tracked binocularly using the 

Eyelink 1000 (SR Research, OTT, Canada) at a sampling frequency of 500Hz. 

Neuronal signals were amplified, digitized, and filtered (250 Hz to 5 kHz) with the 

Ripple Grapevine System (Ripple Neuro, UT, USA). 
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6.3.4. Procedure 

Recording sites were initially mapped using single tungsten in glass electrodes (Alpha 

Omega, Nazareth, Israel), and selected based on their disparity selectivity and 

receptive field position.            

Probes were inserted into V2 and/or V3/V3a via the operculum of V1, 

approximately orthonormal to the surface, guided by anatomical MRI scans of the 

animals’ brains, using a microdrive system (NaN Instruments, Israel) with custom-

made mounts. V2 was identified as previously described (Nienborg & Cumming, 2006) 

and verified offline based on a shift in receptive field position and size compared to 

those in V1. After characterization of the V2 receptive field positions the probes were 

advanced further and V3/V3a was identified on the basis of shifted and larger receptive 

fields with respect to those in V2 and clustering for binocular disparity, cf. (Hubel et al., 

2015). Given the previously reported similarity between the disparity selectivity in V3 

and V3a (Anzai et al., 2011) we collapsed across recordings in V3 and V3a. 

6.3.5. Stimuli 

Visual stimuli were back-projected on a screen using a DLP LED Propixx projector 

(VPixx, Saint-Bruno, Canada; 1920 X 1080 pixels resolution; 30cd/m² mean 

luminance; linearized gray values; run at 100Hz or 60Hz for each eye) combined with 

an active circular polarizer (DepthQ, Lightspeed Design Inc., WA, USA; run at 200Hz 

or 120Hz). The monkeys viewed the screen (viewing distance: 103.0 and 97.5 cm in 

monkeys A and B, respectively) binocularly through passive circular polarizing filters. 

Visual stimuli were generated in Matlab (Mathworks) using custom written code based 

on Eastman & Huk (2012) using the Psychophysics toolbox (Kleiner et al., 2007). 

Stimuli were circular dynamic random-dot stereograms (RDS, 50% black, 50% 

white dots, typically 0.08° radius, 50% dot density). They consisted of a disparity 

varying center (updated at the framerate of the display, i.e. at 100Hz or 60Hz) and a 

surrounding annulus (1° width, shown at 0° disparity), the size and position of which 

was determined by the aggregate receptive field of the recorded units (mean RDS 

center size: 3.6°; mean stimulus eccentricity: 6.3°). On a given stimulus frame, the 

center dots all had the same disparity, but the disparity could change from frame to 

frame. Signal disparities (always one near and one far disparity value in each session) 
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were selected to approximately match the disparity selectivity of the majority of the 

recorded units. Signal frames were interleaved randomly with “noise” frames. The 

disparity of these noise frames was drawn from a uniform distribution of typically 9 

values of discrete, equally-spaced disparities (symmetrical about 0° disparity, typical 

values were -0.4°,-0.3°, -0.2°, -0.1°, 0°, 0.1°, 0.2°, 0.3°, 0.4°), encompassing the near 

and far signal disparity. Signal strength (measured in % signal, signed, where negative 

values refer to near signal trials, and positive to far signal trials) in a given trial was 

determined by the proportion of signal to noise frames, and was used to manipulate 

task-difficulty. For example, -10% signal refers to a trial on which for 10% of the 

stimulus frames (randomized over time) the central region of the stimulus had the near 

signal disparity, while the disparity on the remaining 90% of the frames was drawn from 

the noise distribution. On 0% signal (“no-signal”) trials, i.e. all frames were drawn from 

the noise distribution, the correct choice was undefined, and the animal was rewarded 

randomly on 50% of the trials. The target icons were also RDS but slightly smaller than 

the stimuli, and always presented at 100% near and far signal.  

In a subset of sessions, the random seed used to generate the stimuli was fixed 

on half of the trials to produce identical stimuli (“frozen noise”, see Fig. 16).      

Disparity tuning curves were measured prior to the behavioral task using 

identical RDS as used for the task but shown for 450ms each at 100% signal at 

changing disparities (typically -1° to 1° in 0.1° increments). 

For the control experiments (Fig. 17), identical RDS stimuli as for the task were 

used with fixed random seeds for a range of signal disparities encompassing the 

preferred and null disparity of the recorded units. 

6.3.6. Analysis 

Single and multi-unit activity (collectively referred to as units) was sorted offline using 

the Plexon Offline Sorter (v3.3.5).       

6.3.7. Inclusion criteria 

Only successfully completed trials were included for further analysis. For each unit 

periods of pronounced non-stationarity were removed. To do so we computed a 

running 20-trial average spike-count, calculated separately for each attention 
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condition. Periods for which this running average decreased below 20% its peak were 

removed, and the longest continuous segment of included trials was used for further 

analysis. This resulted in the removal of 8 (0.6%) of the V2 units and 24 (2%) of the 

V3/V3a units because the remaining data after removing periods of non-stationarity did 

not meet the minimum number of trials to compute choice-correlations (at least 5 trials 

with near and far choices, respectively for the 0% signal stimulus). Additionally, only 

units for which the mean response to the 0% signal stimulus exceeded 4 spikes/sec, 

and for which the d-prime to discriminate the stimuli with the highest signal strength 

was >0.5 were included. Additionally, the following behavioral criteria had to be met for 

each unit: the animal’s performance had to exceed 70% for the highest signal stimuli 

and the bias for 0% signal trials had to be below 75%. For the V2 dataset, out of 1301 

units 152 (12%), 266 (20%) and 172 (13%) were excluded because the criteria for 

minimum firing rate, d-prime or behavior, respectively, were not met. For V3/V3a, out 

of 1035 units, 123 (12%), 298 (29%) and 104 (10%) were removed for these reasons, 

respectively. Of the included 703 V2 (486 V3/V3a) units 5.5% (3.5%) of trials were 

excluded due to non-stationarities. Of the included units 18/703 (15/486) were single 

units in V2 (V3/V3a). The main findings for the single units were qualitatively similar to 

those for the multi-unit activity (p>0.35 for all Wilcoxon rank sum tests on differences 

in medians for the choice-correlations for the relevant and irrelevant stimulus in either 

area and across areas), and we therefore collapsed all analyses across single-units 

and multi-units.         

6.3.8. Receptive field positions 

For each unit we measured a horizontal and vertical response profile (as described in 

Seillier et al., 2017). These reflect the one-dimensional receptive fields examined along 

the horizontal axis (using an elongated vertical stimulus, typically a low-spatial 

frequency sinusoidal luminance grating 0.3-0.5 by 3-5 degrees) or vertical axis (using 

a horizontally elongated stimulus). These were fit separately with Gaussian functions, 

and fits were required to explain at least 70% of the variance. The average receptive 
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field position for each area and session (Fig. 10) was computed as the average mean 

of all included fits to the horizontal (x) and vertical (y) response profiles. 

6.3.9. Behaviour 

Performance was measured as percent far choices as a function of the cued or uncued 

stimulus’ signed signal strength. Cumulative Gaussians were fit to the session-

averaged performance for the cued stimulus. Psychophysical thresholds and bias were 

defined as the standard deviation and mean of these cumulative Gaussians. 

6.3.10. Psychophysical reverse correlation 

Time-resolved psychophysical kernels (Neri et al., 1999) were computed for 0% signal 

trials (see also Kawaguchi et al., 2018; Nienborg & Cumming, 2009) for the cued and 

uncued stimuli separately. For each of four non-overlapping consecutive time bins 

(500ms each), the stimulus was converted to an n-by-m matrix (n, number of discrete 

disparity values used for the stimulus; m, number of trials). Each entry of this matrix 
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Fig. 10 | Receptive field centers. Average receptive field positions (in °) are 

shown for each included session for V2 (green) and V3/V3a (gray) and 

monkeys A and B. For each penetration, horizontal and vertical receptive field 

profiles were measured from the responses on each channel using an 

elongated grating or bar, and fit by Gaussian functions. The average center 

and width of the receptive fields was computed from the mean and SD of fits 

which explained >70% of the variance (V2 mean horizontal center=4.48°, 

width=±1.04°, vertical center=3.38°, width=±0.95°; V3/V3a mean horizontal 

center=6.83°, width=±1.54°, vertical center. 
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contained the proportion of frames on which a given disparity was presented in this 

time-bin and trial. The kernel for each time-bin was computed as the difference 

between the mean matrix across near-choice trials and the mean matrix across far-

choice trials. The kernels were averaged across sessions, adjusted for the frame-rate 

and weighted by the number of trials per session. 

To further confirm that the animals relied correctly on the relevant rather than 

the irrelevant stimulus we also restricted the analysis of the psychophysical kernels to 

those trials for which both the relevant and irrelevant stimulus had no net disparity 

signal (no-signal stimulus). Note that because of the reduced number of trials these 

kernels were noisier but the structure mirrors remained unchanged.   

6.3.11. Generalized linear model analysis of behavior 

To examine the degree to which the relevant or irrelevant stimulus or their interaction 

influenced the animals’ choices (a far choice is defined as 1) we fit a generalized linear 

model (GLM) to the animals’ behavior in each session: 

(1)    𝑃(𝑐ℎ𝑜𝑖𝑐𝑒 = 1) = Φ(𝛽0 + 𝛽1𝑠𝑟𝑒𝑙 + 𝛽2𝑠𝑖𝑟𝑟𝑒𝑙 + 𝛽3𝑠𝑟𝑒𝑙𝑠𝑖𝑟𝑟𝑒𝑙) 

where () is the cumulative distribution function of the normal distribution, srel, sirrel and 

srelsirrel correspond to the relevant and irrelevant stimulus on each trial (in signed 

percept signal strength) and their interaction, respectively. We fit weights (1, 2, 3) to 

account for the contribution to the animals’ choices of each of these covariates as well 

as the animals’ bias (0). To ensure comparability of the resulting weights we 

normalized (z-scored) the covariates prior to fitting. We used lasso regularization 

(function lassoglm in Matlab; 10-fold crossvalidation; (Hastie et al., 2009) to avoid 

overfitting.  

6.3.12. Modulation by spatial attention 

To measure the modulation by spatial attention we compared the mean responses (R, 

in spikes/sec during the 2sec stimulus presentation) to the 0% signal stimulus when it 

was cued versus uncued. We quantified the modulation by a contrast (cf. Treue & 

Trujillo, 1999) as a spatial attention index, AI = (Rcued – Runcued)/(Rcued + Runcued). 
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6.3.13. Choice-correlations 

Choice probabilities (signed according to the tuning for disparity of each unit, measured 

during the fixation tasks outside of the discrimination task) were computed based on 

the average firing rates for the 0% signal trials. The mean responses, corrected for 

stimulus induced effects as described below, for each trial were grouped according to 

the choice the animal made on a that trial. From the distribution of firing rates when the 

animal chose a neuron’s preferred and null disparity, we computed the area under the 

receiver operating curve (aROC), which was defined as choice probability (Britten et 

al., 1996). Choice probabilities (CP) can be converted to a Pearson’s correlation 

coefficient “choice-correlations”, cchoice, between the neuronal response and a 

continuous decision variable as derived previously, i.e. eq. S1.7 in Haefner et al. (2013) 

and eq. 8 in Pitkow et al. (2015):  

(2)     𝐶𝑃 =
1

2
+

2

𝜋
tan−1

𝑐𝑐ℎ𝑜𝑖𝑐𝑒

√2 − 𝑐𝑐ℎ𝑜𝑖𝑐𝑒
2
 

Based on this relationship we converted choice probabilities to choice-correlations as 

done in Lueckmann et al. (2018). Note that Pitkow et al. (2015) used a linear 

approximation to this quantity: 𝐶𝑃 ≈
1

2
+

√2

𝜋
𝑐𝑐ℎ𝑜𝑖𝑐𝑒 ≈ 0.45𝑐𝑐ℎ𝑜𝑖𝑐𝑒 + 0.5. Because we 

define the preferred and null disparity based on each unit’s disparity tuning, choice-

correlations are signed with respect to each unit’s tuning. That is, positive cchoice values 

mean that a unit has a higher firing rate on trials when the animal chooses a unit’s 

preferred disparity. Conversely, negative cchoice values imply lower firing rates on trials 

when the animal chooses the unit’s preferred disparity.  

Before computing choice-correlations the mean responses for each trial were 

corrected for stimulus-induced effects (Nienborg & Cumming, 2009). Psychophysical 

reverse correlation takes advantage of systematic differences in the stimuli preceding 

the monkeys’ choices. The psychophysical kernel demonstrates that there are 

systematic differences in the stimuli preceding the monkeys’ choices even for the 

stimuli that on average contained 0% signal. Choice-correlations were therefore 

corrected for this stimulus-induced component. This correction was done in two steps. 

First, we extracted a subspace map (for all 0% signal trials, not separated by choice), 

s (Nienborg & Cumming, 2009). The subspace map s is an n-dimensional vector giving 
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the total number of spikes (si) elicited by one frame of a given disparity di. We then 

summarized the stimulus for each trial by an n- dimensional vector (u). This vector u 

represents the number of frames with which each disparity occurred on a given trial. 

The number of dimensions (n) corresponds to the number of disparities included in the 

experiment. For each trial, the inner product between s (number of spikes per one 

frame of disparity di) and the stimulus vector u (number of frames per disparity) was 

calculated. The resulting spike count is the spike count predicted based on the 

disparities included in a given trial and the subspace map. It varies systematically from 

trial to trial, depending on u, i.e. the actually included disparity-signals on a given trial. 

(Although, on average the distribution was flat.) The resulting predicted spike count 

was therefore subtracted from the actually measured spike count on that trial. We note 

that this correction does not remove random fluctuations in firing as a function of 

choice. 

The time-courses of the choice- correlations were computed analogously but for 

the firing rate in a sliding (10ms steps) 300ms wide window, and corrected for the 

latency-adjusted stimulus-induced effect (Nienborg & Cumming, 2009). 

6.3.14. Choice-correlations for “frozen noise” stimuli 

To quantify choice-correlations we corrected stimuli for the random fluctuations of the 

white-noise stimuli used to perform psychophysical reverse correlation. To verify that 

this correction was adequate we computed choice-correlations for repeated 

presentations of the same random sequence of disparity values (“frozen noise”) in a 

subset of sessions. We note that to allow for the psychophysical reverse correlation 

analysis to verify the spatial selectivity of the behavior, we needed a subset of random 

noise stimuli even for those sessions in which we included frozen noise stimuli. We 

therefore fixed the random seeds on half of the trials and randomized them on the other 

half. But for this reason the number of trials for which choice-correlations were 

computed was reduced to 50%, and made our estimates of the choice correlations 

noisier. 
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6.3.15. Eye movement controls 

6.3.15.1. Effects of mean eye position 

Given the randomization of the position of the choice targets an association between 

the animals’ eye-position during the stimulus presentation and choice was unlikely. 

However, to ensure this was the case we checked for any differences in eye positions 

preceding a target presented above or below the fixation marker, preceding a saccade 

to the upper or lower target, and preceding near or far choices.  

To verify that any differences in these measures could not account for observed 

choice-correlations we then measured the effects of mean vertical or horizontal eye 

position on firing rate within each choice and then regressed out the predicted effect 

across choices. 

6.3.15.2. Effects of microsaccades 

Microsaccades have been shown to weakly modulate the activity of visual neurons 

(e.g. Harris & Mrsic-Flogel, 2013; Roelfsema & de Lange, 2016). We therefore 

explored any systematic relationship between the frequency, amplitude and direction 

of microsaccades and choice-correlations. Microsaccades were labeled using a 

recently developed algorithm (Bondy et al., 2018). For any differences in microsaccade 

parameters as a function of choice, we checked for any correlations with observed 

choice correlations. 

6.3.15.3. Effects of vergence 

We note that contrary to a stimulus without disparity noise for which small con- or 

divergence eye movements could result in systematically different effects on firing rate 

for near and far-preferring neurons (cf. Cohen & Newsome, 2008), the disparity noise 

in our stimulus was drawn from a wide distribution of values and designed to avoid 

such systematic effects. The disparity noise had a distribution of values that typically 

well exceeded the peak of the disparity tuning curve of the recorded units. Differences 

in the animals’ vergence with choice therefore could have inconsistent effects on the 

neuronal responses to the noise stimulus depending on their tuning curves. In control 

analyses we examined whether any choice-related differences in vergence may have 

contributed to the choice-correlations we observed, in particular to the choice-

correlations for the irrelevant stimulus. To examine any potential effect of small 
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differences in vergence across choices without making assumptions about the 

underlying tuning curves we directly measured for any changes in firing rate with 

vergence within choice. We then regressed out any vergence-dependent change in 

firing from the spike count for each trial and unit and re-computed choice-correlations 

for these corrected values. 

6.3.16. Exploring the effect of the stimulus in the opposite hemifield on firing rate           

Units were only included if they exhibited significant disparity tuning (p<0.05 in a one-

way ANOVA). We tested for differences in mean firing rate during each 450ms stimulus 

presentation for each unit during a fixation task as a function of the stimulus disparity 

inside the receptive field and in the opposite hemifield using 2-way ANOVAs.                                                                        

6.3.17. Pair-wise interneuronal covariability                

Pairs of simultaneously recorded units were included if the units were separated by at 

least 100µm. Spike count correlations (“noise correlations”) were computed for the 

average response during the stimulus presentation as the Pearson correlation 

coefficient between the responses of each pair to an identical stimulus. We required a 

minimum of 20 presentations per stimulus-condition to be included in this computation 

and then used the average correlation coefficient across stimuli for each pair. Tuning 

similarity was quantified as “signal correlations” (Bair et al., 2001) by computing the 

Pearson correlation coefficient between the tuning curves along the stimulus 

dimension used for the task (i.e. the mean response to each stimulus as a function of 

% signed disparity signal) for each pair of units. We quantified the relationship between 

noise and signal correlation by type II linear regression and significance by resampling 

(1000 repeats). Our results in Fig. 15f-g were similar when noise correlations were 

instead computed by first converting the spike counts for each stimulus condition into 

z-scores and then calculated as the Pearson correlation coefficient across z-scores. 

6.3.18. Statistical modeling for population analysis 

To distinguish the pattern of activation of the recorded neural populations driven by 

stimulus and choice – despite their correlation across trials, we used a generalized 

linear model (GLM) with an identity link function to predict each neuron’s spike count 

in each trial. The GLM predicted the spike count on a given trial t based on: (1) the 

number frames nt(x) that each disparity x was presented in the neuron’s receptive field, 
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𝑛𝑡
(𝑟)

(𝑥) or 𝑛𝑡
(𝑖)

(𝑥) depending on whether the stimulus inside the receptive field was 

relevant or irrelevant, (2) the animal’s choice on that trial 𝑐𝑡
(𝑟)

 or  𝑐𝑡
(𝑖)

, again depending 

on whether the stimulus inside the receptive field was relevant or irrelevant (3) whether 

the relevant stimulus was in the receptive field or in the opposite hemisphere (see 

above distinctions between r and i); (4) an estimate of the drift d(t) in the firing rates 

over the recording. An identity link function resulted in the best fits, and as a result 

each weight has units of firing rate modulation. More complex, nonlinear models 

(Whiteway & Butts, 2019) had no better model performance than the GLM for 

predicting the whole-trial spike count: 

(3)    𝑅(𝑡) =  ∑ 𝑓𝑟(𝑥) 𝑛𝑡
(𝑟)

(𝑥)

𝑥

+ ∑ 𝑓𝑖(𝑥) 𝑛𝑡
(𝑖)(𝑥) +

𝑥

𝑤𝑟𝑐𝑡
(𝑟)

+ 𝑤𝑖𝑐𝑡
(𝑖)

+ 𝑑(𝑡) 

where d(t) is the model’s drift term estimated using a set of tent-basis functions [𝜉𝑗(𝑡)] 

(McFarland et al., 2013) that span all trials (see below) and allow a smooth set of linear 

model terms, [dj], as follows: 

(4)    𝑑(𝑡) = ∑ 𝑑𝑗

𝑗

𝜉𝑗(𝑡) 

Thus, the predictors of the model are defined as follows (for trial t): 

𝑛𝑡
(𝑟)

(𝑥): the histogram of disparities on trials when the stimulus inside the 

receptive field was relevant, corresponding to the number of frames that the disparity 

x was presented within the receptive field of the neuron over the trial. Thus, for trials 

on which the relevant stimulus was presented outside the unit’s receptive field, all 

entries of this vector are set to 0. 

𝑛𝑡
(𝑖)

(𝑥): the histogram of disparities presented on trials when the stimulus inside 

the receptive field was irrelevant, corresponding to the number of frames that the 

disparity x was presented outside the receptive field of the neuron over the trial. Thus, 

for trials on which the irrelevant stimulus was presented outside the unit’s receptive 

field, all entries of this vector are set to 0. 
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𝑐𝑡
(𝑟)

: the choice on trials where the stimulus inside the receptive field was 

relevant (near=-1, far=+1). If the stimulus inside the receptive field was irrelevant this 

predictor was set to 0.  

𝑐𝑡
(𝑖)

: the choice on trials where the stimulus inside the receptive field was 

irrelevant (near=-1, far=+1). If the stimulus inside the receptive field was relevant this 

predictor was set to 0.  

[𝜉𝑗(𝑡)] : a tent basis (also known as b0-splines) that allows for a smoothly 

varying drift term (fittable with linear model components) to capture non-stationary 

aspects of the recording of each neuron not tied to any of the other predictors. There 

is a basis function for each anchor point j, with anchor points chosen with one per cycle 

of relevant-irrelevant stimulus blocks. The basis function is equal to 1 at the anchor 

point, and linearly descends to hit zero at the previous (j-1) and next (j+1) anchor points 

and is zero everywhere else. Thus, the corresponding model weight dj gives the value 

of the offset for the model d(t) at the anchor point, and linearly interpolates at 

intermediate trials between the values at the anchor points.  

Considering the model predictors, the model terms were constrained as follows. 

For a given trial, linear weights f(x) acting on the histogram of the number of video 

frames for which the central disc was shown at each disparity 𝑛𝑡
(.)(𝑥) yields the average 

number of spikes evoked by that disparity within the trial. Smoothness of the resulting 

tuning curve was enforced through regularization using a penalty term on the Laplacian 

of the weights (e.g., McFarland et al., 2013). Choice effects were fit with a single linear 

weight (one predictor each when the stimulus inside the receptive field was relevant or 

irrelevant, respectively) acting on a value corresponding to the animal’s choice (-1 = 

near, 1 = far), and thus the model weights w reflected the difference in firing rate 

resulting from the animal’s choice on that trial, again separately for trials when the 

stimulus was relevant wr and irrelevant wi. These model terms were fit simultaneously 

with the “drift term”, which captures slow non-stationarities in the firing rate over the 

recording. As described above, it is fit using parameters that specify the value of the 

firing rate offset at each anchor point dj, and through the use of tent-basis functions, 

the value of the offset linearly interpolates between “anchor points” spaced at every 
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period of relevant/irrelevant blocks (roughly every 94 trials; one anchor point per 

period).   

The model parameters were fit simultaneously using gradient descent of the 

mean-squared error, using custom Python code. By fitting these terms all at once, the 

GLM could attribute the sources of the modulation to each of these factors, even 

though some were correlated. Such an encoding approach provides weights for 

stimulus and choice modulation in the same units.  

6.3.19. Analysis of stimulus- and choice-driven population activity 

The population vectors were calculated for each recording separately, from the weights 

of the model fits, with each dimension corresponding to a different neuron. The 

stimulus vector was based on the difference in weights in response to the near and far 

signal disparities. That is, for each neuron we computed fr(x=near signal)-fr(x=far 

signal), which (across neurons) defined a vector in the neuronal population space (Fig. 

4b). The population vectors for the irrelevant stimulus were computed analogously 

from the weights for the irrelevant stimulus. The angles, , between a given pair of 

population vectors was calculated based on the vector dot-product: 

(5)    Θ = cos−1
𝒗1 ∙ 𝒗2

|𝒗1||𝒗2|
 

This can be visualized as the angle between lines drawn between the points in 

population space and the origin (e.g., Fig. 16b). 

In addition to the inclusion criteria applied to the main dataset, the population 

vector analysis excluded units that had a majority of their response (>50%) explained 

by the drift term in its encoding model. Following this additional screening, only 

recordings with five or more valid units per area were included in the resulting 

measurements of population vectors. For the included units the GLM accounted for an 

average of 52% (V2) and 50% (V3/V3a) of the variance (five-fold cross-validation).  

6.4. Results 

To test these predictions, we trained two macaque monkeys to perform a disparity 

discrimination task on a random-dot stereogram (RDS) while ignoring another RDS 

(Fig. 1j). The relevant stimulus was cued block-wise, and the irrelevant stimulus was 
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presented in the opposite visual hemifield. It was statistically identical but independent 

of the relevant stimulus to ensure that it provided no information about the correct 

choice.  

6.4.1. The animals’ behavior is spatially selective  

The animals’ psychophysical behavior shows that they learned to successfully ignore 

the task-irrelevant stimulus (Fig.11a, c).  

This was further verified by ‘psychophysical reverse correlation’ analysis, which 

was computed using trials restricted to the randomly rewarded no-signal trials. This 

analysis examines any systematic relationship, on average, between the noise in the 

stimulus and the animals’ choices, by computing a ‘psychophysical kernel’ (see 

Methods). Non-zero values of the psychophysical kernel reveal systematic differences 

of the noise disparities with choice, as can be seen for the relevant stimulus (Fig. 11b, 

d top panels), similar to previous findings (Nienborg & Cumming, 2009). In contrast, 

the amplitude of the psychophysical kernel for the irrelevant stimulus was consistently 

around 0, confirming that the irrelevant stimulus did not systematically affect the 

Fig. 11 | Behavior. (a, c) Psychophysical performance for each session (n=41, n=26 for monkeys 

A and B respectively; circles, size proportional to number of trials) for both monkeys and for the 

relevant (red, cumulative Gaussian fit, threshold: 12% (19%) signal for monkey A (B)) and irrelevant 

(blue) stimulus. b) Psychophysical kernels (in proportion of frames per 0.5 sec time-bin) computed 

for 0% signal trials (relevant, upper panel; irrelevant, lower panel) as a function of disparity and time 

for monkey A (trials: n=5709 relevant, n=5575 irrelevant). d) Same as b) but for monkey B (trials: 

n=5355 relevant, n=5203 irrelevant). 
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animals’ choices. The results were similar when we selected trials for which both the 

relevant and irrelevant stimulus had no signal (Fig. 12).  

Additionally, we examined the degree to which the irrelevant stimulus or its 

interaction with the relevant stimulus influenced the animals’ behavior using 

generalized linear model (GLM) analysis (see Methods). This analysis yielded weights 

for each covariate (the relevant stimulus, the irrelevant stimulus and their interaction). 

The weights for the irrelevant stimulus and for the interaction between the stimuli were 

close to zero (Fig. 13), which also shows that the irrelevant stimulus had minimal 

influence on the animals’ behavior.   
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Fig. 12 | Psychophysical kernels for bilateral no-signal stimuli. For monkey A the 

kernels were computed for a total of n=1419 trials in 41 sessions, and for monkey B for 

a total of n=1328 trials in 26 sessions. 

 

Fig. 13 | GLM analysis of behaviour. GLM weights were obtained for the animals’ bias, the 

relevant stimulus (Stimrel), the irrelevant stimulus (Stimirrel) and the interaction between the 

relevant and irrelevant stimulus (Stimrel*Stimirrel). The median weights are plotted across all 

sessions (left panel, n=67 sessions), animal A (middle panel, n=41 sessions) and animal B 

(right panel, n=26 sessions), respectively. Errorbars are 95% confidence intervals around the 

median obtained by resampling. Note that the median weights for the irrelevant stimulus and 

the interaction are 0, further supporting the minimal influence of the irrelevant stimulus on the 

animals’ choices. 
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6.4.2. Visual responses are rate modulated by spatial attention  

Furthermore, as is characteristic of the modulation of visual responses by spatial 

attention (McAdams & Maunsell, 2000), we found a substantially smaller response 

when the irrelevant compared to the relevant stimulus was in the receptive field of a 

unit (Fig. 14a). This modulation of the neuronal response was very consistent across 

the populations of visual neurons in V2 and V3/V3a (Fig. 14b, V2 mean AI=0.14, 

n=703, p<10-30; V3/V3a mean AI=0.12, n=486, p<10-30, Wilcoxon signed rank test 

for significant deviation from 0).  

6.4.3. Evidence for spatially unselective decision-related feedback 

We next examined how modulation of neural activity by decision-related feedback 

depended on whether the stimulus was relevant or irrelevant. The behavioral analyses 

satisfy a key prerequisite for this analysis, since they show that if the irrelevant stimulus 

had any effect on the animals’ choices such effect was very small. We addressed this 

question using recordings in mid-level areas V2, the earliest site in the visual 

processing hierarchy for which systematic decision-related activity in disparity-based 

tasks have been observed (Nienborg & Cumming, 2006), and a subsequent 

processing stage, areas V3/V3a, with significant disparity selectivity (Hubel et al., 

2015). We computed choice-correlations for each unit separately for trials when the 

task-relevant (Fig. 15a, x-axis) or task-irrelevant (Fig. 15a, y-axis) stimulus was in its 

receptive field. Choice-correlations quantify the degree to which a unit’s firing is 

correlated with an animal’s choice and are closely related (see Methods) to “choice 

Fig. 14 | Spatial attention modulation.  a) 

Tuning curves (spike rate as a function of % 

disparity signal; errorbars show s.e.m, n=16-

111 repeats per condition) of two example 

units (left: V2 unit, monkey A, right: V3/V3a 

unit, monkey B) when the relevant (red) or 

irrelevant (blue) stimulus was inside the 

receptive field. Responses are reduced for the 

irrelevant stimulus as expected for modulation 

by spatial attention. b) Spatial attention index 

across the population for V2 (cyan, n=703 

units, mean=0.14) and V3/V3a (grey, n=486 

units, mean=0.12). 
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probabilities” (Federer et al., 2021) (aROC). The choice-correlations are signed. That 

is, positive choice-correlation values mean that a unit has a higher firing rate on trials 

when the animal chooses this unit’s preferred disparity. Conversely, negative choice-

correlations imply lower firing rates on trials when the animal chooses the unit’s 

preferred disparity. We note that positive choice-correlations are expected for e.g. self-

reinforcing feedback (Haefner et al., 2016; Wimmer et al., 2015), while negative choice-

correlations would be expected, e.g. for predictive coding (Lee & Mumford, 2003). In 

contrast with what would be predicted in the case of selective feedback (Fig. 9a), we 

found that units were significantly correlated with choice even when the stimulus in 

their receptive field was irrelevant to the behavior. On average, the choice-correlations 

for the irrelevant stimulus were positive across the population both in V2 (mean=0.07, 

n=703, sign-rank test for significant deviation from 0: p<10-12; monkey A: mean=0.09, 

n=543, p<10-11; monkey B: mean=0.03, n=160, p=0.049) and V3/V3a (mean=0.07, 

n=486, p<10-12; monkey A: mean=0.10, n=315, p=10-11; monkey B: mean=0.02, 

n=171, p=0.07). (Note that decision noise during task performance would lead to worse 

performance and lower choice-correlations, consistent with what we observe in 

monkey B compared to monkey A.) Across units the choice-correlations for the relevant 

and irrelevant stimulus were strongly correlated both in V2 (Spearman’s rank 

correlation, r=0.61, p<10-71; monkey A: r=0.66, p<10-68; monkey B: r=0.32, p<10-4) and 

in V3/V3a (r=0.42, p<10-21; monkey A: r=0.38, p=10-13; monkey B: r=0.34, p<10-5). This 

finding is incompatible with the predictions for selective feedback (Fig. 9a) or 

feedforward accounts (Fig. 9d) but predicted for spatially unselective task-related 

feedback (Fig. 9g). It also provides support for the hypothesis that feature-based 

attention, which is spatially global, and decision-related feedback in our task, engage 

a linked neural mechanism. 

Conversely, the degree to which units were modulated by spatial attention was 

not related to their choice-correlations for either stimulus in V2, and only modestly in 

V3/V3a (V2: both animals: r=0.06, p=0.11; r=0.05, p=0.17 for Spearman’s rank 

correlation between AI and the cc for the relevant and irrelevant stimulus, respectively; 

animal A: r=0.024, p=0.58 and r=0.018, p=0.68, respectively; animal B: r=-0.073, 

p=0.36 and r=0.012, p=0.88, respectively; V3/V3a: both animals: r=0.16, p=0.001 and 

r=0.11, p=0.01, respectively; animal A: r=0.16, p=0.01 and r=0.18, p=0.001, 

respectively; animal B: r=0.12, p=0.13 and r=-0.08, p=0.3, respectively).  
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The distributions of choice-correlations for the relevant and irrelevant stimulus 

were overall similar although significantly different from each other in animal A in V2 

(Wilcoxon signed rank, p<10-3, p=0.08, p<10-4 for animal A, B and both, respectively), 

but not in V3/V3a (p=0.26, p=0.11, p=0.07 in animal A, B and both, respectively). The 

difference was not explained by the stimulus selectivity of the units (V2: r=-0.007, 

p=0.87, r=-0.1, p=0.21; r=0.024, p=0.52; V3/V3a: r=0.019, p=0.74, r=0.13, p=0.083, 

r=0.06, p=0.23; for animal A, B and both, respectively, Spearman’s rank correlation 

between the difference of the Fisher-transformed choice-correlations for the relevant 

and irrelevant stimulus and each unit’s d-prime). Nonetheless, any such difference 

could reflect the feed-forward contribution to choice-correlations for the relevant 

stimulus, since the animals used the relevant, but not the irrelevant, stimulus for their 

Fig. 15 | Neurons representing the task-irrelevant stimulus are correlated with choice. Choice-

correlations (cc) for n=703 units in V2 when the stimulus in the receptive field was relevant (abscissa) 

or irrelevant (ordinate) are correlated (r=0.61, p=10-71, two-sided Spearman’s rank correlation). b) 

Choice-correlations for both the relevant (red, mean=0.11, (aROC=0.55), p=10-21) and irrelevant 

(blue, mean=0.07 (aROC=0.53), p=10-12, two-sided Wilcoxon signed rank) stimulus were significantly 

positive and similar although their distributions differed significantly from one another (two-sided 

Wilcoxon signed rank, p=10-4). c) Choice-correlation (300ms wide sliding window, 10ms increment) 

as a function of time after stimulus onset for the relevant (red) and irrelevant (blue) stimulus. Errorbars 

depict s.e.m. d-f) Same as a-c but for n=486 units in V3/V3a (correlation between relevant and 

irrelevant choice-correlations r=0.42, p=10-21; relevant: mean=0.09, (aROC=0.54), p=10-10; 

irrelevant: mean=0.07, (aROC=0.53), p=10-12; difference in distributions, p=0.07). 
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decisions. Our animals’ behavior relied more strongly on the early part of the relevant 

stimulus (Fig. 11b, c). A feed-forward component, revealed as a difference between 

the choice-correlations for the relevant and irrelevant stimulus, should therefore be 

more pronounced early during the trial (cf. Nienborg & Cumming, 2009; Wimmer et al., 

2015). Yet the difference in choice-correlations in our data emerged later (Fig. 15c, f). 

It therefore suggests that it is not entirely attributable to the feed-forward component 

and also reflects weakened feedback to the neurons representing the irrelevant 

stimulus. Since the difference emerged later during the trial although the animals’ 

behavior relied more strongly on the stimulus early during the trial, it occurred at a time 

when an effect on behavior would likely be weak. Nonetheless, it is conceivable that 

for tasks that further increase the pressure for spatially selective processing, the 

decision-related feedback might be more spatially selective.  

6.4.4. Unselective modulation is not explained by the stimulus 

In control experiments and analyses we verified that the choice-correlations for the 

irrelevant stimulus did not result from stimulus-driven, eye-movement, or task-

independent effects. First, we found no effect on a unit’s firing rate of the stimulus in 

the opposite hemifield while the animal performed a simple fixation task that would 

explain the correlations with choice (see example units Fig. 17b). Indeed, the recorded 

units showed no systematic difference if the stimulus outside the receptive field had 

the preferred or null disparity (Fig. 17c). Across the population of the responses for 

units in V2 and V3/V3a, the proportion of units showing a modulation by the disparity 

outside the receptive field did not exceed chance-level (5% of units for V2, n=427, and 

V3/V3a, n=329, respectively, two-way Anova at 5% significance level).  

6.4.5. Unselective feedback is not explained by eye movements 

Second, our stimulus and task were designed to minimize systematic differences of 

eye movements with choice by disentangling saccade direction and choice (Fig. 9j, see 

Methods), and to minimize systematic effects of vergence on the neuronal responses. 

Nonetheless, we ran control analyses to show that these factors could not explain the 

neuronal correlations with choice. While there were no differences in microsaccade 

amplitude or direction with choice (p=0.21, p=0.84, respectively), microsaccades 

occurred with slightly higher frequency on trials preceding far choices (1.2 vs 1.4Hz, 

p=10-8, all two-sided sign rank tests). If this difference contributed to the observed 
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choice-correlations it would predict higher choice-correlations on sessions for which 

the choice-dependent difference in microsaccades was more pronounced. In contrast 

to this prediction, we observed a negative correlation between choice-correlation and 

|difference in microsaccade frequency with choice for units in V2 but not V3, V3a (131 

V2: r=-0.20, p=10-7, r=-0.12, p=0.001, correlation with choice-correlation for the cued 

and uncued stimulus, respectively; respective values for V3/V3a: r=0.07, p=0.14, r=-

0.05, p=0.28; all Spearman’s rank correlation). Choice-correlations therefore tended to 

be higher for sessions in which microsaccades were balanced across choices. This 

shows that rather than contributing to choice-correlations in V2, differences in the 

microsaccade frequency with choice may have obscured stronger correlations with 

choice on some sessions.  

Similar to previous studies, both animals had a tendency to converge slightly 

more on trials for which they made near reports (mean vergence difference for near 

compared to far choices across sessions: v=-0.012°, p=10-5; animal A: Δv=-0.016°, 

p=10-4, animal B Δv=-0.009°, p=0.029, all two-sided sign-rank tests). The resulting 

difference in vergence means that when the animal chose near the stimulus disparities 

had a tendency to be slightly shifted towards far values. The direction of this shift was 

therefore the opposite direction to what one would expect could result in the 

correlations with choice we observed. Correcting for firing-rate differences induced by 

vergence (see Methods) resulted in very similar but on average slightly increased 

values for choice-correlations compared to the uncorrected values (corrected mean 

choice-correlation and correlation with the uncorrected values in V2: ccrelevant=0.115, 

r=0.96, p=10-20, ccirrelevant= 0.088, r=0.95, p=10-20; in V3: ccrelevant=0.075, 

r=0.94, p=10-20, ccirrelevant= 0.072, r=0.91, p=10-20), as expected from the direction 

of the vergence difference. It shows that the choice-correlations we measured are not 

accounted for by vergence eye movements but rather that due to the animals’ vergence 

we may have slightly underestimated the neuronal correlations with choice. 

6.4.6. Unselective feedback is not explained by differences between stimuli 

Although we corrected the choice-correlations for systematic stimulus differences with 

choice (see Methods), we verified that they were similar when we removed any 

differences in the randomly generated stimuli between trials (Fig. 16). Although this 

analysis used only half of the trials, rendering the data noisier, we nonetheless 
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observed similar results for for the frozen noise stimuli as those for the corrected 

choice-correlations. The values of the choice-correlations corrected for stimulus-

induced variations were highly correlated with those obtained for frozen noise (V2: 

rrelevant=0.46, p<10-13, n=239; rirrelevant=0.29, p<10-4, n=209; V3: rrelevant=0.71, p<10-20, 

n=143; rirrelevant=0.52, p<10-10, n=139, Spearman’s rank correlations). While the 

correlation between the choice-correlations for the neurons representing the relevant 

and irrelevant stimulus, respectively, was reduced to a trend in this subset of the data 

in V2 (n=209, r=0.10, p=0.14, Spearman’s rank correlation), it remained highly 

significant across the V3/V3a population (r=0.28, p<0.001), similar to the corrected 

values obtained for the entire population. 

Fig. 16 | Choice-correlations are similar for identical stimuli (“frozen noise”). a) Choice-

correlations (cc) were calculated for trials with a fixed sequence of disparity frames (“frozen noise”) 

and compared for the relevant (abscissa) or irrelevant (ordinate) stimulus. While the correlation 

was weak for V2 (n=209, r=0.10, p=0.14, Spearman’s rank correlation), it was highly significant 

across the V3/V3a population (e, r=0.28, p<0.001), similar to the corrected values obtained for the 

entire population. b) Choice-correlations for frozen noise were significantly positive for both the 

relevant (mean=0.19, p<10-13) and irrelevant stimulus (mean=0.13, p<10-9, both Wilcoxon sign-

rank test) and comparable, although their medians differed significantly from one another 

(Wilcoxon rank sum, p=0.03). c) Choice-correlations calculated for frozen noise were similar to 

those obtained for the white noise corrected for variations in the stimulus for the relevant stimulus 

(r=0.46, p<10-13, n=239) and (d) irrelevant stimulus (r=0.29, p<10-4, n=209). e-h) Same as a-d but 

for V3/V3a (n=139; relevant: mean=0.12, p<0.001; irrelevant: mean=0.05, p=0.04; difference in 

distributions, p=0.13; correlation of choice-correlations for frozen stimuli with those corrected for 

stimulus variations for the relevant stimulus: r=0.71, p<10-20, n=143 and irrelevant stimulus: 

r=0.52, p=10-10, n=139). 
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6.4.7. Unselective modulation is not explained by task-independent noise correlations 

Third, our findings could not be accounted for by stimulus-independent correlated 

variability (“noise correlations”, Cohen & Kohn, 2011; Zohary et al., 1994) across 

hemispheres. Such an explanation (e.g. Haefner et al., 2013; Nienborg et al., 2012; 

Shadlen et al., 1996) would stem from previous observations that pairs of neurons with 

similar stimulus tuning tend to have higher noise correlations than those with dissimilar 

tuning (Cohen & Maunsell, 2009; Kohn & Smith, 2005; Zohary et al., 1994). Indeed, 

we found such a relationship in our data when the animals were fixating and not 

engaged in the task: within hemisphere the correlated variability increased with signal 

correlation (V2: r=0.08, [0.07 0.1], n=3847, V3/V3a: r=0.11, [0.09 0.13], n=1519, type 

II regression, 95% CI; Fig. 17f, left column, blue). However, across hemispheres we 

observed no systematic relationship between correlated variability and signal 

correlation in V2 (r=0.01, [-0.001 0.02], n=1726) or V3/V3a (r=-0.01, [-0.02 0.002], 

n=660; Fig. 17f, left column, orange). The correlated variability during fixation therefore 

lacked the structure that would be required to account for choice-correlations in a 

feedforward way, suggesting that the choice-correlations for the task-irrelevant 

stimulus result from decision-related feedback. 

In fact, the presence of choice-correlations for the task-irrelevant stimulus 

implies (Wasmuht et al., 2019) that neurons in both hemispheres that share tuning 

preferences should also receive more similar decision-related feedback compared to 

inter-hemispheric pairs with different tuning. This would predict that, during task 

performance, there should be increased noise correlations between neurons in 

different hemispheres that have similar tuning (i.e.  signal correlation). Our results 

showed exactly this (Fig. 17g; V2: r=0.11, [0.02 0.22], n=711 within hemisphere, 

r=0.12, [0.07 0.17], n=450 across hemispheres; V3/V3a: r=0.25, [0.14 0.34], n=461 

within hemisphere and r=0.26, [0.16 0.37], n=136 across hemispheres). The fact that 

the structure of the correlated variability changes when the animal engages in the task 

further supports the finding that this structure depends on task-related feedback 

(Bondy et al., 2018). 
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6.4.8. Analysis of population responses 

To better understand how the structure of the decision-related variability related to the 

stimulus representation across the population (cf. also Ni et al., 2018), we used a 

Fig. 17 | Choice-correlations for the irrelevant stimulus do not result from the stimulus 

outside the receptive field, nor from noise correlations in the absence of a task. a) Fixation 

task with one stimulus presented inside the receptive field, and one stimulus in the opposite 

hemifield. b) Disparity tuning curves of four example units (V2, top row; V3/V3a, bottom row) as 

a function of the disparity of the stimulus inside the receptive field, plotted separately (labels) 

for the disparity of the stimulus in the opposite hemifield. Data points are horizontally offset for 

visibility. Errorbars show s.e.m. n=10-40 repeats per condition) c) Firing rates to the preferred 

disparity (top: V2, bottom: V3/V3a) inside the receptive field as a function of the disparity of the 

stimulus in the opposite hemifield. Histograms show firing rate ratios. Filled data points depict 

units whose firing rates significantly deviate from unity (p<0.05, two-sample t-test). Error bars 

show s.e.m. d) as c) but for the null disparity inside the receptive field. e) Bi-hemisperic 

recordings during fixation or task performance. f) Noise correlations between pairs of units within 

(blue) and across (orange) hemispheres are plotted as a function of their signal correlation, 

during fixation and g) during performance of the task for V2 (top) and V3/V3a (bottom). Note the 

change in the regression slope within versus across hemispheres during fixation but not during 

task performance. 
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generalized linear model (GLM) to separately estimate the effect of stimulus tuning and 

decision-related modulation on neural activity. The model was necessary because the 

choice and stimulus were often correlated across trials, and the GLM assigns weights 

according to the best explanation for each effect, which are statistically separable from 

each other despite their correlation. This model predicted the response of a given 

neuron (its spike count) on each trial t using the distribution of disparities per trial, the 

animal’s choice and a drift term (Fig. 18a, see Methods).  

The main parameters of the model used to predict firing rate are the disparity 

tuning curves for the relevant and irrelevant stimulus, fr(x) and fi(x) and the choice 

weights in each condition weights wr and wi. Each tuning curve f(x) is comprised of 

weights (one weight per disparity x), which operate on the histogram of disparities 

presented over a given trial nt(x) (Fig. 16a, left), and the choice weights w operate on 

the choice (Fig. 18a, middle). We also fit a drift term d(t) to segregate any non-

stationary effects in the recording, which was constrained to be slowly varying across 

a session, i.e. one parameter for each cycle of relevant and irrelevant blocks (see 

Methods). For the tuning curves and choice weights, separate weights were fit to trials 

when the stimulus inside a unit’s receptive field was relevant versus irrelevant, while 

the same time-varying drift term was applied to all trials. 

The best model predictions were accomplished without additional nonlinear 

mappings (e.g. a spiking nonlinearity link function in the GLM, see Methods). 

Therefore, the model terms that reflect how much each unit was driven by the stimulus 

and choice are in units of firing rate, and thus can be directly compared across units. 

This allowed us to examine the degree to which the changes in activity with choice or 

stimulus were aligned at the level of the population. Specifically, each pattern was 

represented by a population vector in an M-dimensional space, where M is the number 

of simultaneously recorded units in a given experimental session, and each axis 

corresponds to the response of one neuron (Fig. 18b). Thus, similar patterns of activity 

correspond to similar “directions” in population space (relative to the origin) and there 

would be a correspondingly small angle between them. 
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6.4.9. Stimulus-choice (mis)alignments are similar across relevance 

We considered four population response vectors for the changes between the near 

signal disparity and far signal disparity in the stimulus (see Methods for details) when 

it was relevant (Fig. 18b, v-stimr), irrelevant (v-stimi), and for the changes in the 

population response with choice when a relevant (v-choicer), or irrelevant (v-choicei), 

stimulus was inside the receptive field of the population. We then computed the angles 

between these population vectors as a measure of the extent to which the population 

responses were aligned between the conditions. Across sessions the relevant and 

irrelevant stimulus vectors (stim r-i) were well aligned both in V2 (Fig. 18c, top) and 

V3/V3a (Fig. 18d, top). It is consistent with previously described gain changes as a 

function of spatial attention (McAdams & Maunsell, 1999; Reynolds & Heeger, 2009) 

and suggests a roughly uniform change in gain with spatial attention across the 

Fig. 18 | Stimulus and choice alignment of the population response in visual cortex. a) The 

encoding model predicts the spike count in a trial from the stimulus-driven response based on its 

disparity tuning curve and the disparities presented in that trial (left), the choice during that trial 

(middle), and a drift term to fit any non-stationarity in the recording over time (right). b) The 

stimulus- or choice-driven patterns of neural activity across the recorded neurons can be 

represented as population vector, with each dimension corresponding to a given neuron’s 

stimulus- or choice-driven weight estimated from the encoding model. The patterns of activity can 

then be compared as an angle between the population vectors. c, d) Results for populations in 

V2 and V3/V3a. Top: The population vectors for the relevant and irrelevant stimulus are well 

aligned across sessions. Middle: the population vectors for the choices when the stimulus was 

relevant or irrelevant are broadly aligned. Bottom: The angles between the population vectors for 

the relevant stimulus (v-stimr) and choice (v-choicer or v-choicei) are correlated (r=0.86, p=10-10, 

n=37 sessions for V2; r=0.51, p=0.01, n=23 sessions for V3/V3a, two-sided Spearman’s rank 

correlation; errorbars are 95% confidence intervals around the median angle, by resampling). 
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population. But the choice vectors were less well aligned with that of the relevant 

stimulus (stim r-choice r, stim r-choice i) in a number of sessions, consistent with recent 

findings for population recordings in area MT (Zhao et al., 2020).  

Interestingly, these misalignments between the choice vectors and the relevant 

stimulus vector were very consistent between the relevant and irrelevant choice 

vectors (Fig. 18c, d, bottom: r=0.86, p<10-10, n=37 for V2; r=0.51, p=0.01, n=23 for 

V3/V3a). Moreover, the choice vectors (choice r-i) were broadly aligned (Fig. 18c, d, 

middle). This suggests that the decision-related signal affected the population in visual 

cortex in a similar way, whether this population represented a relevant or irrelevant 

stimulus, and that this decision-related signal can be misaligned with the stimulus-

representation. If sensory and non-sensory signals are multiplexed at the level of the 

sensory population, as previously suggested (e.g. Zhao et al., 2020), such consistency 

in the representation of the non-sensory decision signals may facilitate their use by 

downstream processing.  

Additionally, the angles between choice vectors (choice r-i) were not correlated 

with the angles between the relevant versus irrelevant stimulus vectors (stim r-i) 

(r=0.15, p=0.37, n=37 for V2; r=-0.35, p=0.11, n=23 for V3/V3a), consistent with the 

weak (V3/V3a), or absent (V2) correlation between the modulation by spatial attention 

and choice-correlation. This also suggests that the modulation by spatial attention or 

choice is not prominently coupled in this task. 

6.5. Discussion 

In summary, we observed substantial choice-correlations for neurons representing a 

task-irrelevant, ignored stimulus, which could not be explained by task-independent 

co-variates or feed-forward sensory noise. Rather, these choice-correlations require 

feedback interactions that are roughly similar whether or not the stimulus inside a 

neuron’s receptive field is relevant. From the perspective of the decision-process in 

this task this is remarkable. Our task was designed to eliminate uncertainty as to which 

stimulus was task-relevant and analyzing the animals’ behavior verified their negligible 

use of the irrelevant stimulus. Neurons representing this irrelevant sensory information 

were nearly as correlated with choice as were neurons representing the sensory 

information that the animals measurably relied on. These findings appear to call into 
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question previously observed systematic links – even if they reflect feedback 

interactions- between sensory neurons with choice-correlations, and the perceptual 

decision-process (e.g. Britten et al., 1996; Nienborg & Cumming, 2007; Uka & 

DeAngelis, 2003; Yu & Gu, 2018). Conversely, the choice-correlations for neurons are 

expected for a mechanism engaging feature-based attention, as previously 

hypothesized. Our findings here therefore provide support for the hypothesis that the 

decision-related feedback is linked to the spatially global mechanism engaged in 

feature-based attention (Bondy et al., 2018; Cohen & Newsome, 2008; Krug, 2004). 

However, while a spatially unselective mechanism is beneficial in search or 

detection tasks that target feature-based attention mechanisms and typically contain 

spatial uncertainty (Bichot et al., 2005; Cohen & Maunsell, 2011), the task used here 

involved no uncertainty about which location was relevant. Indeed, the measured 

behavior was highly spatially selective. Any lack of spatial selectivity of the decision-

related feedback observed here is therefore not attributable to the demands of the task.  

Our findings here extend beyond previous reports (e.g. Li et al., 2008; Mirabella 

et al., 2007; Steinmetz et al., 2019) of unselective task- or decision-related feedback. 

First, we verified behaviorally that the irrelevant information was ignored by the 

animals. Second, our task was designed to uncouple the decision-formation from the 

motor-plan to report the decision.  

In this study we explored the selectivity of the feedback once the animals were 

fully trained on the task. Our results therefore leave open the possibility that the 

feedback was spatially selective during earlier phases of the training, e.g. to support 

the animals’ learning of the task.  

A lack of spatial selectivity of the decision-related feedback could have 

implications for downstream processing (Haefner et al., 2016; Haimerl et al., 2019; 

Wimmer et al., 2015). It suggests a common mechanism across tasks that is 

independent of the spatial selectivity that those tasks demand. It also challenges 

theoretical accounts for the computational role of feedback that require selectivity. The 

lack of selectivity may result from a biological constraint. Assume that the selectivity of 

the feedback could be increased to target an arbitrary number of stimulus dimensions, 

and this selectivity is mediated by selective wiring. This would require the number of 
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connections to grow exponentially with each additional stimulus or task dimension. 

Restricting the selectivity of the modulation by feedback, as observed here, reduces 

the wiring required for the feedback, and may also facilitate generalization across tasks 

(Ruff et al., 2018). Such biological constraints may be key to solving the longstanding 

puzzle of the computational role of feedback (van Bergen & Kriegeskorte, 2020) and 

its implementation.  

  



81 
 

 

  



82 
 

7. General Discussion 

 

7.1. Summary 

The studies included  in this thesis were devised to contribute to a long line of research 

into the role of visual neurons in perception. Our main aim was to characterise 

feedback in perceptual decision-making, by investigating the selectivity of the feedback 

that gives rise to decision-related activity. To do so we focussed on disparity perception 

and disparity-selective neurons in mid-level visual areas.  

We first investigated whether neurons in area V2 were causally involved in 

disparity perception, by applying microstimulation whilst two macaque monkeys 

performed a disparity discrimination task (chapter 5). We found that microstimulation 

led to a bias in behaviour, such that on stimulation trials animals were more likely to 

make a decision towards the preferred disparity of the stimulated site. The size of this 

bias was affected by the tuning strength of the stimulated sites: stronger selectivity led 

to larger effects of microstimulation on behaviour. However the relationship with reward 

size was unclear as it differed between the two animals, and may reflect a difference 

in strategies between the two animals. These results suggest that disparity-selective 

V2 neurons are causally involved in such a disparity discrimination task, and that the 

more selective the neurons, the greater their contribution to the decision.  

Next we aimed to probe the selectivity of feedback during perceptual decision-

making using a novel task combining disparity discrimination with a spatial attention 

component (chapter 6). We found that although the animals’ behaviour was spatially 

selective, only using the task-relevant stimulus for the decision, the neural activity was 

not. Specifically, we found decision-related activity for neurons representing the 

ignored, task-irrelevant stimulus. Using a set of control experiments and analyses, we 

showed that this could not be explained by any effect of the stimulus in the opposite 

hemifield, nor by noise correlations across hemispheres in the absence of the task. 

Crucially, this result would not be expected if feedback in this task selectively targeted 

neurons solely based on their task-relevance. Our finding thus rather points to a 

spatially global feedback mechanism similar to feature attention. Given that such 

spatially unselective feedback would not be required by the demands of our task, its 
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persistence suggests that the brain may employ a general feedback mechanism 

across different types of task, regardless of their specific spatial demands. 

In the scope of the second project described in chapter 6, we made several 

additional findings of note. First, the structure of noise correlations across hemispheres 

changed depending on the presence or absence of the task. When the animals were 

not performing the task and simply fixating, noise correlations were higher between 

similarly tuned neurons within the same hemisphere, but this relationship did not hold 

across hemispheres. However, when performing the task, this relationship changed, 

such that both within and across hemispheres noise correlations were positively 

correlated with the degree of tuning similarity. This precise structure would be predicted 

given the link between noise correlations and decision-related activity, and our finding 

of the latter in both hemispheres during the task. It also provides further support for a 

feedback origin of noise correlations. Furthermore, through modelling of the population 

responses, we also found that stimulus- and decision-related activity were somewhat 

misaligned in population space. Importantly, this misalignment did not significantly 

differ depending on whether the stimulus inside the receptive field was task-relevant 

or task-irrelevant. This result suggests that feedback giving rise to decision-related 

activity affects visual neurons in a similar way, regardless of their contribution to the 

decision. 

Although the results presented here focus on disparity perception in V2 and 

V3/V3a, we expect our findings to extend to other features, such as motion and 

orientation, and the neurons selective for them. Our work therefore provides broad 

insight into feedback mechanisms involved in perceptual decision-making, and invites 

future projects to probe the role and extent of this feedback, within this and other 

datasets. 

7.2. Evidence for a general feature-selective feedback mechanism 

Over the last 10 years, it has been suggested that the feature-selective feedback 

modulations of visual neurons that give rise to decision-related activity may engage 

the same mechanism as feature attention (e.g. Bondy et al., 2018; Cohen & Newsome, 

2008; Krug, 2004; Nienborg & Cumming, 2009). Since feature-selective attention 

exhibits a spatially global modulation of neurons tuned for the attended feature (Bichot 

et al., 2005; Treue & Trujillo, 1999), it followed that, if decision-related activity also 
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arises from a similar mechanism, it may also be found for neurons across the visual 

field. This is indeed what we discovered, with prominent decision-related activity in V2 

and V3/V3a neurons representing a task-irrelevant stimulus in the opposite hemifield 

to the task-relevant one. Our results thus provided compelling evidence of a link 

between feedback in a perceptual decision-making task and feature attention. Further, 

the critical difference between our task and those typically used for feature-selective 

attention is that here, animals always knew the spatial location of the task-relevant 

stimulus, which was clearly reflected in their behaviour. This suggests that this feature 

selective feedback mechanism acts in a similar manner across different types of task, 

regardless of the spatial specificity the task demands. 

7.3. The limits of feedback selectivity 

Our result also provides a substantial challenge to theoretical accounts of feedback 

which assume feedback selectively targets task-relevant neurons (Haefner et al., 2016; 

Haimerl et al., 2019). Specifically, it suggests that task-relevant feedback may be 

limited in the degree of its selectivity, potentially only able to select target neurons 

according to a small number of feature dimensions. In our case, task-relevant feedback 

was selective along the disparity feature dimension but not along the spatial dimension, 

acting seemingly independent of the modulation by spatial attention. Although at first 

glance this may appear to be a disadvantage for perceptual flexibility, it could to the 

contrary prove advantageous for two reasons. First, limiting the anatomical 

connections along fewer feature axes would restrict the biological cost of projecting to 

infinite combinations of neurons depending on the task demands. Second, fewer 

mechanisms that can be utilised across different tasks with the same basic building 

blocks could facilitate generalisation, cutting the time or energy required to learn a new 

task. 

One matter left unclear by our results is how many areas are directly targeted 

by the feedback which gives rise to decision-related activity. Here we observed 

decision-related activity in a disparity discrimination task in areas V2 and V3/V3a. 

However, similar observations have also been made in area MT (Uka & DeAngelis, 

2004). Similarly widespread decision-related activity can also be seen for features like 

heading, where the presence of this activity does not relate to whether or not an area 

is causally involved in the task (Yu & Gu, 2018). One possibility is that feature-selective 
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feedback is also limited in its areal specificity, projecting to all areas that show 

selectivity for the relevant or attended feature (Maunsell & Treue, 2006), regardless of 

their causal involvement in the task. If this were the case, this could lead to increases 

in decision-related activity in each subsequent area in the visual processing hierarchy, 

as they would not only receive the feedback themselves, but additionally inherit the 

feedback modulations of upstream areas in the feedforward sweep. This is supported 

by evidence that decision-related activity tends to increase in magnitude in 

downstream sensory areas (Yu & Gu, 2018; Crapse & Basso, 2015), regardless of 

whether the areas in question are involved in perception of the relevant feature in 

question (Yu & Gu, 2018). Although in our results, the choice probabilities in V3/V3a 

did not appear to be greater in magnitude than those in V2, further investigation is 

needed to provide a conclusive answer to this question. For this purpose, additional 

data collected during this work and simultaneously recorded in areas V2 and V3/V3a, 

as well as some in area V4, both within and across hemispheres, could provide a useful 

starting point for future study. 

There is however evidence for at least one factor which may determine whether 

an area is targeted by this feedback: whether or not there is topographic organisation 

for the task-relevant feature (Nienborg & Cumming, 2014). This principle is well 

illustrated in area V1, which, in spite of containing individual disparity-selective 

neurons, does not exhibit decision-related activity in a disparity discrimination task 

(Nienborg & Cumming, 2006). Conversely, V1 neurons do exhibit decision-related 

activity in an orientation discrimination task (Nienborg & Cumming, 2014). Whilst 

orientation-selective neurons are organised topographically in V1 (Hubel & Wiesel, 

1968), disparity-selective neurons are not (Nienborg & Cumming, 2006), and it could 

be this key difference which determines whether decision-related activity can be 

measured. The implication for feature-selective feedback is then that it may be limited 

by the feature-selective structure of the areas it targets, perhaps organised in such a 

way as to send a limited number of projections to clusters of neurons with a preference 

for the same feature. 

7.4. The origin of feedback in perceptual decision-making 

In addition to the question of how broadly this feedback acts, our work also leaves 

open the question of where it originates. Areas in posterior parietal cortex, such as LIP, 
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have historically been thought to play a role in evidence accumulation and decision 

formation (see review by Huk et al., 2017), whilst prefrontal areas are thought to be 

involved in the coordination of feature-selective attention (Bichot et al., 2019, 2015). 

By taking advantage of recent methodological advances which allow recordings across 

many areas simultaneously (e.g. Dotson et al., 2018; Siegel et al., 2015; Steinmetz et 

al., 2018), future investigations could hope to illuminate not only the source of this 

feedback, but aid our understanding of the entire network involved in making 

perceptual decisions. 

7.5. Revisiting the role of feedback 

The precise role of feedback in perception also remains unclear. Given that we 

observed evidence of feedback targeting neurons that were not relevant for the task, 

as well as those that were, our results appear to be incompatible with accounts that 

require feedback to specifically target task-relevant neurons only, for example those 

where the feedback dictates which neurons are read out at a later stage (Haimerl et 

al., 2019). However, our findings do not rule out the possibility that there may be a 

selective downstream readout of these unselective feedback modulations. 

Our finding that stimulus and choice information were not entirely aligned in 

population activity (chapter 6) suggests that decision-related information can be read-

out at least somewhat independently of the sensory driven activity, or ‘multiplexed’ 

(Zhao et al., 2020). This could indicate that rather than feedforward and feedback 

contributions being directly integrated in sensory neurons in a manner which 

contributes to the resulting choice (Haefner et al., 2016; Wimmer et al., 2015), choice 

information is processed in part independently and is in some way informative for 

downstream areas. Whether such a representation would be continually updated as 

the choice is made, or rather reflects a post-decision signal (Goris et al., 2017) is also 

unclear, but investigating these questions could provide further constraints on future 

models seeking to explore the precise computational role of feedback. 

7.6. Reassessing decision-related activity 

Decision-related activity in visual neurons has long been taken to imply a relationship 

between the visual neurons in which it is found and the decision an animal makes  

(Britten et al., 1996; Shadlen et al., 1996). Although more recent evidence has called 
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this into question (Goris et al., 2017; Yu & Gu, 2018), even some of the most recent 

theoretical accounts of this activity have sought to reconcile possible feedforward and 

feedback contributions (Haefner et al., 2016; Wimmer et al., 2015), the latter of which 

selectively target task-relevant neurons, implying that the presence of decision-related 

activity may still reflect some role for those neurons in the task. Here, not only did we 

find decision-related activity for neurons representing an ignored, task-irrelevant 

stimulus, but also that this was similar in magnitude to the decision-related activity 

found for neurons representing the task-relevant stimulus. These findings therefore 

demonstrate that decision-related activity can be predominantly explained by 

feedback, rather than the feedback component reflecting only a small part of this 

activity. 

Our findings therefore also serve to reaffirm that decision-related activity cannot be 

taken as a proxy for the causal involvement of a particular area, echoing previous 

findings (Yu & Gu, 2018). Given that we observed decision-related activity for neurons 

representing task-irrelevant stimuli that were not used to inform the behaviour, it is 

clear that the presence of this activity in no way confers that those neurons are being 

used in the decision. This highlights the continued importance of using causal 

manipulations, such as microstimulation (chapter 5), to establish causal links between 

particular neural populations and perception in specific tasks. With recent 

methodological advances, such as optogenetic stimulation (Galvan et al., 2017), we 

can expect increasingly sophisticated spatial and temporal targeting of neuronal 

populations than ever before, aiding our understanding of the role of specific circuits in 

sensory decisions.  

7.7. Outlook 

As discussed above, our results leave several questions open for investigation,  

including the areal specificity of the feedback we measured, its origin, and the specific 

role it may play in perception.  The data collected over the course of this thesis will no 

doubt continue to provide important insights into some of these questions. For 

example, recordings made across multiple areas simultaneously could help illuminate 

how decision-related activity progresses through the visual processing hierarchy, by 

tracking communication between areas and the timing of these modulations. 

Furthermore, given that our recordings were made using linear multi-electrode probes 
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inserted orthogonally to the cortical surface, these projects will have access to the 

laminar profile of decision-related activity, allowing further delineation of the feedback 

and feedforward contributions based on the layers in which it is found (Briggs, 2020; 

Rockland & Pandya, 1979). 

In addition, a number of related questions beyond the scope of this work could 

also be addressed. For example, although our present analysis focussed on the 

spiking activity of neurons, analysing the local field potentials (LFP) could provide 

additional insights into the frequency-specific profiles of both feedforward and 

feedback mechanisms underlying perceptual decision-making (e.g. Fries et al., 2008; 

Krishna et al., 2020; Pesaran et al., 2018; Spyropoulos et al., 2018; Wilming et al., 

2020). Additionally, whilst the neural data itself will provide the basis for future 

research, simultaneously recorded eye movements and video capture of the entire 

animal have already become the basis of ongoing projects. These concern, for 

example,  the development of microsaccade profiles during the learning of a spatial 

attention task (Bellet et al., 2019, conference proceedings), and the question of 

whether uninstructed body movements affect sensory processing in the primate (Talluri 

et al., 2022), as they do in the rodent (Musall et al., 2019).  

This serves to highlight the richness of the data I collected here. Although 

collected with specific questions in mind, addressed by this thesis, such invasive 

recordings can provide numerous insights into a wide range of phenomena far beyond 

those covered by an individual project. 
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7.8. Concluding remarks 

In this thesis we investigated the role of neurons in mid-level visual areas in perception, 

with a specific focus on disparity. We not only demonstrated a causal role for V2 

neurons in disparity perception, but also showed that decision-related activity in this 

area, and in V3/V3a, could be predominantly explained by feedback that targeted 

disparity-selective neurons regardless of their task-relevance. Our results go beyond 

previous evidence demonstrating that feedback accounts for at least some of the 

variability of visual neuronal responses. First, our findings suggest that feedback can 

explain more of this variability than necessarily expected. Secondly, they show that it 

also acts far more broadly than predicted. This illustrates how little we can rely on 

correlational measures to make conclusions about the role of particular visual neurons 

in perception, and highlights the continued importance of causal manipulations for such 

questions. Critically, these results provide valuable insights that can be utilised for our 

understanding of the specific role of feedback in perception. By characterising the limits 

of the selectivity of this feedback, our findings provide constraints for future theoretical 

models, and may provide clues as to how feedback modulations of visual neurons may 

or may not be used to inform perception. 
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