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Abstract

In this thesis, we tackle the optimization of several non-smooth and non-convex objectives that arise in practice. The classical results in context of Proximal Gradient algorithms rely on the so-called Lipschitz continuous gradient property. Such conditions do not hold for many objectives in practice, including the objectives arising in matrix factorization, deep neural networks, phase retrieval, image denoising and many others. Recent development, namely, the $L$-smad property allows us to deal with such objectives via the so-called Bregman distances, which generalize the Euclidean distance. Based on the $L$-smad property, Bregman Proximal Gradient (BPG) algorithm is already well-known. In our work, we propose an inertial variant of BPG, namely, CoCaIn BPG which incorporates adaptive inertia based on the function’s local behavior. Moreover, we prove the global convergence of the sequence generated by CoCaIn BPG to a critical point of the function. CoCaIn BPG outperforms BPG with a significant margin, which is attributed to the proposed non-standard double backtracking technique. A major challenge in working with BPG based methods is designing the Bregman distance that is suitable for the objective. In this regard, we propose Bregman distances that are suitable to three applications, matrix factorization, deep matrix factorization and deep neural networks. We start with the matrix factorization setting and propose the relevant Bregman distances, then we tackle the deep matrix factorization and deep neural network settings. In all these settings, we also propose the closed form update steps for BPG based methods, which is crucial for practical application. We also propose the closed form inertia that is suitable for efficient application of CoCaIn BPG. However, until here the setting is restricted to additive composite problems and generic composite problems such as the objectives that arise in robust phase retrieval are out of the scope. In order to tackle generic composite problems, the $L$-smad property needs to be generalized even further. In this regard, we propose MAP property and based on which we propose Model BPG algorithm. The classical techniques of the convergence analysis based on the function value proved to be restrictive. Thus, we propose a novel Lyapunov function that is suitable for the global convergence analysis. We later unify Model BPG and CoCaIn BPG, to propose Model CoCaIn BPG for which we provide the global convergence results. We supplement all our theoretical results with relevant empirical observations to show the competitive performance of our methods compared to existing state of the art optimization methods.

Keywords: Composite non-convex non-smooth minimization, non-Euclidean distances, Bregman distance, Bregman Proximal Gradient method, inertial methods, deep learning, matrix factorization, deep linear neural networks, global convergence, model functions, Lyapunov function.
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Chapter 1

Introduction

1.1 Introduction

Non-convex and non-smooth optimization is prevalent in many research fields such as Machine Learning, Data Science, Computer Vision, Statistics and many others (for example, see Chapters 5, 6, 7, 8, 9, 10). By non-convex, we mean not necessarily convex, and similarly by non-smooth, we mean not necessarily smooth. The non-smoothness and non-convexity can arise due to various factors of the problem structure, such as sparsity inducing function components, objectives enabling low rank structures, objectives enabling robust statistics, function components based on robust regularization, optimization over a constraint set and many others. Such factors in turn influence the design of optimization algorithms. Owing to the non-smoothness and the non-convexity, the design and the availability of suitable algorithms is challenging. The standard black box solvers developed for smooth optimization problems, such as Steepest Descent, Conjugate Gradient, L-BFGS, Newton’s Method and many other algorithms are not suitable for non-smooth non-convex problems, in general. There exist few extensions of such algorithms which are also valid for certain non-smooth problems, however, such extensions are valid only in a restrictive setting. For example, BFGS is conducive for box constraints, however, its generalization to generic constraint sets is difficult.

Moreover, the objective functions that arise in the above-mentioned research fields are usually large in scale, as the datasets used in constructing the objectives are ever increasing in size. In order to optimize such objectives efficiently, the plausible algorithms must have computationally cheap update steps. In this regard, algorithms relying on line-search procedure are not preferable as each iteration can be computationally expensive (for example, several function evaluations might be required at each iteration). Also, methods relying on second-order information, such as Newton’s method, are not suitable as the involved updates are either computationally expensive or numerically unstable. However, algorithms like Gradient Descent and
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some of its variants are preferable to tackle large-scale problems, as they rely on the first order information thus resulting in computationally cheap updates. Such first order methods are increasingly becoming popular (for example, see [13]). Notably, there exist several first order information based algorithms in the context of convex optimization. Such algorithms and their corresponding theoretical guarantees are not suitable for non-convex non-smooth problems, in general. However, it is possible to draw ideas from convex optimization to develop suitable first order algorithms while tackling several of the above-mentioned factors that influence the problem structure.

In order to achieve such a goal, it is important to detect the problem classes that enable a clear classification of the properties of the objective, which in turn can be leveraged to develop first order algorithms. Some popular problem classes include additive composite problem class (Chapter 5) and generic composite problem class (Chapters 9). Additive composite setting essentially deals with functions, where the objective function is made up of a non-smooth component and a smooth component. For example, objectives with a smooth data term and a non-smooth regularization term fall under additive composite setting. The generic composite problem setting involves objectives made up of a non-smooth function and a function which is a composition of two functions. It is often the case that each problem class is explored individually to develop appropriate algorithms. However, we discuss later in this thesis that it is possible to tackle both the problem classes and beyond in an unified manner.

In the context of additive composite setting, the development of many popular algorithms, such as Proximal Gradient Method (for example, see Chapter 2) and its inertial variant iPiano [137], relied on the so-called Lipschitz continuous gradient property (defined below) of the smooth component of the objective. Notably, many objectives that arise in practical applications have a Lipschitz continuous gradient. However, many contemporary research problems use objectives that do not have a Lipschitz continuous gradient. For example, objectives arising in matrix factorization, deep neural networks and many others do not have a Lipschitz continuous gradient. Moreover, Lipschitz continuous gradient property is not suitable for composite problem structures. This motivates various extensions of the Lipschitz continuous gradient property, which forms the main premise of this thesis. In particular, we explore various extensions of the Lipschitz continuous gradient property, develop related algorithms and provide their convergence analysis, while taking into consideration several of above-mentioned factors that influence the problem structure.

In this regard, we consider the optimization of non-convex and non-smooth objectives of the following form:

\[
\inf_{x \in \mathbb{R}^N} f(x),
\]

where \( f : \mathbb{R}^N \to \mathbb{R} \) is a proper lower semicontinuous function and is lower bounded. We assume that the reader has some familiarity with the basics of real and convex analysis. As we will see in later chapters, many practical applications fall under this category, such as Poisson linear inverse problems (Chapter 9), phase retrieval problems (Chapter 5), matrix factorization problems (Chapter 6), deep matrix factorization (Chapter 7) problems and many others.

Our main objective here is to develop algorithms that optimize (1.1.1) with theoretical convergence guarantees. In order to achieve this goal, the function is required to have good structural properties. One such property is the Lipschitz continuous gradient property, which we recall below. For illustration purposes, let \( f \) be a continuously differentiable function over \( \mathbb{R}^N \). The function \( f \) is said to be (classically) \( L \)-smooth (has \( L \)-Lipschitz continuous gradient), if there exists \( L > 0 \), such that for all \( x, y \in \mathbb{R}^N \), we have

\[
\| \nabla f(x) - \nabla f(y) \| \leq L \| x - y \|. 
\]

(1.1.2)
The norm used in the above equation is the $\ell_2$-norm, and we use the same notation for the rest of this thesis, unless specified otherwise. Simple one-dimensional functions like $x^2$, $\log(1 + x^2)$ have a Lipschitz continuous gradient. Typical objectives arising in regularized least squares problems (for example, see [9]) have a Lipschitz continuous gradient. The setting in such problems involves $A \in \mathbb{R}^{M \times N}$, $b \in \mathbb{R}^M$, and an objective function $f : \mathbb{R}^N \rightarrow \mathbb{R}$ given by $f(x) = \frac{1}{2} \|Ax - b\|^2$. It is straightforward to see that the function $f$ has a $L$-Lipschitz continuous gradient with $L = \|ATA\|$. A notable implication of (1.1.2) is the following Descent Lemma:

$$f(y) + \langle \nabla f(y), x - y \rangle - \frac{L}{2} \|x - y\|^2 \leq f(x) \leq f(y) + \langle \nabla f(y), x - y \rangle + \frac{L}{2} \|x - y\|^2, \quad \forall \ x, y \in \mathbb{R}^N. \quad (1.1.3)$$

The upper bound of the Descent Lemma is also referred to as a quadratic convex majorant, whereas the lower bound is also referred to as a quadratic concave minorant. We illustrate the Descent Lemma in Figure 1.1, where the upper and lower quadratic bounds of the Descent Lemma are provided for a one-dimensional function $f(x) = x^2$. The above-mentioned Descent Lemma (1.1.3) plays a crucial role in the convergence analysis of Gradient Descent, Proximal Gradient (PG) method and many others (see [13, 124]). For example, the update step involved in the Gradient Descent algorithm is essentially the minimizer of the upper bound in the Descent Lemma (1.1.3) at the current iterate, say $x_k \in \mathbb{R}^N$, as illustrated below

$$x_{k+1} = \arg\min_{x \in \mathbb{R}^N} \left\{ f(x_k) + \langle \nabla f(x_k), x - x_k \rangle + \frac{L}{2} \|x - x_k\|^2 \right\} \Leftrightarrow x_{k+1} = x_k - \frac{1}{L} \nabla f(x_k). \quad (1.1.4)$$

![Figure 1.1: The inequalities in (1.1.3) guarantee that the objective function $f(x) = x^2$ has a quadratic concave minorant and a quadratic convex majorant at any $y \in \mathbb{R}$ with any $L \geq 2$.](image_url)

Simple functions like $x^4, x^3, (x^2 + y^2)^2, (1 - xy)^2$ do not have a Lipschitz continuous gradient, thus the quadratic bounds in the Descent Lemma do not exist. Several objectives that arise in practice also do not have a Lipschitz continuous gradient, for example, the objectives that arise in phase retrieval, matrix factorization, deep neural networks and many others (see Chapter 4). This means that algorithms based on the Lipschitz
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continuous gradient property are not applicable. This motivates the extensions of the Lipschitz continuous gradient property which can be leveraged to produce algorithms with theoretical convergence guarantees. One such extension is the $L$-smad property \[28\].

The key is to observe that the condition (1.1.3) is equivalent to the convexity of $L^2 \|\cdot\|^2 - f$ and $L^2 \|\cdot\|^2 + f$. The $L$-smad property (Definition 4.4.1.1) deals with replacing the squared $\ell_2$ norm with a so-called Legendre function (Definition 4.3.0.1), say $h$. For simplicity, we use a convex and a continuously differentiable $h$. The $L$-smad property states that a pair of functions $(f, h)$ is $L$-smad on $\mathbb{R}^N$ if there exists a constant $L > 0$ such that the functions $Lh - f$ and $Lh + f$ are convex on $\mathbb{R}^N$. This eventually implies an Extended Descent Lemma given by

$$|f(x) - f(y) - (\nabla f(y), x - y)| \leq LD_h(x, y), \quad \forall x, y \in \mathbb{R}^N,$$  

where $D_h(x, y)$ is the Bregman distance between the points $x, y$ generated by $h$ given by

$$D_h(x, y) = h(x) - h(y) - (\nabla h(y), x - y),$$

and $f$ is assumed to be continuously differentiable over $\mathbb{R}^N$. Notably, the bounds in the $L$-smad property need not be quadratic, and the bounds with higher order behavior can be incorporated via an appropriate Bregman distance. The precise setting will be explained later in Chapter 5. We illustrate the Extended Descent Lemma for a simple function $x^4$ in Figure 1.1, where the upper and lower bounds of the Extended Descent Lemma are considered at a point $y$. Due to choice of the Bregman distance, the bounds in Figure 1.1 are quartic and not quadratic.

![Figure 1.2](image_url)

**Figure 1.2:** The inequalities in (1.1.5) guarantee that the objective function $f(x) = x^4$ has a concave minorant and a convex majorant that is not quadratic. Here, we use $h(x) = \frac{1}{4}x^4$ and $L \geq 4$ such that $L$-smad property holds true. Here, it is not possible to construct a quadratic majorant or a quadratic minorant at every $y \in \mathbb{R}$.

Based on this Extended Descent Lemma, the popular Bregman Proximal Gradient (BPG) algorithm was proposed in [28] with a global convergence guarantee. The update step of BPG is essentially the minimizer of
the upper bound in (1.1.5), as illustrated below

\[ x_{k+1} = \arg\min_{x \in \mathbb{R}^N} \{ f(x_k) + \langle \nabla f(x_k), x - x_k \rangle + LD_h(x, x_k) \} . \]

Such an update step was classically considered in the so-called Mirror Descent (for example, see [14]) update step. BPG is more general and will be discussed in Chapter 4.

Equipped with the above-mentioned notions, in this thesis we aim to answer the following questions.

- The update step of BPG relies on the upper bound of the L-smad property. However, the significance of the lower bound is not clear. Thus, we ask the questions: What is the significance of the lower bound? What are its implications? How can it be leveraged in optimization algorithms? Can we achieve theoretical convergence guarantees to such algorithms?

- For illustrative purposes, we relied on the continuous differentiable property of \( f \). In general, this need not hold. In this regard, we ask the questions: Is the L-smad property valid in general? If so, what class of problems is it valid for? If not, are there any extensions of the L-smad property? How can we leverage both the upper and lower bounds in such extensions in optimization algorithms? What guarantees do such algorithms have?

We describe our contributions below.

### 1.2 Overview

We broadly classify our work into two parts, namely,

- Part I: additive composite setting (Chapter 4 - 8),
- Part II: generic composite setting (Chapter 9 - 10).

#### 1.2.1 Part I: additive composite setting

The problems of type (1.1.1) are difficult to tackle due to their generic nature. We first aim at solving a special case of the above problem, namely the additive composite problems given by

\[ \inf_{x \in \mathbb{R}^N} f(x) , \quad f(x) := f_0(x) + f_1(x) , \]

where \( f_0 \) is a proper lower semicontinuous function and \( f_1 \) is a continuously differentiable function that satisfies certain favorable properties, which we will detail later. The separable nature of the function \( f \) can be exploited to develop the relevant algorithms. Many practical applications such as phase retrieval (Chapter 5), matrix factorization (Chapter 6), deep matrix factorization (Chapter 7) and many others fall under the category of additive composite problems. Thus, it is justified to explore these problems initially and we later consider the optimization problem in (1.1.1). We aim at providing first-order algorithms that are suitable for additive composite problems of type (1.2.1) based on the L-based property.

We recall the Bregman distance notion and several of its properties in Chapter 4. We also recall the L-based property in Chapter 4. In Chapter 5, we recall the popular BPG algorithm [28] which is based on the L-smad property. In the same chapter, we propose the CoCaBn BPG algorithm, which is an inertial variant of BPG. We note that BPG relies only on the upper bound for the function obtained via the L-smad property.
However, CoCaIn BPG makes use of both upper and lower bounds in the $L$-smad property in order to incorporate inertia, that is conducive for non-convex non-smooth problems. Both BPG and CoCaIn BPG rely on Bregman distances, which can be problem-dependent. Designing such Bregman distances is usually non-trivial and hard. In this regard, we tackle the following applications in the context of additive composite problems:

- standard phase retrieval (see Chapter 5),
- image denoising (see Chapter 5),
- matrix factorization (see Section 4.5 and Chapter 6),
- deep matrix factorization (see Section 4.6 and Chapter 7),
- deep neural networks (see Section 4.7, Section 4.8 and Chapter 8),
- Poisson linear problems (see Chapter 9).

Detailed discussion about the applications is provided below in Section 1.2.1.1. For most of the above mentioned applications, we propose Bregman distances that are suitable for the problem in Chapter 4, which in turn results in the applicability of BPG algorithms and their theoretical guarantees. In other cases, we use the previously proposed Bregman distances from the literature. For each of the application mentioned above, we provide relevant empirical illustrations by comparing BPG based algorithms with other state of the art algorithms and show the competitiveness of BPG based algorithms. For certain problems, we propose a variant of CoCaIn BPG, namely CoCaIn BPG CFI, where CFI stands for closed form inertia. We develop the theory required for CoCaIn BPG CFI, which involves obtaining the closed form solution for the inertia in the CoCaIn BPG algorithm.

### 1.2.1.1 Practical applications

We briefly detail here the above-mentioned practical applications.

**Standard phase retrieval.** In Chapter 5, 9, we consider the standard phase retrieval problem, a special case of the so-called quadratic inverse problems. Tackling the phase retrieval problem has been an active area of research in the recent years [40, 47, 64, 110, 164]. The setting involves certain sampling vectors $a_i \in \mathbb{R}^N$ and measurements $b_i > 0$, for $i = 1, 2, \ldots, M$. The goal is to find $x \in \mathbb{R}^N$, for which the following quadratic system of equations is approximately satisfied:

$$|\langle a_i, x \rangle|^2 \approx b_i^2, \quad \forall i = 1, 2, \ldots, M.$$  \hspace{1cm} (1.2.2)

Such system of quadratic equations is solved through the following optimization problem:

$$\min_{x \in \mathbb{R}^N} \left\{ f(x) := \frac{1}{M} \sum_{i=1}^{M} (x^T A_i x - b_i)^2 + \mathcal{R}(x) \right\},$$  \hspace{1cm} (1.2.3)

where $\mathcal{R}(x)$ is the regularization term and $A_i = a_i a_i^T$, for $i = 1, 2, \ldots, M$. The Bregman distances that are suitable for this problem were initially considered in [28]. We use the same Bregman distances in order to apply BPG and CoCaIn BPG (see Chapter 5) for the above-mentioned phase retrieval problems.
Image denoising. In Chapter 5, we consider the problem of image denoising of a given possible noisy image \( b \in \mathbb{R}^{M \times N} \), where \( M, N \in \mathbb{N} \). The goal is to obtain the true image, denoted by \( x \in \mathbb{R}^{M \times N} \). Such problems are popular in the context of image processing [36]. We need the following technical details to provide the full problem statement. The spatial finite difference operator is given by \((Dx)_{i,j} := \left( (Dx)_{1,j}^1, (Dx)_{i,j}^2 \right)\) where \( i \in [M] \) and \( j \in [N] \). The horizontal spatial finite differences are given by \((Dx)_{i,j}^1 := x_{i+1,j} - x_{ij}\) for all \( i < M \) and 0 otherwise. The vertical spatial finite differences are given by \((Dx)_{i,j}^2 := x_{i,j+1} - x_{ij}\) for all \( j < N \) and 0 otherwise. In the setting of (1.2.1), the problem here involves the following functions

\[
f_0 (x) := \sum_{i=1}^{M} \sum_{j=1}^{N} \log \left( 1 + |x_{i,j} - b_{ij}| \right), \tag{1.2.4}\]

\[
f_1 (x) := \lambda \sum_{i=1}^{M} \sum_{j=1}^{N} \log \left( 1 + \rho \|(Dx)_{i,j}\|_2^2 \right), \tag{1.2.5}\]

where \( \lambda, \rho > 0 \). The function \( f_0 \) is non-smooth non-convex and \( f_1 \) is smooth non-convex. The function \( f_1 \) is a non-convex variant of the popular Total Variation (TV) regularizer, which is used to prefer smooth signals while preserving sharp changes in the signal (such as edges of images). We show that the proposed variants of BPG outperform other state of the art optimization methods. We also illustrate that the denoised image obtained with our setting is much better compared to various other choices of \( f_0 \).

Matrix factorization. The matrix factorization problem is considered in Section 4.5 and Chapter 6. Matrix factorization has numerous applications in machine learning [112, 156], computer vision [48, 82, 157, 170], bio-informatics [35, 155] and many others. Here given a matrix \( A \in \mathbb{R}^{M \times N} \), one is interested in the factors \( U \in \mathbb{R}^{M \times K} \) and \( Z \in \mathbb{R}^{K \times N} \) such that \( A \approx UZ \) holds. This is usually cast into the following non-convex optimization problem

\[
\min_{U \in U, Z \in Z} \left\{ f(U,Z) \equiv \frac{1}{2} \| A - UZ \|_F^2 + \mathcal{R}_1(U) + \mathcal{R}_2(Z) \right\}, \tag{1.2.6}\]

where \( U, Z \) are constraint sets and \( \mathcal{R}_1, \mathcal{R}_2 \) are regularization terms. In Section 4.5, we propose the Bregman distances that are suitable for the matrix factorization problem such that the L-smad property holds. Using such Bregman distances, we propose further the BPG-MF and the CoCaIn BPG-MF algorithms in Chapter 6, which are actually the special cases of BPG and CoCaIn BPG for the matrix factorization setting. Moreover, we provide various pointers for efficient implementation of these algorithms and various empirical observations are provided to illustrate the superior performance of BPG methods over the classical alternating technique based methods (for example, PALM [26] or iPALM [144]).

Deep matrix factorization. In Section 4.6 and Chapter 7, we consider the following optimization problem

\[
\min_{W_i \in W_i, i \in \{1, \ldots, N\}} \left\{ f(W) := \frac{1}{2} \| W_1 W_2 \cdots W_N X - Y \|_F^2 + \mathcal{R}(W) \right\}, \tag{1.2.7}\]

where \( N \) denotes the number of layers and \( \mathcal{R}(W) \) is certain separable regularization term. Such problems arise in the context of deep matrix factorization or deep linear neural networks [77, 175]. We denote by \( W_i = \mathbb{R}^{d_i \times d_{i+1}} \) where \( d_i \in \mathbb{N} \), for all \( i \in \{1, \ldots, N\} \). Let \( d_{N+1} = d \) and \( X \in \mathbb{R}^{d \times n_T} \) be fixed, where \( n_T \in \mathbb{N} \), which typically corresponds to the number of training samples. Similarly we have fixed \( Y \in \mathbb{R}^{d_i \times n_T} \), which
We develop Bregman distances suitable for this setting in Section 4.6. On deep matrix factorization problems, where the vector $\sigma$ we consider the following optimization problem that arises in deep neural network training:

$$\min_{W_i \in \mathcal{W}, i \in [N]} \left\{ f(W) := \frac{1}{2} \| \sigma_N(W_N \ldots \sigma_1(W_1X)) - Y \|^2_F + \mathcal{R}(W) \right\}, \quad (1.2.8)$$

where $\sigma_i : \mathbb{R}^N \to \mathbb{R}$, for $i = \{1, \ldots, N\}$ are the so-called activation functions (Definition B), that are smooth and $\mathcal{R}(W)$ is certain separable regularization term. The above given problem falls under the category of regression setting. We now describe the classification setting. Let $K$ be the number of classes. Given a training dataset with $M$ inputs, denoted $x_j \in \mathbb{R}^{d_i}$ for $j \in \{1, \ldots, M\}$, and the corresponding class $j_k$ in $\{1, 2, \ldots, K\}$ for each input. Continuing the notation in the regression setting, $x_j$ is the $j^{th}$ column of $X$ and set $K = d$, $M = n_T$. Here, the label for the $j^{th}$ sample would be $y_j \in \mathbb{R}^N$, such that all the elements are zero except the $j^{th}$ element which is set to one. The goal is find a model which uses this training dataset to predict the class labels for new unseen datapoints. In the classification setting, we consider the following objective:

$$\min_{W_i \in \mathcal{W}, i \in [N]} \left\{ f(W) := \sum_{j=1}^{M} \left( -\log \left( \frac{e^{z_j:j_k}}{\sum_{k=1}^{K} e^{z_j:k}} \right) \right) + \mathcal{R}(W) \right\}. \quad (1.2.9)$$

where the vector $z_j \in \mathbb{R}^N$ is generated via certain deep neural network, which can be possibly be a linear network or a non-linear network for the $j^{th}$ sample and $z_j:j_k$ is the $j^{th}$ coordinate of $z_j$, $j_k$ denotes the class of $j^{th}$ sample and it lies in $\{1, 2, \ldots, K\}$. For $j \in \{1, \ldots, N\}$, with deep linear neural networks we have $z_j = W_1 \ldots W_N x_j$, and with generic deep non-linear neural network we have $z_j := \sigma_N(W_N \ldots \sigma_1(W_1x_j))$. For both the regression and the classification settings, we provide Bregman distances in Chapter 4 and closed form solutions for the update steps of BPG algorithms are provided in Chapter 8. We also provide few efficient ways to implement CoCaIn BPG in Chapter 8. Using real world datasets, we provide few empirical comparisons on BPG vs BPG-WB (BPG with backtracking) vs FBS-WB (forward–backward splitting with backtracking), and illustrate that BPG-WB is the best performing method.

**Deep neural networks.** Deep neural networks has been an active area of research in the recent years [77], due to the state of the art performance on various artificial intelligence tasks [77, 96, 105, 154]. In this regard, we consider two problem settings, the regression setting and the classification setting. We start with the description of the regression setting. In Chapter 8, under the same notation as in deep matrix factorization, we consider the following optimization problem that arises in deep neural network training:

$$\min_{W_i \in \mathcal{W}, i \in [N]} \left\{ f(W) := \frac{1}{2} \| \sigma_N(W_N \ldots \sigma_1(W_1X)) - Y \|^2_F + \mathcal{R}(W) \right\}, \quad (1.2.8)$$

where $\sigma_i : \mathbb{R}^N \to \mathbb{R}$, for $i = \{1, \ldots, N\}$ are the so-called activation functions (Definition B), that are smooth and $\mathcal{R}(W)$ is certain separable regularization term. The above given problem falls under the category of regression setting. We now describe the classification setting. Let $K$ be the number of classes. Given a training dataset with $M$ inputs, denoted $x_j \in \mathbb{R}^{d_i}$ for $j \in \{1, \ldots, M\}$, and the corresponding class $j_k$ in $\{1, 2, \ldots, K\}$ for each input. Continuing the notation in the regression setting, $x_j$ is the $j^{th}$ column of $X$ and set $K = d$, $M = n_T$. Here, the label for the $j^{th}$ sample would be $y_j \in \mathbb{R}^N$, such that all the elements are zero except the $j^{th}$ element which is set to one. The goal is find a model which uses this training dataset to predict the class labels for new unseen datapoints. In the classification setting, we consider the following objective:

$$\min_{W_i \in \mathcal{W}, i \in [N]} \left\{ f(W) := \sum_{j=1}^{M} \left( -\log \left( \frac{e^{z_j:j_k}}{\sum_{k=1}^{K} e^{z_j:k}} \right) \right) + \mathcal{R}(W) \right\}. \quad (1.2.9)$$

where the vector $z_j \in \mathbb{R}^N$ is generated via certain deep neural network, which can be possibly be a linear network or a non-linear network for the $j^{th}$ sample and $z_j:j_k$ is the $j^{th}$ coordinate of $z_j$, $j_k$ denotes the class of $j^{th}$ sample and it lies in $\{1, 2, \ldots, K\}$. For $j \in \{1, \ldots, N\}$, with deep linear neural networks we have $z_j = W_1 \ldots W_N x_j$, and with generic deep non-linear neural network we have $z_j := \sigma_N(W_N \ldots \sigma_1(W_1x_j))$. For both the regression and the classification settings, we provide Bregman distances in Chapter 4 and closed form solutions for the update steps of BPG algorithms are provided in Chapter 8. We also provide few efficient ways to implement CoCaIn BPG in Chapter 8. Using real world datasets, we provide few empirical comparisons on BPG vs BPG-WB (BPG with backtracking) vs FBS-WB (forward–backward splitting with backtracking), and illustrate that BPG-WB is the best performing method.

**Poisson linear inverse problems.** Inverse problems under Poisson noise have various applications in nuclear medicine, electron microscopy and many others [18, 176]. For all $i = 1, \ldots, M$, let $b_i > 0$, $a_i \neq 0$ and $a_i \in \mathbb{R}^N_+$ be known. For any $x \in \mathbb{R}^N_+$, $a_i x > 0$ and $\sum_{i=1}^{M} (a_i) j > 0$, for all $j = 1, \ldots, N$, $i = 1, \ldots, M$. The
optimization problem involved in Poisson linear inverse problems is:

\[
\min_{x \in \mathbb{R}^+} \left\{ f(x) := \sum_{i=1}^{M} \left( \langle a_i, x \rangle - b_i \log(\langle a_i, x \rangle) \right) + \phi(x) \right\},
\]

where \( \phi \) is the regularizing function, which is potentially non-convex. For this problem, the suitable Bregman distances were already developed in previous works such as [10, Lemma 7]. We use their ideas to illustrate the applicability of Model BPG algorithm. We provide empirical comparisons of Model BPG variants vs IBPM-LS [139].

In all of the above mentioned problems, we illustrate the numerical competitiveness of our methods based on the BPG.

1.2.2 Part II: generic composite setting

Additive composite setting can be restrictive and certain practical applications such as robust phase retrieval (Chapter 9) and many other problems are out of the scope. Thus, we consider the optimization of generic non-smooth non-convex problems of type (1.1.1) in Chapter 9, 10. Firstly, note that the continuous differentiability of \( f \) required in the \( L \)-sma property is restrictive. Simple functions like \( |x^4 - 1| \) and many objectives that arise in practice are not continuously differentiable. Thus, more general notion compared to the \( L \)-sma property is sought. Based on the initial work in [55], we propose an extension of \( L \)-sma property, which we call as MAP property in Chapter 9. MAP property relies on the notion of so-called model function (see Definition 9.3.0.2) which serves as a local function approximation satisfying certain growth property. Based on the model function notion and the MAP property, we propose an extension of the BPG algorithm, which we call Model BPG. This unifies several algorithms that are suitable for several generic composite problems and additive composite problems, for example, Proximal Gradient Method [13, Chapter 10], Bregman Proximal Gradient [28], Prox-Linear Method [43, 62] and many others. The convergence analysis of Model BPG is non-trivial and requires the development of new theoretical tools. In this regard, we propose a novel Lyapunov function as a measure of progress for the Model BPG algorithm and provide the global convergence analysis for the sequence generated by Model BPG. We later provide an inertial variant of Model BPG that relies on the same strategy as CoCaIn BPG, which we call Model CoCaIn BPG. Based on similar theoretical tools of Model BPG, we provide the convergence analysis for Model CoCaIn BPG.

In the context of generic composite problems, we consider the following applications:

- standard phase retrieval (see Chapter 9),
- robust phase retrieval (see Chapter 9, 10).

1.2.2.1 Practical applications

We briefly detail here the above-mentioned practical applications.

Standard phase retrieval. We have provided a brief explanation of the standard phase retrieval problem in Section 1.2.1.1. In Chapter 9, we use the same objective and rewrite it such that it falls under generic composite problem setting. Here, we illustrate the applicability of Model BPG and its variants.
Robust phase retrieval. Considering the same notation as in the standard phase retrieval problem provided above, the robust phase retrieval problem involves the following optimization problem:

$$\min_{x \in \mathbb{R}^N} \left\{ f(x) := \frac{1}{M} \sum_{i=1}^{M} |x^T A_i x - b_i| + R(x) \right\},$$

where $R(x)$ is the regularization term. Such a setting was recently explored in [56, 64]. We note that the above-mentioned problem falls under generic composite problem category considered in Chapter 9, 10. For this case, we illustrate the applicability of Model BPG in Chapter 9 and Model CoCaIn BPG in Chapter 10.

1.3 Publications

Some chapters in this thesis comprises the content of some journal publications, conference publications and pre-prints which we list below. The Chapter 9 comprises the content of a paper that is in review for a journal. The content in Sections 4.7 and 4.8, Chapters 8 and 10 is neither published anywhere nor in review.

The Chapter 5 comprises the content of the following publication ([121]):


The Chapter 9 is comprises the content of the following pre-print ([118]) that is in review for a journal:


The Section 4.5 and Chapter 6 comprises the content of the following publication ([120]):


The Section 4.6 and Chapter 7 comprises the content of the following pre-print ([122]):


A condensed version of the above pre-print is published and the publication details ([123]) are given below.

Chapter 2

Convex analysis

2.1 Affine sets

The line between two points \( x_1, x_2 \in \mathbb{R}^N \) such that \( x_1 \neq x_2 \) is a collection of points of the following form:

\[
\theta x_1 + (1 - \theta)x_2,
\]

where \( \theta \in \mathbb{R} \). The set of such points for \( \theta \in [0, 1] \) form a line segment. A set \( C \subset \mathbb{R}^N \) is an affine set, if for any two points \( x, y \in C \) and \( \theta \in \mathbb{R} \), the point \( \theta x + (1 - \theta)y \) lies in \( C \). Intuitively, this means that the line generated using any two distinct points in \( C \) lies in \( C \), if the set \( C \) is an affine set. It is possible to define affine sets using more than two points. Firstly, we need to define the notion of affine combination. An affine combination of the points \( x_1, \ldots, x_k \) in \( \mathbb{R}^N \) is given by \( \theta_1 x_1 + \ldots + \theta_k x_k \), where \( \theta_1 + \ldots + \theta_k = 1 \) and \( \theta_i \in \mathbb{R} \), for \( i \in \{1, \ldots, k\} \). A standard induction argument reveals that an affine set contains all the affine combinations of its points. Let \( A \in \mathbb{R}^{M \times N}, b \in \mathbb{R}^M \), then the set of points given by \( C := \{ x \in \mathbb{R}^N \mid Ax = b \} \) is an affine set. Note that \( C \) is the solution set to the linear system of equations \( Ax = b \).
Consider any set $C \subset \mathbb{R}^N$. The affine hull of the set $C$, denoted $\text{aff } C$, is given by

$$\text{aff } C := \{ \theta_1 x_1 + \ldots + \theta_k x_k \mid x_1, \ldots, x_k \in C, \theta_1, \ldots, \theta_k \in \mathbb{R}, \theta_1 + \ldots + \theta_k = 1 \}.$$ 

The affine dimension of a set $C \subset \mathbb{R}^N$ is the dimension of its affine hull. This can possibly be different from the standard notion of the dimension of a set. For example, consider the set $C := \{ (x_1, x_2) \in \mathbb{R}^2 \mid x_1^2 + x_2^2 = 1 \}$, which is a unit circle. Usually, $C$ is said to have dimension one. However, its affine dimension is two, as $\text{aff } C = \mathbb{R}^2$. Consider a set $C \subset \mathbb{R}^N$, then a point $y \in \mathbb{R}^N$ is said to be an interior point of $C$, if there exists $r > 0$ such that $B(x, r) \subset C$ where $B(x, r) := \{ y \in \mathbb{R}^N \mid \|x - y\| \leq r \}$. The set of all the interior points of $C$ is said to be the interior of $C$, denoted as $\text{int } C$. Many concepts in optimization rely on the notion of interior, however, interior is a restrictive notion as there can exist sets for which interior is empty and a more general notion is sought. Relative interior serves this purpose and it is given by

$$\text{ri } C = \{ x \in C : B(x, r) \cap \text{aff } C \subset C, \text{ for certain } r \geq 0 \}.$$ 

The relative boundary of a set $C \subset \mathbb{R}^N$ is given by $\text{cl } C \setminus \text{ri } C$, where $\text{cl } C$ denotes the closure of $C$. As an example for relative interior and relative boundary, we record below example given in [33, Example 2.2].

Consider the following set

$$C := \{ x \in \mathbb{R}^3 \mid -1 \leq x_1 \leq 1, -1 \leq x_2 \leq 1, x_3 = 0 \}.$$ 

Then, we have $\text{aff } C = \{ x \in \mathbb{R}^3 \mid x_3 = 0 \}$. Note that the interior of the set $C$ is empty, however, its relative interior is nonempty and is given by

$$\text{relint } C := \{ x \in \mathbb{R}^3 \mid -1 < x_1 < 1, -1 < x_2 < 1, x_3 = 0 \}.$$ 

The relative boundary is given by

$$\{ x \in \mathbb{R}^3 \mid \max\{|x_1|, |x_2|\} = 1, x_3 = 0 \}.$$ 

### 2.2 Convex sets

A set $C \subset \mathbb{R}^N$ is said to be convex if $\lambda x + (1 - \lambda) y \in C$, whenever $x, y \in C$ and $0 \leq \lambda \leq 1$. In other words, $C$ is convex if the line segment between any two points in $C$ also lies in $C$. An example of convex set is $B(x, r)$, for some $x \in C$ and $r > 0$. It is straightforward to see that all affine sets are convex. In the same spirit as the notion of affine combination, the convex combination of the points $x_1, \ldots, x_k \in C$ for $C \subset \mathbb{R}^N$ is given by $\theta_1 x_1 + \ldots + \theta_k x_k$ where $\theta_1 + \ldots + \theta_k = 1$ and $\theta_1, \ldots, \theta_k \geq 0$. The convex hull of $C$ is the collection of all the convex combinations of the points in $C$, given by

$$\text{conv } C = \{ \theta_1 x_1 + \ldots + \theta_k x_k \mid x_1, \ldots, x_k \in C, \theta_1 + \ldots + \theta_k = 1 \text{ and } \theta_1, \ldots, \theta_k \geq 0 \}.$$ 

Note that $\text{conv } C$ is convex and $\text{conv } C$ is the smallest convex set that contains $C$. Extensions of convex combination of infinite terms are possible (see [33, Section 2.1.4]). Some examples of convex sets are given below.

- The Euclidean ball given by $B(x, r) := \{ x \in \mathbb{R}^N \mid \|x - x_0\|_2 \leq r \}$ is convex for any $x_0 \in \mathbb{R}^N$. 


• The empty set $\emptyset$ is convex.
• The half-space given by $\{x \in \mathbb{R}^N \mid Ax \leq b\}$ for some $A \in \mathbb{R}^{M \times N}$, $b \in \mathbb{R}^M$.

Various examples of convex sets can be found in [33, Section 2.1.4].

### 2.2.1 Operations preserving convexity of sets

In order to determine the convexity of sets, it is useful to explore the properties of convex sets, in particular the operations that preserve the convexity. Such operations can be useful to generate more convex sets from given convex sets. The intersection of convex sets is convex, i.e., $\cap_{i \in I} C_i$ of any collection $\{C_i \mid i \in I\}$ of convex sets is convex, where $I$ is an index set. The cardinality of $I$ can even be infinite. The vector sum $C_1 + C_2$ of two convex sets $C_1$ and $C_2$ is convex. Convexity is preserved under scaling and translation, i.e., $\lambda C$ and $C + a$ are convex for any convex set $C \subset \mathbb{R}^N$, scalar $\lambda \in \mathbb{R}$ and $a \in \mathbb{R}^N$. The image and inverse image of a convex set under an affine function are convex. Several other operations that preserve convexity can be found in [33, Section 2.3].

### 2.2.2 Properties of convex sets

If $C$ is a convex set in $\mathbb{R}^N$ and $\lambda_1, \lambda_2$ are positive scalars, then the following holds:

$$(\lambda_1 + \lambda_2)C = \lambda_1 C + \lambda_2 C.$$

We now recall few statements from [148, Chapter 6]. Let $x \in \text{ri } C$ and $y \in \text{cl } C$. Then $(1 - \lambda)x + \lambda y$ belongs to $\text{ri } C$ for $0 \leq \lambda < 1$. Also, $\text{cl } (\text{ri } C) = \text{cl } C$ and $\text{ri } (\text{cl } C) = \text{ri } C$. The closure and the relative interior of $C$ are convex while having the same affine hull as $C$. For various other properties of convex sets, we refer the reader to [148, Chapter 6].

### 2.3 Convex functions

For a function $f : \mathbb{R}^N \to \mathbb{R}$, we denote $\text{dom } f$ to be a subset in $\mathbb{R}^N$ on which $f$ is defined. We record the following definition of a convex function from [33, Section 3.1.1]. A function $f : \mathbb{R}^N \to \mathbb{R}$ is said to be convex, if $\text{dom } f$ is convex, and if for any $x, y \in \text{dom } f$, $\lambda \in [0, 1]$ the following holds:

$$f(\lambda x + (1 - \lambda) y) \leq \lambda f(x) + (1 - \lambda) f(y).$$

A convex function $f$ is strictly convex if the above condition holds strictly when $x \neq y$ and $\lambda \in (0, 1)$. Some of the examples of convex functions are provided below. Here, we refer to [33, Section 3.1.4, Section 3.1.5].

- The function $f : \mathbb{R}^N \to \mathbb{R}$ given by $f(x) = \frac{1}{2} x^T Q x + q^T x + r$ is convex, where $Q$ is a positive semi-definite matrix, $q \in \mathbb{R}^N$ and $r \in \mathbb{R}$.
- The function $f : \mathbb{R} \to \mathbb{R}$ given by $f(x) = e^{ax}$ is convex for $a \in \mathbb{R}$.
- The function $f : \mathbb{R} \to \mathbb{R}$ given by $f(x) = x^a$ is convex on $\mathbb{R}_{++}$ when $a \geq 1$ or $a \leq 0$.
- The function $f : \mathbb{R} \to \mathbb{R}$ given by $f(x) = |x|^p$ is convex on $\mathbb{R}$ when $p \geq 1$.
- The function $f : \mathbb{R} \to \mathbb{R}$ given by $f(x) = -\log(x)$ is convex on $\mathbb{R}_{++}$. 
Note that the convexity of \( \text{dom} f \) is embedded into the definition of a convex function \( f \) provided above. It is often convenient to work with a definition without explicitly stating the requirement on the domain. In this regard, extended real-value functions are used, wherein a function \( f \) is extended to all of \( \mathbb{R}^N \) by assigning the function value to \(+\infty\) outside \( \text{dom} f \). Thus, an extended real-valued function \( f : \mathbb{R}^N \to \mathbb{R} \) is convex if it satisfies the following property:

\[
f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y), \quad \text{for all } x, y \in \mathbb{R}^N, \, \lambda \in [0, 1],
\]

where \( \mathbb{R} := [-\infty, +\infty] \) is the extended real line, which we define shortly. The domain of \( f \) is then redefined as

\[
\text{dom} f := \{ x \in \mathbb{R}^N | f(x) < \infty \}.
\]

The extended real valued system is defined as \( \mathbb{R} := [-\infty, +\infty] \) and entails the usual arithmetic operations and the following additional operations:

- \( 0(\pm\infty) = (\pm\infty)0 = 0; \)
- for \( a \in \mathbb{R} \), the condition \( a \pm \infty = \pm\infty \) holds;
- \( (-\infty) + (-\infty) = (-\infty), \, (+\infty) + (+\infty) = (+\infty), \, (+\infty) + (-\infty) = (-\infty) + (+\infty) = (+\infty); \)
- for \( a \in (0, +\infty] \), the condition \( a(\pm\infty) = (\pm\infty) \) holds;
- for \( a \in [-\infty, 0) \), the condition \( a(\pm\infty) = (\mp\infty) \) holds;
- the expression \((\pm\infty)/(\pm\infty)\) is undefined.

The extended real line \( \mathbb{R} \) has all the standard properties of a compact set, including the existence of a supremum (least upper bound) and an infimum (greatest lower bound) with possibly infinite values for every subset in \( \mathbb{R} \). For an empty set, the following entities are standard \( \inf \emptyset = +\infty, \, \sup \emptyset = -\infty \), thus \( \inf \emptyset > \sup \emptyset \). For simplicity, we denote \(+\infty\) as \( \infty \). Note that the notion of extended real-valued function is suitable for convex functions as well as for generic functions which we will focus in Chapter 3.

For a function \( f : \mathbb{R}^N \to \mathbb{R} \), the graph of the function is given by

\[
\text{Graph} f := \{(x, \alpha) \in \mathbb{R}^{N+1} | \alpha = f(x)\}.
\]

The epigraph of a function \( f : \mathbb{R}^N \to \mathbb{R} \) is defined by

\[
\text{epi} f := \{(x, y) \mid f(x) \leq y, \, x \in \mathbb{R}^N, \, y \in \mathbb{R}\}.
\]

A function \( f : \mathbb{R}^N \to \mathbb{R} \)

- is convex if \( \text{epi} f \) is a convex set;
- is closed if \( \text{epi} f \) is a closed set;
- is said to be a proper function if it attains \( f(x) < \infty \) for at least one \( x \in \mathbb{R}^N \), and \( f \) does not attain \(-\infty \) function value;
- is said to be a lower semi-continuous function at \( \bar{x} \in \mathbb{R}^N \) if \( f(\bar{x}) \leq \lim \inf_{x \to \bar{x}} f(x) \);
is said to be a lower semi-continuous function if it is a lower semi-continuous function at each point in $\mathbb{R}^N$.

For a function $f : \mathbb{R}^N \to \mathbb{R}$, with $\alpha \in \mathbb{R}$ the $\alpha$-level set is defined by

$$\text{lev}_{\leq \alpha} f := \{ x \in \mathbb{R}^N | f(x) \leq \alpha \}.$$  

For a function $f : \mathbb{R}^N \to \mathbb{R}$ the following notions are equivalent, $f$ is closed, $f$ is a lower semi-continuous function and $\text{lev}_{\leq \alpha} f$ is closed for any $\alpha \in \mathbb{R}$.

We now provide an example of an extended real-valued function that is convex. Consider a closed convex set $C$, then the indicator function $\delta_C : \mathbb{R}^N \to \mathbb{R}$ is given by

$$\delta_C(x) = \begin{cases} 
0, & x \in C, \\
\infty, & x \notin C,
\end{cases} \tag{2.3.1}$$

is a convex function. A comprehensive list of examples of convex functions is provided in [33, Section 3.1.5].

### 2.3.1 Operations preserving convexity of functions

Detection of convexity of functions is an important practical problem. In general, verifying the definition of convexity can be cumbersome. Thus, it is preferable to have certain standard operations that preserve convexity, which can also be used to generate new convex functions. These operations can also help in detecting convexity of a function from its components. Some of operations under which convexity is stable are provided below.

- Weighted sum of convex functions with non-negative weights is convex. This is also true for infinite sums and integrals.

- Convexity is preserved under composition with an affine mapping, i.e., if $f$ is convex on $\mathbb{R}^N$, then $f(Ax + b)$ is convex, where $A \in \mathbb{R}^{N \times M}$, $b \in \mathbb{R}^N$ and $x \in \mathbb{R}^M$.

- Convexity is preserved under pointwise supremum or maximum of any family of convex functions.

For detailed description of operations and additional operations that preserve convexity, we refer the reader to [33, Section 3.2].

### 2.3.2 Convexity tests

We now provide some criterion for testing the convexity of a function. One could directly verify the definition of a convex function. However, for certain functions with some nice properties, additional criterion can be used for ease of checking convexity.

Consider a differentiable function $f : C \to \mathbb{R}$, where $C \subset \mathbb{R}^N$ is an open set. Then, $f$ is convex if and only $\text{dom } f (:= C)$ is convex and

$$f(y) \geq f(x) + \langle \nabla f(x), y - x \rangle, \quad \text{holds for all } x, y \in C. \tag{2.3.2}$$

In order to test for strict convexity, the above inequality is replaced by strict inequality, i.e.,

$$f(y) > f(x) + \langle \nabla f(x), y - x \rangle, \quad \text{holds for all } x, y \in C,$$
and the rest of the conditions remain the same. The property in (2.3.2) is remarkable, because for any fixed \( x \in C \), the affine function \( f(x) + \langle \nabla f(x), \cdot - x \rangle \) is a global underestimator the function. Thus, only by using the local information, certain global information can be obtained.

Consider a twice differentiable function \( f : C \to \mathbb{R} \), such that for \( \nabla^2 f(x) \) exists for all \( x \) in \( C \), which is open. Then, \( f \) is convex if and only \( \text{dom} \ f := C \) is convex and \( \nabla^2 f(x) \succeq 0 \), for all \( x \in C \). If \( \nabla^2 f(x) \succ 0 \) for all \( x \in C \), then \( f \) is strictly convex, however, the converse is not true (for example, \( x^4 \) is strictly convex with \( \nabla^2 f(0) = 0 \)).

2.3.3 Conjugate function

We now consider the conjugate function notion. Consider an extended real-valued function \( f : \mathbb{R}^N \to \mathbb{R} \). Then, the conjugate of the function \( f^* : \mathbb{R}^N \to \mathbb{R} \) is defined by

\[
 f^*(y) := \sup_{x \in \mathbb{R}^N} \langle x, y \rangle - f(x)
\]

Conjugate function is also called as Legendre transformation, Legendre-Fenchel transform, or Fenchel conjugate. Intuitively, for a given (slope) \( y \), the conjugate function \( f^*(y) \) provides the minimum shift that is required to place the affine function \( \langle x, y \rangle \) such that it is exactly below the graph of the function \( f \). A remarkable property of the conjugate function is that \( f^* \) is a closed convex function, even if \( f \) is not a convex function.

2.3.4 Subgradient and subdifferential

Let \( f : \mathbb{R}^N \to \mathbb{R} \) be a proper convex function. Let \( x \in \text{dom} \ f \) and the \( v \in \mathbb{R}^N \) is said to be a subgradient of \( f \) at \( x \) if we have

\[
 f(y) \geq f(x) + \langle v, y - x \rangle, \quad \text{for all } y \in \mathbb{R}^N.
\]

Collection of all subgradients of \( f \) at \( x \in \mathbb{R}^N \) is called subdifferential of \( f \) at \( x \), and it is given by

\[
 \partial f(x) = \{ v \in \mathbb{R}^N \mid f(y) \geq f(x) + \langle v, y - x \rangle \text{ for all } y \in \mathbb{R}^N \}.
\]

For a point \( x \) such that \( x \notin \text{dom} \ f \), we set \( \partial f(x) = \emptyset \). If \( f \) is differentiable at \( x \in \text{dom} \ f \), then \( \partial f(x) = \{ \nabla f(x) \} \). Subdifferentials are very helpful in characterizing the set of minimizers. Consider a proper convex function \( f : \mathbb{R}^N \to \mathbb{R} \), then \( x^* \) lies in the set of minimizers \( \arg \min_{x \in \mathbb{R}^N} f(x) \) if and only if \( 0 \in \partial f(x) \). This property is known as Fermat’s rule or Fermat’s optimality condition.

2.4 Convex optimization

Convex optimization is a vast topic in itself. In order to keep the presentation in line with rest of the chapters, here we will focus on a prominent algorithm, Proximal Gradient Method. We require few technical details before presenting the Proximal Gradient Method.

2.4.1 Lipschitz continuous gradient

We briefly extend the discussion regarding Lipschitz continuous gradient, given in Chapter 1. If \( f \) is twice continuously differentiable with a \( L \)-Lipschitz continuous gradient, then we have \( \nabla^2 f(x) \preceq LI \) for all \( x \in \mathbb{R}^N \). Instead of considering the full space \( \mathbb{R}^N \) in the definition of \( L \)-smoothness, we now consider a more general variant that provides the notion of \( L \)-smoothness over a set. Consider a function \( f : \mathbb{R}^N \to \mathbb{R} \) such that over a
set $C \subset \text{int dom } f$ it is continuously differentiable. Then, $f$ is said to be $L$-smooth over $C$ (or has $L$-Lipschitz continuous gradient over $C$) if it satisfies the following condition:

$$\|\nabla f(x) - \nabla f(y)\| \leq L \|x - y\|, \quad \forall x, y \in C.$$  

As a consequence of the above definition, if the set $C$ is convex, we have the following Descent Lemma [13, Lemma 5.7]:

$$|f(x) - f(y) - \langle \nabla f(y), x - y \rangle| \leq \frac{L}{2} \|x - y\|^2, \quad \text{for any } x, y \in C.$$

### 2.4.2 Proximal Gradient Method

In order to present several algorithms in convex optimization in a unified manner, we focus on the Proximal Gradient Method. For the description of Proximal Gradient Methods we rely on [13, Chapter 10].

Consider the following optimization problem

$$\min_{x \in \mathbb{R}^N} \{ f(x) := f_0(x) + f_1(x) \},$$

where we assume that $f_0 : \mathbb{R}^N \to \mathbb{R}$ is a proper closed convex function, $f_1 : \mathbb{R}^N \to \mathbb{R}$ is a proper, closed function with convex domain $\text{dom } f_1$, $\text{dom } f_0 \subset \text{int dom } f_1$ and $f_1$ has a $L$-Lipschitz continuous gradient over $\text{int dom } f_1$. Additionally, we also assume that the set of minimizers $\text{Argmin}_{x \in \mathbb{R}^N} f(x)$ is non-empty, and thus $f$ is lower bounded, which we denote by $f^*$. In such a setting, the Proximal Gradient Method is given in Algorithm 1.

**Algorithm 1: PGM: Proximal Gradient Method**

- **Initialization:** Select $x_0 \in \text{dom } f$.
- **For each** $k \geq 1$: Choose $\tau_k$ such that $\tau_k \in (0, 2/L)$ and compute

$$x_{k+1} = \text{argmin}_{x \in \mathbb{R}^N} \left\{ f_0(x) + f_1(x) + \langle \nabla f_1(x), x - x_k \rangle + \frac{1}{2\tau_k} \|x - x_k\|^2 \right\}.$$

The update step in PGM basically involves the quadratic majorizer of $f_1$ and the function $f_0$ remains as it is, at the point $x_k$. As per [13, Lemma 10.4], PGM has the following descent property

$$f(x_{k+1}) \leq f(x_k) - \left( \frac{1}{\tau_k} - \frac{L}{2} \right) \|x_{k+1} - x_k\|^2.$$

The above result implies that the function value is monotonically nonincreasing with the sequence generated by PGM. As per [13, Theorem 10.15], all the limit points of the sequence generated by PGM are stationary points of $f$. Under certain additional conditions, one can also show global convergence of the sequence generated by PGM [7], in the sense that the whole sequence converges to a single point that is a stationary point of $f$ (for example, see [7]). Note that we do not assume convexity of $f$ till here.
If \( f_1 \) is convex, then PGM attains the convergence rate of \( O(1/k) \) in terms of function values to the optimal value \( f^* \). In precise terms, set \( \tau_k = \frac{k}{L} \), then for any \( x^* \in \text{Argmin}_{x \in \mathbb{R}^N} f \), the following condition holds true:

\[
    f(x_k) - f^* \leq L \frac{\|x_0 - x^*\|}{2k}.
\]

If \( f_0 \) is an indicator function \( \delta_C \) over a nonempty closed convex set \( C \subset \mathbb{R}^N \), then Proximal Gradient Method reduces to Projected Gradient Descent. If \( f_0 \) is a zero function, then the Proximal Gradient Method reduces to the so-called Gradient Descent with the update \( x_{k+1} = x_k - \tau \nabla f_1(x_k) \). If \( f_0(x) = \lambda \|x\|_1 \) for some \( \lambda > 0 \), then Proximal Gradient Method reduces to Iterative Shrinkage-Thresholding Algorithm (ISTA).

### 2.4.3 Backtracking

A major drawback of PGM is the requirement to know the value of \( L \), which can be difficult to compute, in general. Even if \( L \) is known, it is often very large, thus resulting in small steps for PGM. However, one can locally estimate the value of \( L \) via the quadratic bounds in (1.1.3). The upper bound in (1.1.3) governs the step-size, thus at each iteration of PGD one can modify the step-size to incorporate local constant \( L_k > 0 \) such that the following condition holds:

\[
    f_1(x_{k+1}) \leq f_1(x_k) + \langle \nabla f_1(x_k), x_{k+1} - x_k \rangle + \frac{L_k}{2} \|x - x_k\|^2.
\]

In particular, the step-size can be chosen such that it is non-increasing, which can be chosen, for example, by setting \( \tau_k \leq \min \{ \tau_{k-1}, \bar{L}_k^{-1} \} \). The full algorithm, Proximal Gradient Method with backtracking is provided in Algorithm 2.

**Algorithm 2**: PGM-WB: Proximal Gradient Method with Backtracking

- **Initialization**: Select \( x_0 \in \text{dom} f \) and \( \bar{L}_0 > 0 \).
- **For each** \( k \geq 1 \): Choose \( \bar{L}_k \geq \bar{L}_{k-1} \), set \( \tau_k \leq \min \{ \tau_{k-1}, \bar{L}_k^{-1} \} \) and compute

\[
    x_{k+1} = \text{argmin}_{x \in \mathbb{R}^N} \left\{ f_0(x) + f_1(x_k) + \langle \nabla f_1(x_k), x - x_k \rangle + \frac{1}{2\tau_k} \|x - x_k\|^2 \right\}
\]

with \( \bar{L}_k \) fulfilling

\[
    f_1(x_{k+1}) \leq f_1(x_k) + \langle \nabla f_1(x_k), x_{k+1} - x_k \rangle + \frac{\bar{L}_k}{2} \|x - x_k\|^2.
\]

In order to find an appropriate \( \bar{L}_k \) such that (2.4.4) holds true, one can use the backtracking procedure, which we describe now. In backtracking procedure, to find \( \bar{L}_k \) such that the condition (2.4.4) is satisfied, start with an estimate for \( \bar{L}_k > 0 \) and if the condition (2.4.4) fails to hold, then increase the estimate of \( \bar{L}_k \) by a scaling factor greater than one. By repetitively scaling the estimate, the condition (2.4.4) holds true for certain appropriate \( \bar{L}_k \) after finite number of repetitions as the function \( f_1 \) has a Lipschitz continuous gradient. In order to obtain the condition on step-size such that the step-size is decreasing, we set \( \tau_k \leq \min \{ \tau_{k-1}, \bar{L}_k^{-1} \} \) and \( \bar{L}_k \geq \bar{L}_{k-1} \). A similar variant was provided in [13, Chapter 10], for which similar convergence results as in (2.4.2) are obtained and there is no change in convergence rate when \( f_1 \) is assumed to be convex.
2.4.4 Accelerated Proximal Gradient Method

In the context of convex $f_1$, PGM achieves $O(1/k)$ convergence rate. It is possible to obtain a better rate $O(1/k^2)$ in terms of function values. In this regard, we provide Accelerated Proximal Gradient Method (APGM) in Algorithm 3. It is also referred to as “fast proximal method” or “FISTA”. The strategy used relies on the classical Nesterov’s Accelerated Gradient Method [126]. The idea is to develop an extrapolated point \((2.4.6)\) before performing PGM like update. The extrapolated point is governed by an inertial parameter $\gamma_k$ and a careful choice of the step-size and the inertial parameter leads to an accelerated convergence rate $O(1/k^2)$ in terms of function values.

**Algorithm 3: APGM: Accelerated Proximal Gradient Method**

- **Initialization:** Select $y_0 = x_0 \in \text{dom } f$ and $t_0 = 1$.
- **For each** $k \geq 1$: Choose $\gamma_k \in [0, 1]$ and compute
  \[
  x_{k+1} \in \text{Argmin}_{x \in \mathbb{R}^N} \left\{ f_0(x) + f_1(y_k) + \langle \nabla f_1(y_k), x - y_k \rangle + \frac{L}{2} \|x - y_k\|^2 \right\}. \tag{2.4.5}
  \]
  - Set $t_{k+1} = \frac{1 + \sqrt{1 + 4t_k^2}}{2}$, $\gamma_k = \frac{t_{k-1}}{t_{k+1}}$ and compute
    \[
    y_k = x_k + \gamma_k (x_k - x_{k-1}). \tag{2.4.6}
    \]

If $f_1$ is convex such that $\text{dom } f_1 = \mathbb{R}^N$ then for any $x^* \in \text{Argmin}_{x \in \mathbb{R}^N} f$, APGM attains the following convergence rate:

\[
f(x_k) - f^* \leq \frac{2L \|x_0 - x^*\|}{(k + 1)^2}.
\]

Note that PGM has only $O(1/k)$ convergence rate, whereas APGM attains $O(1/k^2)$ convergence rate, hence the term “accelerated”. Moreover, the increase in computational effort in APGM compared to PGM is minimal. For a comprehensive review of PGM, APGM and related variants, we refer the reader to [13, Chapter 10]. The choice of the inertial parameter can be relaxed in the non-convex setting significantly, which we consider in Chapter 5.

2.4.5 Strong convexity

We recall the notion of a strongly convex function. Consider a function $f : \mathbb{R}^N \to \mathbb{R}$. It is said to be strongly convex with modulus/parameter $\mu > 0$, or equivalently $\mu$-strongly convex for certain $\mu > 0$, if $\text{dom } f$ is convex and for any $x, y \in \text{dom } f$, $\lambda \in [0, 1]$ the following condition holds:

\[
f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y) - \frac{\mu}{2} \lambda (1 - \lambda) \|x - y\|^2.
\]

Another equivalent definition is the following. A function $f : \mathbb{R}^N \to \mathbb{R}$ is said to be strongly convex with modulus $\mu > 0$, if $f - (\mu/2) \| \cdot \|^2$ is convex. Note that the above definitions of strong convexity do not require the differentiability of the function. We now provide variants of the strong convexity definition, when $f$ is differentiable.
If $f$ is a continuously differentiable convex function over $\mathbb{R}^N$, we can use the following definition. The function $f$ is strongly convex with modulus $\mu > 0$, if for all $x, y \in \mathbb{R}^N$ we have

$$f(x) \geq f(y) + \langle \nabla f(y), x - y \rangle + \frac{\mu}{2} \|x - y\|^2.$$ 

Intuitively, this means that there exists a quadratic lower bound for $f$ which can be generated using the local information at any point. If $f$ is a twice continuously differentiable $\mu$-strongly convex function, we can equivalently say that for all $x \in \mathbb{R}^N$ the condition $\nabla^2 f(x) \succeq \mu I$ holds. Clearly, simple functions like $x^2, x^4 + x^2$ are strongly convex. Let $A \in \mathbb{R}^{M \times N}, b \in \mathbb{R}^M$, then the function $f : \mathbb{R}^N \rightarrow \mathbb{R}$ given by $f(x) = \frac{1}{2} \|Ax - b\|^2$ is strongly convex if $\lambda_{\text{min}}(A^T A) > 0$. Usually, when the function is strongly convex, one can obtain stronger convergence guarantees such as linear convergence rate for PGM and APGM variants [13, 124], which we skip discussing for brevity.
Chapter 3

Variational analysis

3.1 Variational analysis

For this chapter, we mainly refer to [150] and sparsely we refer also to [116]. For an extended real-valued function \( f : \mathbb{R}^N \to \mathbb{R} \), it is of interest to know whether \( f \) attains its minimum and the properties of minimizers, if any. It is well-known that a continuous function defined on a compact set attains its minimum (Weierstrass Extreme Value Theorem). In the context of extended real-valued functions, can a similar statement be made? Before we answer this question, we require the following notion. A function \( f : \mathbb{R}^N \to \mathbb{R} \) is level-bounded if for any \( \alpha \in \mathbb{R} \) the level set \( \text{lev} \leq \alpha f \) is bounded. Here, \( \text{lev} \leq \alpha f \) can possibly be empty. Note that if \( f : \mathbb{R}^N \to \mathbb{R} \) is level-bounded then \( f(x) \to \infty \) as \( \|x\| \to \infty \). Now, we answer the question regarding attainment of minimum for an extended real-valued function with the following theorem.

**Theorem 3.1.0.1.** [150, Theorem 1.9] Let \( f : \mathbb{R}^N \to \mathbb{R} \) be a lower semi-continuous, level-bounded and a proper function, then \( \inf f \) is finite and \( \text{argmin} f \) is nonempty and compact.

In order to attain the minimum of a function, the iterative algorithms that use the local first-order information are popular. For a differentiable function, the gradient of the function provides the local first-order information. For a convex function, the subgradient of the function provides with such information. However, for a generic
extended real-valued function, the notion of subgradient has to be defined. Firstly, we require the following notion. The sequence \((x^\nu)_{\nu \in \mathbb{N}}\) is said to be \(f\)-attentive convergent if \(x^\nu \to x\) and \(f(x^\nu) \to f(x)\), which is denoted by \(x^\nu \to f\).

3.2 Subgradients and subdifferentials

**Regular subdifferential.** We record the definition of subgradients from [150, Definition 8.3]. Consider a function \(f : \mathbb{R}^N \to \mathbb{R}\) and a point \(\bar{x}\) with \(f(\bar{x})\) finite. A vector \(v \in \mathbb{R}^N\) is a regular subgradient of \(f\) at \(\bar{x}\), written \(v \in \partial f(\bar{x})\), if

\[
\liminf_{x \to \bar{x}, x \neq \bar{x}} \frac{f(x) - f(\bar{x}) - \langle v, x - \bar{x} \rangle}{\|x - \bar{x}\|} \geq 0.
\]

(3.2.2)

The set \(\widehat{\partial} f(\bar{x})\) is called a regular subdifferential (or presubdifferential or Fréchet subdifferential or viscosity subdifferential). The regular subdifferential is equal to \(\{\nabla f(\bar{x})\}\) when \(f\) is differentiable at \(\bar{x}\). For a convex function \(f\), the usual subdifferential and regular subdifferential coincide. We are interested in non-smooth non-convex problems, for which the regular subdifferential can possibly be empty (for example, when \(f(x) = -|x|\) at \(x = 0\) then \(\widehat{\partial} f(\bar{x}) = \emptyset\)). The regular subdifferential is a convex set.

**Failure of calculus with regular subdifferential.** Certain desirable properties such as the standard calculus, the closedness property do not hold for the regular subdifferential. For example, the sum rule of subdifferentiable \(\widehat{\partial}(f_0 + f_1)(x) \subset \widehat{\partial} f_0(x) + \widehat{\partial} f_1(x)\) may fail to hold for certain \(f_0 : \mathbb{R}^N \to \mathbb{R}\), \(f_1 : \mathbb{R}^N \to \mathbb{R}\) (for \(f_1(x) = -|x|\), \(f_0(x) = |x|\) at \(x = 0\), \(\widehat{\partial}(f_0 + f_1)(x) = \{0\}\) whereas \(\widehat{\partial} f_0(x) + \widehat{\partial} f_1(x) = \emptyset\)). Another desirable property in optimization is the closedness property of subdifferentiable, where if there is a sequence \((x^\nu)_{\nu \in \mathbb{N}}\) such that \(x^\nu \to x\) then the sequence \((v^\nu)_{\nu \in \mathbb{N}}\) for \(v^\nu \in \widehat{\partial} f(x^\nu)\) is expected to converge to \(v \in \widehat{\partial} f(x)\), however this may not hold for the regular subdifferential. Thus, a generalization of regular subdifferential known as general subdifferential was proposed.

**Limiting subdifferential.** A vector \(v \in \mathbb{R}^N\) is a (general) subgradient of \(f\) at \(\bar{x}\) with finite \(f(\bar{x})\), written \(v \in \partial f(\bar{x})\), if there are sequences \(x^\nu \to \bar{x}\), \(v^\nu \in \widehat{\partial} f(x^\nu)\) and \(v^\nu \to v\). The set \(\partial f(\bar{x})\) is called general or limiting subdifferential (also called as Mordukhovich subdifferential). Limiting subdifferential can be possibly non-convex and the standard calculus is applicable. Also, the set \(\partial f(\bar{x})\) satisfies the closedness property by definition, and the condition \(\widehat{\partial} f(\bar{x}) \subset \partial f(\bar{x})\) holds true.

**Critical points.** Equipped with the notion of limiting subdifferential, the set of critical points of a function \(f : \mathbb{R}^N \to \mathbb{R}\) is defined by

\[
\text{crit} f := \{x \in \mathbb{R}^N \mid 0 \in \partial f(x)\}.
\]

**Fermat’s rule.** We record now the Fermat’s rule for extended real-valued function (see [134, Theorem 4.23]). For a proper function \(f : \mathbb{R}^N \to \mathbb{R}\), if the point \(\bar{x}\) is a local minimum then \(0 \in \partial f(\bar{x})\). As a consequence, if \(f = f_0 + g\) for certain smooth function \(f_0\), then \(0 \in \partial f(\bar{x})\) is equivalent to the condition \(-\nabla f_0(\bar{x}) \in \partial g(\bar{x})\) (see [134, Corallary 4.24]).
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Horizon subdifferential. In addition to the regular subdifferential and the limiting subdifferential, we also consider the notion of horizon subdifferential. For an extended real-valued function $f : \mathbb{R}^N \to \mathbb{R}$ at certain point there can exist certain directions such that function can get infinitely steep or possibly has a jump in function value. Such directions are characterized by the horizon subdifferential, which we define now. A vector $v \in \mathbb{R}^N$ is a horizon subgradient of $f$ at $\bar{x}$ with finite $f(\bar{x})$, written $v \in \partial^\infty f(\bar{x})$, if there are sequences $x^\nu \to \bar{x}$, $v^\nu \in \hat{\partial} f(x^\nu)$, one has $\lambda^\nu v^\nu \to v$ for some sequence $\lambda^\nu \searrow 0$. The set of all horizon subgradients $\partial^\infty f(\bar{x})$ is called horizon subdifferential.

Consequences. Based on the above defined notions, we have the following results from [150, Exercise 8.8]. If $f_0$ is differentiable at $\bar{x}$, then $\hat{\partial} f(\bar{x}) = \{ \nabla f_0(\bar{x}) \}$, so $\nabla f_0(\bar{x}) \in \partial f_0(\bar{x})$. If $f_0$ is smooth on a neighborhood of $\bar{x}$, then $\partial f(\bar{x}) = \{ \nabla f_0(\bar{x}) \}$ and $\partial^\infty f(\bar{x}) = \{ \nabla f_0(\bar{x}) \}$. If $f = g + f_0$ with $g$ finite at $\bar{x}$ and $f_0$ is smooth on a neighborhood of $\bar{x}$, then $\hat{\partial} f(\bar{x}) = \partial g(\bar{x}) + \nabla f_0(\bar{x})$, $\partial f(\bar{x}) = \partial g(\bar{x}) + \nabla f_0(\bar{x})$, and $\partial^\infty f(\bar{x}) = \partial^\infty g(\bar{x})$.

Convex functions. In the context of convex functions, based on [150, Proposition 8.12], we have the following notions. For any proper, convex function $f : \mathbb{R}^N \to \mathbb{R}$ and any point $\bar{x} \in \text{dom} f$, one has

\begin{align*}
\partial f(\bar{x}) &= \{ v \mid f(x) \geq f(\bar{x}) + \langle v, x - \bar{x} \rangle \text{ for all } x \} = \hat{\partial} f(\bar{x}), \\
\partial^\infty f(\bar{x}) &\subset \{ v \mid 0 \geq \langle v, x - \bar{x} \rangle \text{ for all } x \in \text{dom } f \} = N_{\text{dom} f}(\bar{x}).
\end{align*}

The horizon subgradient inclusion is an equation when $f$ is locally lsc at $\bar{x}$ or when $\partial f(\bar{x}) \neq \emptyset$.

Subderivative. We consider the following definition of subderivative from [150, Definition 8.1]. For a function $f : \mathbb{R}^N \to \mathbb{R}$ and a point $\bar{x}$ with $f(\bar{x})$ finite, the subderivative function $df(\bar{x}) : \mathbb{R}^N \to \mathbb{R}$ is defined by

$$
df(\bar{x})(\bar{w}) := \liminf_{\tau \to 0} \frac{f(\bar{x} + \tau \bar{w}) - f(\bar{x})}{\tau}.
$$

The subderivative given above is actually the lower subderivative. If $\liminf$ is replaced by $\limsup$, then one obtains the upper subderivative. For a function $f : \mathbb{R}^N \to \mathbb{R}$ and a point $\bar{x}$ with $f(\bar{x})$ finite, the regular subderivative function $df(\bar{x}) : \mathbb{R}^N \to \mathbb{R}$ is defined by

$$
\hat{df}(\bar{x})(\bar{w}) := \lim_{\delta \searrow 0} \left( \limsup_{\tau \searrow 0} \inf_{x \to \bar{x}} \left( \inf_{\bar{w} \in B(\bar{w}, \delta)} \frac{f(x + \tau \bar{w}) - f(x)}{\tau} \right) \right),
$$

where $B(\bar{w}, \delta) := \{ w \in \mathbb{R}^N \mid \| w - \bar{w} \| \leq \delta \}$.

3.3 Set convergence

The limiting subdifferential and horizon subdifferential can be seen as certain evolutions of the sets pertaining to the regular subdifferential. However, in order to consider the evolution or the sequence of sets, we need to
define the set convergence concepts. We require the following notations:

\[ N_\infty := \{ N \subset \mathbb{N} \mid N \setminus N \text{ is finite} \} , \]
\[ N^\#_\infty := \{ N \subset \mathbb{N} \mid N \text{ is infinite} \} . \]

Clearly, \( N_\infty \subset N^\#_\infty \). We denote \( \lim_{\nu \to \infty} \) when \( \nu \to \infty \) and \( \nu \in \mathbb{N} \) and \( \lim_{N \to \infty} \) for convergence of a subsequence based on the index set \( N \) in \( N_\infty \) and \( N^\#_\infty \). Based on these notations, we require the following notions related to convergence of sets, namely, the outer limit and inner limit. Consider a sequence of sets \((C^\nu)_{\nu \in \mathbb{N}}\) in \( \mathbb{R}^N \), then its outer limit is defined by

\[ \limsup_{\nu \to \infty} C^\nu := \{ x \in \mathbb{R}^N \mid \exists N \in N^\#_\infty, \exists x^\nu \in C^\nu (\nu \in \mathbb{N}) \text{ with } x^\nu \to_N x \} , \]

and its inner limit is defined by

\[ \liminf_{\nu \to \infty} C^\nu := \{ x \in \mathbb{R}^N \mid \exists N \in N_\infty, \exists x^\nu \in C^\nu (\nu \in \mathbb{N}) \text{ with } x^\nu \to_N x \} . \]

The limit of the sequence \((C^\nu)_{\nu \in \mathbb{N}}\) exists if the inner limit and the outer limit are equal, that is

\[ \lim_{\nu \to \infty} C^\nu := \limsup_{\nu \to \infty} C^\nu := \liminf_{\nu \to \infty} C^\nu . \]

The outer limit and the inner limit of a sequence \((C^\nu)_{\nu \in \mathbb{N}}\) always exist and can possibly be empty. However, the limit of a sequence \((C^\nu)_{\nu \in \mathbb{N}}\) may not exist.

### 3.3.1 Subdifferentials with set convergence

Consider an extended real-valued function \( f : \mathbb{R}^N \to [\bar{x}] \) that is finite at \( \bar{x} \in \mathbb{R}^N \). Then, equipped with the notions of outer and inner limits, the limiting subdifferential can be equivalently defined as following:

\[ \partial f(\bar{x}) := \limsup_{x \to \bar{x}} \hat{\partial} f(x) . \]

Similarly, the horizon subdifferential is expressed as

\[ \partial^\infty f(\bar{x}) = \limsup_{x \to \bar{x}} \lambda^\nu \hat{\partial} f(x) , \]

where

\[ \limsup_{x \to \bar{x}} \lambda^\nu \hat{\partial} f(x) = \{ \nu \in \mathbb{N} | \exists x^\nu \to \bar{x}, f(x^\nu) \to f(x), \lambda^\nu \searrow 0, \nu^\nu \to \nu \text{ with } \nu^\nu \in \hat{\partial} f(x^\nu) \text{ for all } \nu \in \mathbb{N} \} . \]

### 3.4 Normal cone and tangent cone

Another equivalent characterization of subdifferentials can be obtained using the notion of normal cones. A related notion to the normal cone is the tangent cone, thus we discuss both the concepts in conjunction.
**Tangent cone.** We list below few important notions from [150, Chapter 6]. A sequence \( x^\nu \to \bar{x} \) is said to converge from the direction dir \( w \) if for some sequence of scalars \( x^\nu \downarrow 0 \) the vectors \( \frac{x^\nu - \bar{x}}{\tau^\nu} \) converge to \( w \). We denote \( x^\nu \to x \) if \( x^\nu \to \bar{x} \) with \( x^\nu \in C \). A vector \( w \in \mathbb{R}^N \) is tangent to a set \( C \subset \mathbb{R}^N \) at a point \( \bar{x} \in C \), written \( w \in T_C(\bar{x}) \), if
\[
\frac{x^\nu - \bar{x}}{\tau^\nu} \to w \quad \text{for some } x^\nu \to \bar{x}, \tau^\nu \downarrow 0 .
\]
The set of all the tangent vectors at \( \bar{x} \) is the tangent cone \( T_C(\bar{x}) \).

**Normal cone.** Firstly, we define the normal vectors whose collection represents the normal cone. We record the definition as in [150, Definition 6.3]. Let \( C \subset \mathbb{R}^N \) and \( \bar{x} \in C \). A vector \( v \) is normal to \( C \) at \( \bar{x} \) in the regular sense, or a regular normal, written \( \hat{N}_C(\bar{x}) \), if
\[
\langle v, x - \bar{x} \rangle \leq o(\|x - \bar{x}\|) \quad \text{for } x \in C .
\]
It is normal to \( C \) at \( \bar{x} \) in the general sense, or simply a normal vector, written \( v \in N_C(\bar{x}) \), if there are sequences \( x^\nu \to \bar{x} \) and \( v^\nu \to v \) with \( v^\nu \in \hat{N}_C(x^\nu) \). As per [150, Proposition 6.5], we deduce that \( N_C(\bar{x}), \hat{N}_C(\bar{x}) \) are closed cones. Also, \( \hat{N}_C(\bar{x}) \) is convex and can be related to the tangent cone via the following equivalence:
\[
v \in \hat{N}_C(\bar{x}) \iff \langle v, w \rangle \leq 0 \text{ for all } w \in T_C(\bar{x}).
\]
Additionally, \( N_C(\bar{x}) = \limsup_{x \to \bar{x}} N_C(x) \supset N_C(\bar{x}) \).

We record below the following crucial results on normal and tangent cones.

**Proposition 3.4.0.1.** [150, Proposition 6.41] With \( \mathbb{R}^N \) expressed as \( \mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_m} \), write \( x \in \mathbb{R}^N \) as \( (x_1, \ldots, x_m) \) with components \( x_i \in \mathbb{R}^{n_i} \). If \( C = C_1 \times \ldots \times C_m \) for closed sets \( C_i \in \mathbb{R}^{n_i} \), then at any \( \bar{x} = (\bar{x}_1, \ldots, \bar{x}_m) \) with \( \bar{x}_i \in C_i \) one has
\[
N_C(\bar{x}) = N_{C_1}(\bar{x}_1) \times \ldots \times N_{C_m}(\bar{x}_m),
\hat{N}_C(\bar{x}) = \hat{N}_{C_1}(\bar{x}_1) \times \ldots \times \hat{N}_{C_m}(\bar{x}_m),
T_C(\bar{x}) \subset T_{C_1}(\bar{x}_1) \times \ldots \times T_{C_m}(\bar{x}_m),
\hat{T}_C(\bar{x}) = \hat{T}_{C_1}(\bar{x}_1) \times \ldots \times \hat{T}_{C_m}(\bar{x}_m).
\]
Furthermore, \( C \) is regular at \( \bar{x} \) if and only if each \( C_i \) is regular at \( \bar{x}_i \). In the regular case the inclusion for \( T_C(\bar{x}) \) becomes an equation like the others.

**Proposition 3.4.0.2.** [150, Theorem 6.42] Let \( C = C_1 \cap \ldots \cap C_m \) for closed sets \( C_i \subset \mathbb{R}^N \), and let \( \bar{x} \in C \). Then
\[
T_C(\bar{x}) \subset T_{C_1}(\bar{x}) \cap \ldots \cap T_{C_m}(\bar{x}),
\hat{N}_C(\bar{x}) \supset \hat{N}_{C_1}(\bar{x}) + \ldots + \hat{N}_{C_m}(\bar{x}).
\]
Under the condition that the only combination of vectors \( v_i \in N_{C_i}(\bar{x}) \) with \( v_1 + \ldots + v_m = 0 \) is \( v_i = 0 \) for all \( i \) (this being satisfied for \( m = 2 \) when \( C_1 \) and \( C_2 \) are convex and cannot be separated), one also has
\[
\hat{T}_C(\bar{x}) \supset \hat{T}_{C_1}(\bar{x}) \cap \ldots \cap \hat{T}_{C_m}(\bar{x}),
\]
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\[ N_C(\bar{x}) \subset N_{C_1}(\bar{x}) + \ldots + N_{C_m}(\bar{x}). \]

If in addition every \( C_i \) is regular at \( \bar{x} \), then \( C \) is regular at \( \bar{x} \) and

\[ T_C(\bar{x}) = T_{C_1}(\bar{x}) \cap \ldots \cap T_{C_m}(\bar{x}), \]

\[ N_C(\bar{x}) = N_{C_1}(\bar{x}) + \ldots + N_{C_m}(\bar{x}). \]

**Clarke regularity.** Another crucial notion is the Clarke regularity of sets, which we record from [150, Definition 6.4]. A set \( C \subset \mathbb{R}^N \) is regular at one of its points \( \bar{x} \) in the sense of Clarke if it is locally closed at \( \bar{x} \) and every normal vector to \( C \) at \( \bar{x} \) is a regular normal vector, i.e., \( N_C(\bar{x}) = \hat{N}_C(\bar{x}) \).

We now record the notion of subdifferential regularity from [150, Definition 7.25]. A function \( f : \mathbb{R}^N \to \mathbb{R} \) is called subdifferentially regular at \( \bar{x} \) if \( f(\bar{x}) \) is finite and \( \text{epi} f \) is Clarke regular at \((\bar{x}, f(\bar{x}))\) as a subset of \( \mathbb{R} \times \mathbb{R} \).

**Optimality conditions in constrained optimization.** Normal cones and tangent cones play an important role in optimization. For example, they characterize the optimality conditions in constrained optimization problems. In this regard, we record [150, Theorem 6.12]. Consider the problem of minimizing a differentiable function \( f_0 \) over a set \( C \subset \mathbb{R}^N \). A necessary condition for \( \bar{x} \) to be locally optimal is

\[ \langle \nabla f_0(\bar{x}), w \rangle \geq 0 \text{ for all } w \in T_C(\bar{x}), \]

which is the same as \( -\nabla f_0(\bar{x}) \in \hat{N}_C(\bar{x}) \) and implies

\[ -\nabla f_0(\bar{x}) \in N_C(\bar{x}), \text{ or } 0 \in \nabla f_0(\bar{x}) + N_C(\bar{x}). \]

When \( C \) is convex, the above given conditions are equivalent and can also written as

\[ \langle \nabla f_0(\bar{x}), x - \bar{x} \rangle \geq 0 \text{ for all } x \in C, \]

which means that the linearized function \( f_0(\bar{x}) + \langle \nabla f_0(\bar{x}), \cdot - \bar{x} \rangle \) achieves its minimum over \( C \) at \( \bar{x} \). When \( f_0 \) too is convex, the equivalent conditions are sufficient for \( \bar{x} \) to be globally optimal.

**Relation between subdifferentials and normal cones.** The subgradients are closely related to the normal cones generated from the epigraphs. We record below the relations as in [150, Theorem 8.9]. For a function \( f : \mathbb{R}^N \to \mathbb{R} \) and a point \( \bar{x} \) with \( f(\bar{x}) \) finite, we have

\[ \hat{\partial} f(\bar{x}) = \{ v \mid (v, -1) \in \hat{N}_{\text{epi} f}(\bar{x}, f(\bar{x})) \}, \]

\[ \partial f(\bar{x}) = \{ v \mid (v, -1) \in N_{\text{epi} f}(\bar{x}, f(\bar{x})) \}, \]

\[ \partial^\infty f(\bar{x}) \subset \{ v \mid (v, 0) \in N_{\text{epi} f}(\bar{x}, f(\bar{x})) \}. \]

The last relation holds with equality if \( f \) is locally lower semicontinuous at \( \bar{x} \).
3.5 Lipschitz continuity and strict continuity

We record here the definitions of Lipschitz continuity and strict continuity given in [150, Definition 9.1]. Let $F$ be a single-valued mapping defined on a set $D \subset \mathbb{R}^N$, with values in $\mathbb{R}^M$. Let $X \subset D$. $F$ is Lipschitz continuous on $X$ if there exists $\kappa \in \mathbb{R}_+ = (0, \infty)$ with

$$\|F(x') - F(x)\| \leq \kappa \|x' - x\| \quad \text{for all } x, x' \in X.$$ 

Then, $\kappa$ is called a Lipschitz constant for $F$ on $X$.

$F$ is strictly continuous at $\bar{x}$ relative to $X$ if the value

$$\text{lip}_X F(\bar{x}) := \limsup_{x, x' \to \bar{x}, x \neq x'} \frac{\|F(x') - F(x)\|}{\|x' - x\|}$$

is finite. More simply, $F$ is strictly continuous at $\bar{x}$, where $\text{lip}_X F(\bar{x})$ is this modulus relative to $X$. $F$ is strictly continuous relative to $X$ if, for every point $\bar{x} \in X$, $F$ is strictly continuous at $\bar{x}$ relative to $X$.

The horizon subdifferential characterizes the strict continuity property. From [150, Theorem 9.13], we have that for a function $f : \mathbb{R}^N \to \mathbb{R}$ that is locally lower semicontinuous at $\bar{x}$ with finite $f(\bar{x})$, the conditions $\partial^\infty f(\bar{x}) = \{0\}$ and the $f$ being strictly continuous at $\bar{x}$ are equivalent.

3.5.1 Coercivity

The following is the standard definition (see [152, Definition 1.2.33]) of coercive and super-coercive functions. A function $f : \mathbb{R}^N \to \mathbb{R}$ is called

- coercive if $\lim_{\|x\| \to \infty} f(x) = +\infty$,
- supercoercive if $\lim_{\|x\| \to \infty} \frac{f(x)}{\|x\|} = +\infty$.

Consider the two dimensional problem $f(x, y) := |a - xy|^2$, where $a \in \mathbb{R}$, $x \in \mathbb{R}$, $y \in \mathbb{R}$. Note that $f$ is not coercive, because when $y = 0$ and $|x| \to \infty$, then $\sqrt{x^2 + y^2} \to \infty$ however $f$ stays constant at $|a|^2$. However, a slight modification of the function given by $f(x, y) = |a - xy|^2 + \lambda x^2 + \lambda y^2$ results in coercivity, due to the additional quadratic term. Moreover, it is easy to see that $f$ is supercoercive. Some examples of coercive functions that are super-coercive include $\|x\|_2^2$, $x^T Ax$ for some symmetric positive definite matrix $A$. An example of a coercive function that is not super-coercive is $\|x\|_1$.

3.6 Subdifferentials based on the function structure

Depending on the structure of the function, the rules for the calculation of the subdifferentials can be simplified significantly. In this regard, we consider various structures, such as separable functions, composite functions, additive functions.

3.6.1 Results on separable functions

The following result pertains to the functions that have separability in the variables. In particular, the following result illustrates the construction of the subdifferentials when the subdifferentials of the components are known.
The following result pertains to the functions that comprise of additive components, in the sense that the function can be expressed as a summation of few other functions. In such a case, using the subdifferentials of the component functions, we can deduce the following result.

Corollary 3.6.2.1 (Corollary 10.9 in [150]). Suppose \( f = f_1 + \ldots + f_m \) for proper, lsc functions \( f_i : \mathbb{R}^N \to \mathbb{R} \), and let \( \bar{x} \in \text{dom } f \). Then

\[
\partial f(\bar{x}) \supset \partial f_1(\bar{x}) + \ldots + \partial f_m(\bar{x}), \\
\hat{\partial} f(\bar{x}) \supset \hat{\partial} f_1(\bar{x}) + \ldots + \hat{\partial} f_m(\bar{x}).
\]

Under the condition that the only combination of vectors \( v_i \in \partial^\infty f_i(\bar{x}) \) with \( v_1 + \ldots + v_m = 0 \) is \( v_1 = v_2 = \ldots = v_m = 0 \) (this being true in the case of convex functions \( f_1, f_2 \) when \( \text{dom } f_1 \) and \( \text{dom } f_2 \) cannot be separated), one also has that

\[
\partial f(x) \subset \partial f_1(x) + \ldots + \partial f_m(x), \\
\partial^\infty f(x) \subset \partial^\infty f_1(x) + \ldots + \partial^\infty f_m(x), \\
\hat{\partial} f(\bar{x}) \leq \hat{\partial} f_1(\bar{x}) + \ldots + \hat{\partial} f_m(\bar{x}).
\]

If also each \( f_i \) is regular at \( \bar{x} \), then \( f \) is regular at \( \bar{x} \) and

\[
\partial f(x) = \partial f_1(x) + \ldots + \partial f_m(x), \\
\partial^\infty f(x) = \partial^\infty f_1(x) + \ldots + \partial^\infty f_m(x), \\
\hat{\partial} f(\bar{x}) = \hat{\partial} f_1(\bar{x}) + \ldots + \hat{\partial} f_m(\bar{x}).
\]

In the above provided Corollary 3.6.2.1, the requirement that the only combination of vectors \( v_i \in \partial^\infty f_i(\bar{x}) \) with \( v_1 + \ldots + v_m = 0 \) is \( v_1 = v_2 = \ldots = v_m = 0 \) is also known as the qualification condition.
3.6.3 Chain rule

It is often the case that the functions have a composite structure, and in such a case one is interested in the chain rule or rules through which the subdifferentials of a function can be obtained. In this regard, we consider the following result.

**Theorem 3.6.3.1** (Theorem 10.6 in [150]). Suppose \( f(x) = g(F(x)) \) for a proper, lsc function \( g : \mathbb{R}^M \to \mathbb{R} \) and a smooth mapping \( F : \mathbb{R}^N \to \mathbb{R}^M \). Then at any point \( \bar{x} \in \text{dom } f = F^{-1}(\text{dom } g) \) one has

\[
\partial f(\bar{x}) \supset \nabla F(\bar{x})^* \partial g(F(\bar{x})),
\]

\[
df(\bar{x})(w) \geq dg(F(\bar{x}))(\nabla F(\bar{x})w).
\]

If the only vector \( y \in \partial^\infty g(F(\bar{x})) \) with \( \nabla F(\bar{x})^* y = 0 \) is \( y = 0 \) (this being true for convex \( g \) when \( \text{dom } g \) cannot be separated from the range of the linearized mapping \( w \to F(\bar{x}) + \nabla F(\bar{x})w \)) one also has

\[
\partial f(\bar{x}) \subset \nabla F(\bar{x})^* \partial g(F(\bar{x})),
\]

\[
\partial^\infty f(\bar{x}) \subset \nabla F(\bar{x})^* \partial^\infty g(F(\bar{x})),
\]

\[
\hat{\partial} f(\bar{x})(w) \leq \hat{dg}(F(\bar{x}))(\nabla F(\bar{x})w).
\]

If in addition \( g \) is regular at \( F(\bar{x}) \), then \( f \) is regular at \( \bar{x} \) and

\[
\partial f(\bar{x}) = \nabla F(\bar{x})^* \partial g(F(\bar{x})),
\]

\[
\partial^\infty f(\bar{x}) = \nabla F(\bar{x})^* \partial^\infty g(F(\bar{x})),
\]

\[
df(\bar{x})(w) = dg(F(\bar{x}))(\nabla F(\bar{x})w).
\]

**Theorem 3.6.3.1** is a very generic result and the result stated in Corollary 3.6.2.1 can be seen as a special case of the above given theorem (see proof of Corollary 10.9 in [150]). There are many important consequences of Theorem 3.6.3.1 which can be found in [150, Chapter 10, Section B].

3.6.4 Results on parametric functions

One of the consequences of Theorem 3.6.3.1 is the chain rule result pertaining to the partial subdifferentiation. At times the function can have dependency on two (or more) variables. In such a case, one might be interested to know the subdifferentials with respect to one variable. The following result considers such a setting.

**Corollary 3.6.4.1** (Corollary 10.11 in [150]). For a proper, lsc function \( f : \mathbb{R}^N \times \mathbb{R}^M \to \mathbb{R} \) and a point \((\bar{x}, \bar{u}) \in \text{dom } f\), let \( \partial_x f(\bar{x}, \bar{u}) \) denote the subgradients of \( f(\cdot, \bar{u}) \) at \( \bar{x} \), and similarly \( \hat{\partial}_x f(\bar{x}, \bar{u}) \) and \( \partial^\infty_x f(\bar{x}, \bar{u}) \). Likewise, let \( d_x f(\bar{x}, \bar{u}) \) and \( \hat{d}_x f(\bar{x}, \bar{u}) \) denote the subderivative functions associated with \( f(\cdot, \bar{u}) \) at \( \bar{x} \). One always has

\[
\hat{\partial}_x f(\bar{x}, \bar{u}) \supset \{ v \mid \exists y \text{ with } (v, y) \in \hat{\partial} f(\bar{x}, \bar{u}) \},
\]

\[
d_x f(\bar{x}, \bar{u})(w) \geq df(\bar{x}, \bar{u})(w, 0) \text{ for all } w.
\]

Under the condition that \((0, y) \in \partial^\infty f(\bar{x}, \bar{u}) \) implies \( y = 0 \) (this being true for convex \( f \) with \( \text{dom } f \) cannot be separated from \( (\mathbb{R}^N, \bar{u}) \)), one also has

\[
\partial_x f(\bar{x}, \bar{u}) \subset \{ v \mid \exists y \text{ with } (v, y) \in \partial f(\bar{x}, \bar{u}) \},
\]

\[
\partial^\infty_x f(\bar{x}, \bar{u}) \subset \{ v \mid \exists y \text{ with } (v, y) \in \partial^\infty f(\bar{x}, \bar{u}) \},
\]

\[
\hat{d}_x f(\bar{x}, \bar{u})(w) \leq \hat{df}(\bar{x}, \bar{u})(w, 0) \text{ for all } w.
\]
If also \( f \) is regular at \((\bar{x}, \bar{u})\), then \( f(\cdot, \bar{u}) \) is regular at \( \bar{x} \) and

\[
\partial_x f(\bar{x}, \bar{u}) = \{v \mid \exists y \text{ with } (v, y) \in \partial f(\bar{x}, \bar{u})\},
\]
\[
\partial^\infty_x f(\bar{x}, \bar{u}) = \{v \mid \exists y \text{ with } (v, y) \in \partial^\infty f(\bar{x}, \bar{u})\},
\]
\[
\hat{d}_x f(\bar{x}, \bar{u})(w) = \hat{d} f(\bar{x}, \bar{u})(w, 0) \text{ for all } w.
\]

Based on the above results, one can rewrite the Fermat’s rule as below.

**Example 3.6.4.1.** [150, Example 10.12] For a proper, lsc function \( f : \mathbb{R}^N \times \mathbb{R}^M \to \mathbb{R} \) and vector \( \bar{u} \in \mathbb{R}^M \), consider the problem of minimizing \( f(x, \bar{u}) \) over \( x \in \mathbb{R}^N \). Suppose \( \bar{x} \) is locally optimal and

\[
\not\exists y \neq 0 \text{ with } (0, \bar{y}) \in \partial^\infty f(\bar{x}, \bar{u}),
\]

which in the case of convex \( f \) means that \( \text{dom } f \) does not have a supporting half-space at \((\bar{x}, \bar{u})\) with normal vector of the form \((0, y) \neq (0, 0)\). Then

\[
\exists \bar{y} \text{ with } (0, \bar{y}) \in \partial f(\bar{x}, \bar{u}).
\]

If \( f \) is regular at \((\bar{x}, \bar{u})\) and \( f(\bar{x}, \bar{u}) \) is convex in \( x \), this condition is sufficient for \( \bar{x} \) to be globally optimal.

### 3.7 KL framework

The convergence results of various algorithms in this thesis rely on the so-called Kurdyka–Łojasiewicz (KL) property. It has became a standard tool in recent years, and it is essentially satisfied by any function that appears in practice, we just state the definition here and refer to [7, 22, 23, 26, 97] for more details. The following definition is from [7].

**Definition 3.7.0.1 (Kurdyka–Łojasiewicz property).** Let \( f : \mathbb{R}^N \to \overline{\mathbb{R}} \) be an extended real valued function and let \( \bar{x} \in \text{dom } \partial f \). If there exists \( \eta \in (0, \infty) \), a neighborhood \( U \) of \( \bar{x} \) and a continuous concave function \( \varphi : [0, \eta) \to \mathbb{R}_+ \) such that

\[
\varphi(0) = 0, \quad \varphi \in C^1(0, \eta), \quad \text{and} \quad \varphi'(s) > 0 \quad \text{for all } s \in (0, \eta),
\]

and for all \( x \in U \cap \{f(\bar{x}) < f(x) < f(\bar{x}) + \eta\} \) the Kurdyka–Łojasiewicz inequality

\[
\varphi'(f(x) - f(\bar{x})) \|\partial f(x)\|_{-} \geq 1 \quad (3.7.1)
\]

holds, then the function has the Kurdyka–Łojasiewicz property at \( \bar{x} \). If, additionally, the function is lower semi-continuous and the property holds for each point in \( \text{dom } \partial f \), then \( f \) is called a Kurdyka–Łojasiewicz function.

We abbreviate Kurdyka–Łojasiewicz property as KL property. The function \( \varphi \) in the KL property is known as a desingularizing function. Many functions arising in practical problems satisfy the KL property, for example, semi-algebraic functions with a desingularizing function of the following form:

\[
\varphi(s) = cs^{1-\theta},
\]
for certain \( c > 0 \) and \( \theta \in [0, 1) \). The KL property is crucial in order to prove the global convergence of sequences generated by many algorithms, for example, PALM [26], iPALM [144], BPG [28], CoCaIn BPG (see Chapter 5) and many others. For the purpose of simplification of analysis, we use the following uniformization lemma for the KL property as detailed in [26].

**Lemma 3.7.0.1** (Uniformized KL property [26, Lemma 3.6]). Let \( \Omega \) be a compact set and let \( f: \mathbb{R}^N \to \mathbb{R} \) be proper and lower semicontinuous function. Assume that \( f \) is constant on \( \Omega \) and satisfies KL property at each point on \( \Omega \). Then, there exist \( \vartheta > 0 \), \( \eta > 0 \), a continuous concave function \( \varphi: [0, \eta) \to \mathbb{R}_+ \) such that \( \varphi(0) = 0 \), \( \varphi \in C^1(0, \eta) \), and \( \varphi'(s) > 0 \) for all \( s \in (0, \eta) \), and for all \( \bar{x} \in \Omega \) and \( x \) in the following intersection

\[
\{ x \in \mathbb{R}^N : \text{dist}(x, \Omega) < \vartheta \} \cap \{ f(\bar{x}) < f(x) < f(\bar{x}) + \eta \}
\]

one has,

\[
\varphi'(f(x) - f(\bar{x})) \| \partial f(x) \|_\ast \geq 1.
\]  

(3.7.2)

It is well known that the class of functions definable in an o-minimal structure satisfies KL property [23, Theorem 14]. The exact definition of o-minimal structure is given in [23, Definition 6], which we record below. We require the definition of canonical projection \( \Pi: \mathbb{R}^{N+1} \to \mathbb{R}^N \) onto \( \mathbb{R}^N \), which is defined by

\[
\Pi(x_1, \ldots, x_N, t) = (x_1, \ldots, x_N).
\]

**Definition 3.7.0.2** (o-minimal structure [23, Definition 6]). An o-minimal structure on \( (\mathbb{R}, +, \cdot) \) is a sequence of boolean algebras \( \mathcal{O}_N \) of “definable” subsets of \( \mathbb{R}^N \), such that for each \( N \in \mathbb{N} \)

(i) if \( A \in \mathcal{O}_N \), then \( A \times R \) and \( R \times A \) belong to \( \mathcal{O}_{N+1} \);

(ii) if \( \Pi: \mathbb{R}^{N+1} \to \mathbb{R}^N \) is the canonical projection onto \( \mathbb{R}^N \) then for any \( A \in \mathcal{O}_{N+1} \), the set \( \Pi(A) \) belongs to \( \mathcal{O}_N \);

(iii) \( \mathcal{O}_N \) contains a family of algebraic subsets of \( \mathbb{R}^N \), that is, every set of the form

\[
\{ x \in \mathbb{R}^N : p(x) = 0 \},
\]

where \( p: \mathbb{R}^N \to \mathbb{R} \) is a polynomial function;

(iv) the elements of \( \mathcal{O}_1 \) are exactly the finite unions of intervals and points.

**Definition 3.7.0.3** (definable function [23, Definition 7]). Given an o-minimal structure \( \mathcal{O} \) (over \( (\mathbb{R}, +, \cdot) \)), a function \( f: \mathbb{R}^N \to \mathbb{R} \) is said to be definable in \( \mathcal{O} \) if its graph belongs to \( \mathcal{O}_{N+1} \).

Numerous functions and sets can be defined in an o-minimal structure, for example, sets and functions that are semi-algebraic and globally subanalytic. For a comprehensive discussion, we refer the reader to [21], [23, Section 4], [57] and [134, Section 4.5].

Semi-algebraic functions play a crucial role in this thesis. Hence, we briefly recall the definition of semi-algebraic sets and semi-algebraic functions as in [134, Definition 4.26].
Definition 3.7.0.4. A subset $S$ of $\mathbb{R}^N$ is a real semi-algebraic set if it is expressible as

$$S = \bigcup_{j=1}^{q} \bigcap_{i=1}^{p} \{ x \in \mathbb{R}^N \mid f_{i,j}(x) = 0, g_{i,j}(x) < 0 \},$$

where $f_{i,j}, g_{i,j}: \mathbb{R}^N \to \mathbb{R}, \ 1 \leq i \leq p, \ 1 \leq j \leq q, \ p,q \in \mathbb{N}$, are real polynomials. A function $f: \mathbb{R}^N \to \mathbb{R}$ is called a semi-algebraic function if its graph $\text{Graph} f$ is a semi-algebraic subset of $\mathbb{R}^{N+1}$. A set-valued mapping $F: \mathbb{R}^N \rightrightarrows \mathbb{R}^M$ is semi-algebraic if its graph $\text{Graph} F$ is a semi-algebraic subset of $\mathbb{R}^{N+M}$.

There are numerous examples of semi-algebraic sets and functions. We list below few of them from [21, 26, 134].

- All real polynomial functions are semi-algebraic.
- Indicator functions of semi-algebraic sets are semi-algebraic.
- The sparsity measure of a vector $x \in \mathbb{R}^N$ defined by $\|x\|_0$, that is the number of non-zero terms in $x$, is semi-algebraic (see [26, Example 5.2]).
- The $p$-norm of a vector $x \in \mathbb{R}^N$ defined by

$$\|x\|_p = \left( \sum_{i=1}^{d} |x_i|^p \right)^{\frac{1}{p}}$$

is semi-algebraic when $p$ is a rational number and not semi-algebraic when $p$ is an irrational number (see [26, Example 5.3]).

- We state the following results as in [54]. The semi-algebraic subsets of $\mathbb{R}$ are the unions of finitely many points and open intervals. If $A$ is semi-algebraic subset of $\mathbb{R}^N$ and $L \subset \mathbb{R}^N$ a line, then $L \cap A$ is the union of finitely many points and open intervals.

- Consider the following sets:

$$S_1 := \{ (x, y) \in \mathbb{R}^2 \mid y = \exp(x) \},$$
$$S_2 := \{ (x, y) \in \mathbb{R}^2 \mid \exists n \in \mathbb{N}, y = nx \},$$
$$S_3 := \{ (x, y) \in \mathbb{R}^2 \mid y = |x| \text{ or } (x \in \mathbb{Z} \text{ and } x \leq y \leq x + 1) \}.$$

The sets $S_1, S_2, S_3$ are not semi-algebraic.

- Then, the function given by $\frac{1}{2} \|A - UZ\|_F^2$, where $A \in \mathbb{R}^{M \times N}, U \in \mathbb{R}^{M \times K}$ and $Z \in \mathbb{R}^{K \times N}$, is semi-algebraic, as it is a real polynomial function. Even if $A$ is a fixed matrix, the function still remains semi-algebraic. Such problems arise in the context of matrix factorization, which we consider later in this thesis.

Verifying that a given function satisfies the KL property could be difficult, however in their seminal work [22], Bolte, Daniilidis and Lewis prove that any proper, lower semicontinuous and semi-algebraic function satisfies the KL property on its domain. This important result makes this proof technique very powerful, since we are familiar with many semi-algebraic functions that appear very often in applications. In fact, the same result holds for (possibly non-smooth) functions that are definable in an o-minimal structure [22, 23]. For examples and more details about the relations between KL and other important notions, see [22, 24].
and references therein. Instead of considering the further properties of semi-algebraic sets and functions, it is beneficial to consider the properties in the context of o-minimal structure as it is a more general notion. Hence, we now focus on the properties that arise in o-minimal structures. The following result shows that the functions definable in an o-minimal structure are closed under pointwise addition and multiplication. This is a standard result which can, for example, be found in [134, Corollary 4.32].

**Lemma 3.7.0.2.** Let $S, T \subset \mathbb{R}^M, S \cap T = \emptyset$, and let $f : S \rightarrow \mathbb{R}^N, g : T \rightarrow \mathbb{R}^N$ be maps that belong to $\mathcal{O}$. Then, pointwise addition and multiplication, $f + g$ and $f \cdot g$, restricted to $S \cap T$ belongs to $\mathcal{O}$.

The following result connects KL property to functions that are definable in an o-minimal structure.

**Theorem 3.7.0.3 ([23, Theorem 14]).** Any proper lower semi-continuous function $f : \mathbb{R}^N \rightarrow \mathbb{R}$ that is definable in an o-minimal structure $\mathcal{O}$ has the Kurdyka–Łojasiewicz property at each point of $\text{dom} \partial f$. Moreover the function $\varphi$ in Lemma 3.7.0.1 is definable in $\mathcal{O}$.

### 3.7.1 Discussion

KL property plays a crucial role in the convergence analysis of many optimization algorithms, such as Proximal Gradient Method [7], Bregman Proximal Gradient (BPG) [28], Proximal Alternating Linearized Minimization (PALM) based algorithms [26, 144] and many others. Usually, the essential conditions required for the global convergence analysis of certain optimization algorithms can be collected in an abstract manner, and are clearly summarized and studied in [7, 26]. Basically, the conditions that need to be verified are called “sufficient descent condition”, “relative error condition”, and “continuity condition”. The sequence satisfying such conditions is at-times called gradient-like descent sequence [28], which we detail in Section 9.4. In the context of KL functions, to prove the global convergence of the full sequence of iterates generated by certain optimization algorithm, it mostly suffices to prove that it is a gradient-like descent sequence.

In this thesis, we use the same technique in the analysis of the proposed algorithms, CoCaIn BPG in Chapter 5, Model BPG in Chapter 9, Model CoCaIn BPG in Chapter 10.
Chapter 4

Bregman distances

4.1 Abstract

The $L$-smad property, a generalization of the Lipschitz continuous gradient property, relies on the so-called Bregman distances, which are generalized proximity measures. In this chapter, we review the Bregman distance concept and recall some known properties. We also recall the $L$-smad property. The focus here is on proposing suitable Bregman distances to some popular objectives that arise in real world applications. We mainly focus on objectives that arise in matrix factorization, deep matrix factorization and deep non-linear neural networks, for which we verify the $L$-smad property. For this purpose, we propose novel Bregman distances suitable for the considered setting.
4.2 Introduction

The Euclidean distance is a standard tool that is very prevalent in the optimization field. It is used in concepts such as Lipschitz continuous gradient property, strong convexity, proximal algorithms and many others. In the introduction of this thesis, we mentioned that the Lipschitz continuous gradient property is restrictive, as it is based on quadratic bounds. Such quadratic bounds arise due to the usage of the Euclidean distance. This is because the Euclidean distance cannot capture all the geometries that arise in real world applications. Hence, generalized proximity measures are sought after. In this thesis, we are mainly interested in Bregman distances that generalize the Euclidean distance. Bregman distances are generated from so-called Legendre function (Definition 4.3.0.1), say $h$. Essentially, the Bregman distance is the difference between $h$ and the linear approximation of $h$. For illustrative purposes, let $h$ be convex and continuously differentiable over $\mathbb{R}^N$. Then, the Bregman distance $D_h$ between two points $x, y \in \mathbb{R}^N$ generated by $h$ is given by

$$D_h(x, y) = h(x) - (h(y) + \langle \nabla h(y), x - y \rangle),$$

where $h(y) + \langle \nabla h(y), x - y \rangle$ is the linear approximation of $h$ at $y$. We illustrate the Bregman distance using a simple function $h(x) = x^4$ in Figure 4.1.
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Figure 4.1: Illustration of the Bregman distance between two point $x, y \in \mathbb{R}$. Set $h(x) = x^4$. The Bregman distance is the difference between $h(x)$ and the linearization of $h$ at $y$ evaluated at $x$, which we denote via the red line segment.

Bregman distances were first considered in [34] in the context of projection onto the intersection of closed convex sets, which arises in the fields of image reconstruction, minimization of convex functions, statistical estimation and many others. Recently, Bregman distances became popular in various applications related to both convex and non-convex optimization, which we will discuss shortly. We are mainly interested in
one thread of research that involves proposing extensions to the Lipschitz continuous gradient property and developing related algorithms. Notably, such algorithms are applicable to various problems arising in machine learning, computer vision, statistics and many other fields (see Chapter 5, 6, 7, 8, 9, 10).

In this regard, for non-convex and non-smooth optimization, the extension of the Lipschitz continuous gradient property known as the $L$-smad property was proposed in [28] and it will be key to this thesis. Based on the $L$-smad property, the Bregman Proximal Gradient (BPG) algorithm was proposed in [28], which we recall in Chapter 5. BPG forms the foundation for the developing various algorithms, which will be the focus of subsequent chapters. In this chapter, our goals are

- to introduce the concept of Bregman distance and its properties,
- to introduce the $L$-smad property and discuss its significance,
- to discuss the algorithmic implications of the $L$-smad property,
- to explore various practical applications and develop suitable Bregman distances such that the $L$-smad property is satisfied.

### 4.2.1 Contributions

Our main contributions in this chapter involves proposing appropriate Bregman distances suitable for the objectives that arise in the context of matrix factorization, deep matrix factorization and deep neural network settings such that the $L$-smad property is satisfied. In particular, we list our contributions below.

- We propose a novel Bregman distance for matrix factorization problem (1.2.7) with the following auxiliary function (called kernel generating distance) with certain $c_1, c_2 > 0$:

\[
h(U, Z) = c_1 \left( \frac{\|U\|_F^2 + \|Z\|_F^2}{2} \right)^2 + c_2 \left( \frac{\|U\|_F^2 + \|Z\|_F^2}{2} \right),
\]

and verify the $L$-smad property. The generated Bregman distance embeds the crucial coupling between the variables $U$ and $Z$.

- For the matrix factorization problems, we connect with few parallel works and show that our Bregman distance results in the tightest value for $L$ in the $L$-smad property.

- Based on similar ideas used in the matrix factorization setting, we propose the Bregman distances suitable for deep matrix factorization problems and verify the $L$-smad property.

- Finally, we also consider both the regression and the classification problems that arise in the context of deep non-linear neural networks and propose suitable Bregman distances to satisfy the $L$-smad property.

- For the deep matrix factorization and the generic deep non-linear neural network settings, we rely on the Legendre functions that takes the following form:

\[
h(x) = \sum_{i=1}^{N} a_i \|x\|_2^{2i},
\]

where $a_i \geq 0$ for all $i \in \{1, \ldots, N\}$. The choice of $a_i$’s vary according to the setting in consideration.
4.2.2 Related work

As mentioned earlier, Bregman distances were first considered in [34] in the context of projection onto the intersection of closed convex sets. Earlier methods relied on Euclidean distances to generate an orthogonal projection, whereas with Bregman distances, non-orthogonal projections are possible. Various related settings were considered in [44, 45] that popularized Bregman distances further. Bregman distances also became popular in the context of proximal point algorithms [46, 160]. In the related works on maximal monotone operator setting, the Bregman distances were popularized due to [65]. The seminal Mirror Descent algorithm [14] incorporates Bregman distances in the update step, and such an update step can be interpreted as a Gradient Descent like step in the dual space based on the reference function that generates the Bregman distance.

Recently, there has been huge surge of work on Bregman distances [16, 37, 53, 66, 71, 91, 141, 161]. This is due to the flexibility one gains in modelling the proximity measures and the ability to design algorithms that are suitable for objectives that arise in machine learning, computer vision and many others contemporary research areas. In this regard, the so-called Bregman Proximal Gradient [28] and related algorithms (see Chapter 5, 9, 10) are increasingly becoming popular. A major drawback of using Bregman Proximal Gradient algorithms is that the update step is non-trivial to solve. However, at times the special structure of the Bregman distance can result in closed form update steps, simple case being Gradient Descent with the Euclidean distance. Also, for instance in the minimization problem obtained for deblurring an image under Poisson noise, one can obtain a closed form expression for an optimization subproblem using a Bregman distance generated by Burg’s entropy [139]. Various closed form update steps were also proposed in Chapter 6, 7, 8.

The crucial observation that Bregman distances can indeed be used to generalize the notion of Lipschitz continuous gradient was considered in [10]. However, their setting was restricted to convex problems. This was later mitigated in [28], via the $L$-smad property for non-convex problems. During the same time, closely related notions such as relative smoothness [109], and relative continuity [108] were also proposed based on Bregman distances. Before [10] and [109], the work in [20] also considered a generalization of the Lipschitz continuous gradient notion. More related references also include [98, 130]. We later see in this thesis that the $L$-smad property defined above can also be restrictive, and thus we propose the MAP property in Chapter 9 (based on a closely related work is [55]) to generalize the $L$-smad property even further. The Bregman Proximal Gradient algorithms detailed later in Chapter 5 rely on the $L$-smad property. Model BPG variants in Chapter 9 and Chapter 10 rely on the MAP property.

In order for the BPG or Model BPG based algorithms to be applicable, it is required to verify the $L$-smad or the MAP property. In this regard, we mainly tackle the objectives arising in matrix factorization, deep matrix factorization and deep neural networks. Bregman distances for structured matrix factorization problems were considered in [58, 84, 103, 162] along with our work in Section 4.5. Extensions to deep linear neural networks were considered in Section 4.6. We also propose suitable Bregman distances to various practical deep neural network settings in Section 4.7, 4.8. Bregman distances allow for many optimization algorithms, which were previously thought to be completely different to co-exist in a single algorithm, thus making the analysis simpler.

4.3 Bregman distances

In Chapter 1, it was mentioned that the Lipschitz continuous gradient property is restrictive and more general notion such as $L$-smad property is sought after. However, the $L$-smad property relies on generalized proximity
measures known as Bregman distances, which generalize the standard Euclidean distance. Bregman distances are generated from so-called Legendre functions, which is defined below.

**Definition 4.3.0.1** (Legendre function [149, Section 26]). Let $h : \mathbb{R}^N \to \overline{\mathbb{R}}$ be a proper lsc convex function. It is called:

(i) essentially smooth, if $h$ is differentiable on int dom $h$, with moreover $\|\nabla h(x_k)\| \to \infty$ for every sequence $(x_k)_{k \in \mathbb{N}} \in \text{int dom } h$ converging to a boundary point of dom $h$ as $k \to \infty$;

(ii) of Legendre type if $h$ is essentially smooth and strictly convex on int dom $h$.

Some properties of Legendre function include the following:

$$\text{dom } \partial h = \text{int dom } h, \text{ and } \partial h(x) = \{ \nabla h(x) \}, \forall x \in \text{int dom } h.$$ 

Additional properties can be found in [11, Section 2.3]. Legendre function has variants such as kernel generating distance [28], or a reference function [109]. Generic reference functions used in [109] are more general compared to Legendre functions, as they do not require essential smoothness. In this thesis, we only consider Legendre functions or kernel generating distances, which are almost equivalent and the discussion is provided below. We provide below the definition of kernel generating distance, which was recently stated in [28] (in this respect see also [8]).

**Definition 4.3.0.2.** (Kernel Generating Distance) Let $C$ be a nonempty, convex and open subset of $\mathbb{R}^N$. Associated with $C$, a function $h : \mathbb{R}^N \to (-\infty, +\infty]$ is called a kernel generating distance if it satisfies the following:

(i) $h$ is proper, lower semicontinuous and convex, with dom $h \subset \overline{C}$ and dom $\partial h = C$.

(ii) $h$ is $C^1$ on int dom $h \equiv C$.

We denote the class of kernel generating distances by $G(C)$.

A strictly convex kernel generating distance function is equivalent to the Legendre function, due to the following standard result (for example, see [148, Theorem 26.1]).

**Definition 4.3.0.3.** Let $h : \mathbb{R}^N \to \overline{\mathbb{R}}$ be a proper, lsc and convex function. The following statements are equivalent:

(i) $h$ is essentially smooth.

(ii) $\partial h(x) = \{ \nabla h(x) \}$ when $x \in \text{int dom } h$, while $\partial h(x) = \emptyset$ for $x \notin \text{int dom } h$.

(iii) $\text{dom } \partial h = \text{int dom } h \neq \emptyset$.

The significance of kernel generating distance is as follows. In several optimization problems that arise in practical applications, it is the case that the objective function is optimized over a nonempty, convex and open set $C \subset \mathbb{R}^N$. At times, it is conducive for optimization if the set $C$ is assigned to a kernel generating function $h$, such that the sub-problems that arise in algorithms (for example, see Chapter 5) essentially become unconstrained.
4.3. Bregman distances

The Bregman distance associated with any Legendre function $h$ or a kernel generating distance is defined by

$$D_h(x, y) = h(x) - h(y) - \langle x - y, \nabla h(y) \rangle, \quad \forall x \in \text{dom } h, \ y \in \text{int dom } h. \quad (4.3.1)$$

This object is not a distance according to the classical definition (for example, it is not symmetric in general). However, the Bregman distance between two points is nonnegative if and only if the function $h$ is convex. If $h$ is known to be strictly convex, we have that $D_h(x, y) = 0$ if and only if $x = y$. The classic example of a Bregman distance is the squared Euclidean distance, which is generated by $h(x) = (1/2)\|x\|^2$. For more examples, results and applications of Bregman distances, see [11, 46, 65, 160, 161] and references therein.

### 4.3.1 Properties

For this section, we use the results stated in [139, Section 3]. The class of proper, closed, convex Legendre functions is denoted by $\mathcal{L}$.

**Proposition 4.3.1.1.** Let $h \in \mathcal{L}$ and $D_h$ be the associate Bregman distance.

(i) $D_h$ is strictly convex on every convex subset of $\text{dom } \partial h$ with respect the first argument.

(ii) For $y \in \text{int dom } h$, it holds that $D_h(x, y) = 0$ if and only if $x = y$.

(iii) For $x \in \mathbb{R}^N$ and $u, v \in \text{int dom } h$ the following three point identity holds:

$$D_h(x, u) = D_h(x, v) + D_h(v, u) + \langle x - v, \nabla h(v) - \nabla h(u) \rangle. \quad (4.3.2)$$

**Proof.** (i) and (ii) follow directly from the definition of $h$ being essentially strictly convex. (iii) is stated in [12, Prop. 2.3]. It follows from the definition of a Bregman distance. $\square$

### 4.3.2 Examples

Prominent examples of Bregman distances can be found in [10, Example 1, 2]. We provide some examples below. For any vector $x \in \mathbb{R}^N$, the $i$th coordinate is denoted by $x_i$.

- Bregman distance generated from $h(x) = \frac{1}{2}\|x\|^2$ is equivalent to the Euclidean distance. Here, the conjugate is given by $h^*(y) = \frac{1}{2}\|y\|^2$.

- Let $x, \tilde{x} \in \mathbb{R}^N_+$, for $h(x) = -\sum_{i=1}^N \log(x_i)$ (Burg’s entropy), the generated Bregman distance is

$$D_h(x, \tilde{x}) = \sum_{i=1}^N \left( \frac{x_i}{\tilde{x}_i} - \log \left( \frac{x_i}{\tilde{x}_i} \right) - 1 \right).$$

Such distances are helpful in Poisson linear inverse problems [10, 139] (Chapter 9). Here, the conjugate is given by $h^*(y) = -\sum_{i=1}^N \log(-y_i) - 1$ with $\text{dom } h^* = \mathbb{R}^N_-$, where $\mathbb{R}^N_- := (-\infty, 0) \times \ldots \times (-\infty, 0)$.

- Let $x \in \mathbb{R}^N_+$, $\tilde{x} \in \mathbb{R}^N_+$, for $h(x) = \sum_{i=1}^N x_i \log(x_i)$ (Boltzmann–Shannon entropy), with $0 \log(0) := 0$, the Bregman distance is given by

$$D_h(x, \tilde{x}) = \sum_{i=1}^N x_i (\log(x_i) - \log(\tilde{x}_i)) - (x_i - \tilde{x}_i).$$
Such distances are helpful to handle simplex constraints \cite{14}. Here, the conjugate is given by \( h^*(y) = \sum_{i=1}^{N} \exp(y_i) - N \) with \( \text{dom } h^* = \mathbb{R}^N \).

- Phase retrieval problems \cite{28} (standard phase retrieval problem mentioned in Section 1.2.1) use the Bregman distance based on the Legendre function \( h \) defined on \( \mathbb{R}^N \) as:
  \[
  h(x) = \frac{1}{4} \|x\|_4^4 + \frac{1}{2} \|x\|_2^2 .
  \]
  Here, the conjugate is given by \( h^*(y) = \frac{3}{4} \|y\|_4^4 + \frac{1}{2} \|y\|_2^2 \) with \( \text{dom } h^* = \mathbb{R}^N \).

- In Section 4.5, we show that matrix factorization problems use the Bregman distance based on the Legendre function \( h \) defined on \( \mathbb{R}^{N_1} \times \mathbb{R}^{N_2} \) as:
  \[
  h(x_1, x_2) = c_1 \left( \frac{\|x_1\|_2^2 + \|x_2\|_2^2}{2} \right)^2 + c_2 \left( \frac{\|x_1\|_2^2 + \|x_2\|_2^2}{2} \right) ,
  \]
  with certain \( c_1, c_2 > 0 \) and \( N_1, N_2 \in \mathbb{N} \). Here, the conjugate function \( h^* : \mathbb{R}^{N_1} \times \mathbb{R}^{N_2} \to \mathbb{R} \) is given by
  \[
  h^*(y_1, y_2) = \frac{3c_1}{4 (c_1^2)} \left( \|y_1\|_2^2 + \|y_2\|_2^2 \right)^{\frac{4}{3}} + \frac{1}{2 c_2} \left( \|y_1\|_2^2 + \|y_2\|_2^2 \right) ,
  \]
  with full domain.

- In deep neural networks (see Section 4.6, 4.7, 4.8), the following Legendre functions are prominent:
  \[
  h(x) = \sum_{i=1}^{N} a_i \|x\|_{2i}^{2i} ,
  \]
  where \( a_i \geq 0 \) for all \( i \in \{1, \ldots, N\} \). Here, the value of \( N \) varies according to the setting under consideration. Here, the conjugate is given
  \[
  h^*(y) = \sum_{i=1}^{N} a_i (2i - 1) \left( \frac{1}{c_i} \right)^{\frac{2i}{2i - 1}} \|y\|_{2i}^{2i} ,
  \]
  with full domain.

- Fermi-Dirac entropy is given by \( h(x) = x \log(x) + (1-x) \log(1-x) \) with \( \text{dom } h = [0, 1] \). The conjugate of the Fermi-Dirac entropy is given by \( h^*(y) = \log(1 + \exp(y)) \) with \( \text{dom } h^* = \mathbb{R} \).

- Hellinger function is given by \( h(x) = -\sqrt{1-x^2} \) with \( \text{dom } h = [-1, 1] \). The conjugate is given by \( h^*(y) = \sqrt{1+y^2} \) with \( \text{dom } h^* = \mathbb{R} \).

### 4.4 The Bregman framework

In this section we detail the recent concept of smooth adaptable functions (functions satisfying the \( L \)-smad property), which in some sense extends and generalizes the class of smooth functions with globally Lipschitz continuous gradient.
We focus on additive composite problems given by:

\[(P) \quad \inf \left\{ f \equiv f_0(x) + f_1(x) : x \in \Omega \right\},\]

where \(f_0, f_1\) satisfy Assumption A given below. One important feature of using Bregman distances in optimization algorithms is the ability of relate the constraint set \(C\) to a certain kernel generating distances function \(h \in \mathcal{G}(C)\). For the rest of the chapter, we make the following assumption.

**Assumption A.**

(i) \(h \in \mathcal{G}(C)\) with \(\overline{\text{dom} \ h} = C\).

(ii) \(f_0 : \mathbb{R}^N \to (-\infty, +\infty]\) is a proper and lower semicontinuous function (possibly non-convex) with \(\text{dom} \ f \cap C \neq \emptyset\).

(iii) \(f_1 : \mathbb{R}^N \to (-\infty, +\infty]\) is a proper and lower semicontinuous function (possibly non-convex) with \(\text{dom} \ h \subset \text{dom} \ f_1\), which is continuously differentiable on \(C\).

(iv) \(v(P) := \inf \left\{ f(x) : x \in \Omega \right\} > -\infty\).

### 4.4.1 Smooth adaptable functions

Here, we deal with the non-convex optimization model \((P)\) where the gradient of the smooth function \(f_1\) is not globally Lipschitz. Recently, Bauschke, Bolte and Teboulle [10], observed that the property of having a Lipschitz continuous gradient can be interpreted equivalently as a certain convexity condition on the function itself (see description above (1.1.5) in Chapter 1). This opens the gate for generalizing known results in the convex setting. It was extended to the non-convex setting in [28] with the concept of smooth adaptable functions given below.

**Definition 4.4.1.1 (L-smooth adaptable).** A pair \((f_1, h)\) is called L-smooth adaptable (L-smad) on \(C\) if there exists \(L > 0\) such that \(Lh - f_1\) and \(Lh + f_1\) are convex on \(C\).

Note that the L-smad property considered in Chapter 1 is a special case of the above definition with \(C = \mathbb{R}^N\). The optimization model \((P)\) appears with a smooth term in the objective function which is very common in many fields of applications. For L-smooth adaptable functions, we will use the following extended version of the Descent Lemma (see [28, Lemma 2.1, p. 2134]).

**Lemma 4.4.1.1 (Extended Descent Lemma).** The pair of functions \((f_1, h)\) is L-smooth adaptable on \(C\) if and only if:

\[ |f_1(x) - f_1(y) - \langle \nabla f_1(y), x - y \rangle | \leq LD_h(x, y), \quad \forall \ x, y \in \text{int} \ \text{dom} \ h. \] (4.4.1)

**Remark 4.4.1.1 (Invariance to strong convexity).** We would like to note that the L-smooth adaptable property is invariant when \(h\) is additionally assumed to be \(\sigma\)-strongly convex. Indeed, as described in [28], since convexity of \(f_1\) is not needed, we can define \(\omega(x) := (\sigma_1/2) \|x\|^2\), and then for any \(0 < \sigma_1 < \sigma\), we have

\[ Lh - f_1 = L(h - \omega) - (f_1 - L\omega) := L\bar{h} - \bar{f}_1, \]

namely, the new pair \((\bar{f}_1, \bar{h})\) satisfies the L-smad property on \(C\).

Based on the L-smad property, provably globally convergent algorithms can be developed, which is the main focus on Chapter 5. We already illustrated the L-smad property in Figure 1.2. Now, we focus on providing few practical examples of the L-smad property. To this regard, we focus on objectives that arise in the context of matrix factorization, deep matrix factorization and deep non-linear neural networks. We design the Bregman distances for each of the mentioned setting and verify the L-smad property.
4.5 Bregman distance for matrix factorization

Matrix factorization has numerous applications in machine learning [112, 156], computer vision [48, 82, 157, 170], bio-informatics [35, 155] and many others. Given a matrix $A \in \mathbb{R}^{M \times N}$, one is interested in the factors $U \in \mathbb{R}^{M \times K}$ and $Z \in \mathbb{R}^{K \times N}$ such that $A \approx UZ$ holds. This is usually cast into the following non-convex optimization problem

$$
\min_{U \in \mathcal{U}, Z \in \mathcal{Z}} \left\{ f \equiv \frac{1}{2} \| A - UZ \|_F^2 + R_1(U) + R_2(Z) \right\},
$$

where $R_1, R_2$ are regularization terms, $\frac{1}{2} \| A - UZ \|_F^2$ is the data-fitting term, and $\mathcal{U}, \mathcal{Z}$ are the constraint sets for $U$ and $Z$ respectively. Here, $R_1(U)$ and $R_2(Z)$ can be potentially non-convex extended real valued functions and possibly non-smooth.

Denote $f_1(U, Z) := \frac{1}{2} \| A - UZ \|_F^2$ and $f_0(U, Z) := R_1(U) + R_2(Z)$. We prove the $L$-smad property for $f_1$. The kernel generating distance is a linear combination of

$$
h_1(U, Z) := \left( \frac{\| U \|_F^2 + \| Z \|_F^2}{2} \right)^2 \quad \text{and} \quad h_2(U, Z) := \frac{\| U \|_F^2 + \| Z \|_F^2}{2},
$$

(4.5.2)

**Proposition 4.5.0.1.** Let $f_1, h_1, h_2$ be as defined above. Then, for $L \geq 1$, the function $f_1$ satisfies the $L$-smad property with respect to the following kernel generating distance

$$
h_a(U, Z) = 3h_1(U, Z) + \| A \|_F h_2(U, Z).
$$

(4.5.3)

The proof is given in Section A.2 in the appendix. The Bregman distances considered in [28] are separable and are not applicable for matrix factorization problems. The inherent coupling between two subsets of variables $U, Z$ is the main source of non-convexity in the objective $f_1$. The kernel generating distance (in particular $h_1$) contains the interaction/coupling terms between $U$ and $Z$ which makes it amenable for matrix factorization problems.

4.5.1 Connection to related work in 2D setting

We briefly consider a two dimensional matrix factorization problem to compare various related strategies [28, 103] to compute the appropriate Bregman distance. In this regard, we use three strategies to develop suitable Bregman distances, namely, method 1 from [28], method 2 from [103] and method 3 from our setting.

**Method 1.** Consider the setting of standard phase retrieval from Section 1.2.1 (also see Chapter 5). Denote $A_i := a_i a_i^T$,

$$
f_1(x) = \frac{1}{4} \sum_{i=1}^m \left( \langle x, A_i x \rangle - b_i^2 \right)^2, \quad \text{and} \quad h(x) = \frac{1}{4} \| x \|_2^4 + \frac{1}{2} \| x \|_2^2.
$$

As per [28, Lemma 5.1], the function $Lh - f_1$ is convex, where

$$
L \geq \sum_{i=1}^m \left( 3 \| A_i \|^2 + \| A_i \| \| b_i^2 \| \right).
$$
In the setting of two dimensions using \( x = (x_1, x_2) \), \( m = 1 \) and \( A_1 = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), we obtain the matrix factorization problem in 2D. Then, with
\[
L \geq \left( \frac{3}{2} + \frac{1}{\sqrt{2}} |b_1^2| \right), \quad h(x_1, x_2) = \frac{1}{4}(x_1^2 + x_2^2)^2 + \frac{1}{2}(x_1^2 + x_2^2),
\]
the function \( Lh - f_1 \) is convex. In other words, the following function is convex, with certain \( \theta \geq 1 \),
\[
\theta \left( \frac{3}{2} + \frac{1}{\sqrt{2}} |b_1^2| \right) \left( \frac{1}{4} \|x\|_2^4 \right) + \frac{1}{\min\{c_1, c_2\}} \cdot h_1(x) := \frac{c_1}{4} \|x\|_2^4 + \frac{c_2}{2} \|x\|_2^2 - f_1.
\]
Then, with \( c_1 = \frac{3}{2}, c_2 = \frac{b_1^2}{2} \), we can deduce that \( L_1 h_1 - f_1 \) is convex, where
\[
L_1 \geq \left( \frac{3}{2} + \frac{1}{\sqrt{2}} |b_1^2| \right) \frac{1}{\min\{c_1, c_2\}}.
\]
Rewriting \( L_1 \) lower bound, we obtain that
\[
L_1 \geq (\sqrt{2}b_1^2 + 3) \max \left\{ \frac{1}{3}, \frac{1}{b_1^2} \right\}.
\]

Method 2. From the method in [103], after a brief calculation, we obtain that with the following Legendre function
\[
h_2(x_1, x_2) = \frac{3}{2} \left( \frac{x_1^2 + x_2^2}{4} \right)^2 + \frac{b_1^2}{2} \left( \frac{x_1^2 + x_2^2}{2} \right) + 1,
\]
and with any
\[
L_2 \geq (\sqrt{2}b_1^2 + 3) \max \left\{ \frac{1}{3}, \frac{1}{b_1^2} \right\},
\]
the function \( L_2 h_2 - f_1 \) is convex. Note that the constant in the Legendre function is not affecting the convexity of \( L_2 h_2 - f_1 \).

Method 3. With the matrix factorization setting which we proposed in this chapter, we deduce that with
\[
h_3(x_1, x_2) = c_1 \left( \frac{x_1^2 + x_2^2}{2} \right)^2 + c_2 \left( \frac{x_1^2 + x_2^2}{2} \right),
\]
c_1 = \frac{3}{2} and \( c_2 = \frac{b_1^2}{2} \), the function \( L_3 h_3 - f_1 \) is convex for \( L_3 \geq 1 \).

As illustrated above, it is clear that \( L_3 \) gives the tightest value on the choice of scaling factor required for the Legendre function. This implies that our analysis in the context of matrix factorization is the tightest. In regard to method 1, the immediate relation to the matrix factorization problem was not clear. Additionally, the matrix \( A_i \) is required to be symmetric, thus generalization of above mentioned strategy in method 1 may fail in higher dimensions.
We continue the matrix factorization setting in Chapter 6, where we illustrate the efficient applicability of BPG based algorithms based on the proposed Bregman distances.

4.6 Bregman distances for deep matrix factorization

Matrix factorization problems consider only two factors and it is natural to consider extensions that involve arbitrary number of factors. Deep matrix factorization deals with this setting, which is our main focus in this section. We note that the Bregman distance proposed for matrix factorization is not valid for the deep matrix factorization setting involving an arbitrary number of factors. The main contribution of this section is to derive Bregman distances suitable for performing deep matrix factorization with a quadratic loss. Such a problem is equivalent to training a so-called deep linear neural network, which is an important and interesting optimization problem. As remarked by [77] and in view of [49, 92, 169, 175], it is well justified to study the theoretically more tractable deep linear neural networks instead of the more challenging deep nonlinear networks (Section 4.7, 4.8). Deep matrix factorization model also has applications in matrix completion (c.f. Section 7.6).

Based on the additive composite problem setting in Section 4.4, the deep matrix factorization problem or equivalently training a so-called deep linear neural network (DLNN) model involves solving the following optimization problem:

$$\min_{W_i \in W_i, \forall i \in \{1, \ldots, N\}} f_1(W) + f_0(W),$$

where

$$f_1(W) := \frac{1}{2} \|W_1 W_2 \cdots W_N X - Y\|_F^2,$$

$$f_0$$ is possibly a regularization term, and $$N$$ denotes the number of layers. Here, we set $$f_0$$ to be a zero function, as our main focus here is to provide suitable Bregman distances such that $$f_1$$ is L-smad with respect to $$h$$. Furthermore, we denote by $$W_i = \mathbb{R}^{d_i \times d_{i+1}}$$ where $$d_i \in \mathbb{N}$$ for all $$i \in \{1, \ldots, N\}$$. Let $$d_{N+1} = d$$ and $$X \in \mathbb{R}^{d \times n_T}$$ be fixed, where $$n_T \in \mathbb{N}$$, which typically corresponds to the number of training samples. Similarly we have fixed $$Y \in \mathbb{R}^{d_1 \times n_T}$$, which typically corresponds to the labels of the inputs in $$X$$. We denote by $$W := (W_1, \ldots, W_N)$$, meaning $$W$$ lies in the product space $$W := \mathcal{W}_1 \times \cdots \times \mathcal{W}_N$$, equipped with the norm $$\|W\|_F^2 := \sum_{i=1}^N \|W_i\|_F^2$$.

We focus on $$N \geq 2$$ in this section.

To prove the L-smad property we consider its characterization via the Hessian. More precisely, if $$h$$ and $$f_1$$ are twice continuously differentiable, $$Lh - f_1$$ and $$f_1 + Lh$$ are convex if and only if $$L \nabla^2 h(x) \succeq \nabla^2 f_1(x)$$ and $$-L \nabla^2 h(x) \preceq \nabla^2 f_1(x)$$, i.e., the eigenvalues of the Hessian of $$f_1$$ are bounded by the eigenvalues of the Hessian of $$Lh$$. Our analysis suggests that the odd and the even case have to be considered separately.

**Even number of layers.** Let $$N$$ be even and define the following functions:

$$H_1(W) := \left(\frac{\|W\|_F^2}{N}\right)^N, \quad H_2(W) := \left(\frac{\|W\|_F^2}{N}\right)^{\frac{N}{2}}.$$

Then, we have the following result, which shows that for an appropriate linear combination of $$H_1$$ and $$H_2$$ we obtain the L-smad property for $$f_1$$ in (4.6.1).
**Proposition 4.6.0.1.** Let \( H_1, H_2 \) be as defined above and let \( f_1 \) be as in (4.6.1). Then, for \( L = 1 \), the function \( f_1 \) satisfies the \( L \)-smad property with respect to the following kernel generating distance

\[
H_a(W) = c_1(N) H_1(W) + c_2(N) H_2(W),
\]

where we have

\[
c_1(N) = \frac{(2N - 1)N^N}{2N!} \|X\|_F^2, \quad c_2(N) = \frac{\|Y\|_F \|X\|_F (N - 1)N^{N-2}}{(N - 2)\frac{N-1}{2}}.
\]

The proof is given in Section A.3.1 in the appendix.

Note that \( H_a \) is a polynomial of order \( 2N \) as a linear combination of a degree \( 2N \) and a degree \( N \) polynomial. The resulting Bregman distances are data-dependent. More precisely, the coefficients \( c_1(N) \) and \( c_2(N) \) are dependent on the number of layers, \( X \) and \( Y \). We remark that for \( N = 2 \) and \( \|X\|_F = 1 \), this matches the results from Section 4.5 for the matrix factorization problems.

**Odd number of layers.** Let \( N \) be odd and denote

\[
H_3(W) := \left( \frac{\|W\|_F^2 + 1}{N + 1} \right)^{\frac{N+1}{2}}.
\]

As the following proposition reveals, the loss function for the odd case is \( L \)-smooth adaptable with respect to a degree \( 2N \) polynomial \( H_b \) which is given as a linear combination of \( H_1 \) and \( H_3 \).

**Proposition 4.6.0.2.** Let \( H_1, H_3 \) be as defined above and let \( f_1 \) be as in (4.6.1). Then, for \( L = 1 \), the function \( f_1 \) satisfies the \( L \)-smad property with respect to the following kernel generating distance

\[
H_b(W) = c_1(N) H_1(W) + c_3(N) H_3(W),
\]

where we have

\[
c_1(N) = \frac{(2N - 1)N^N}{2N!} \|X\|_F^2, \quad c_3(N) = \frac{\|Y\|_F \|X\|_F (N - 1)(N + 1)^{\frac{N+1}{2}}}{(N - 2)^{\frac{N+1}{2}}}.\]

The proof is given in Section A.3.3 in the appendix.

Like in the even case \( H_1 \) is a polynomial of order \( 2N \). However, here \( H_2 \) is not applicable as \( N \) is odd. We fix this issue using \( H_3 \), a polynomial of order \( N + 1 \). Note that the analysis of the objective results in a polynomial of degree only \( N \). This is automatically resolved with \( H_3 \), because the constant term 1 in \( H_3 \) allows for certain terms to be of order \( N \), while preserving the convexity of \( H_3 \). Note that this is just one potential way to obtain polynomials of order \( N \). We show that the proposed Bregman distances are efficient to implement in practice.

**Strong convexity of \( h \).** The global convergence result of BPG in [28] (also Theorem 7.3.2.1) relies on the strong convexity of \( h \). We denote \( \sigma \) as the strong convexity parameter. For \( N = 2 \) the strong convexity is
satisfied directly by $H_a$. Denote the following:

$$H_4(W) := \frac{\|W\|_F^2}{N}.$$  

For even $N > 2$, with $\rho > 0$, we use the following $h$:

$$h(W) = H_a(W) + \rho H_4(W),$$

for which $\sigma = \frac{2\rho}{N}$. For odd $N > 2$, with $\rho > 0$, we use the following $h$:

$$h(W) = H_b(W) + \rho H_4(W),$$

thus $\sigma = \frac{1}{(N+1)\frac{N}{2}} + \frac{2\rho}{N}$. We fix $\rho$ in the initialization phase of the algorithms.

In Chapter 7, we explore the application of BPG and other BPG based methods based on the Bregman distances proposed in this section, to solve deep matrix factorization problems. We now embark on deep non-linear neural networks with possibly more than two factors.

### 4.7 Bregman distances for deep neural networks - Regression setting

Deep non-linear neural networks form a major chunk of the research in the field of machine learning in the recent times [77, 96, 105, 146]. This is due to the state of the art performance attained by deep neural networks in various research areas of machine learning, such as computer vision, natural language processing and many others. For an introduction to deep neural networks, we recommend the reader to the book [77].

Deep non-linear neural networks rely on so-called non-linear activation functions, whereas in deep matrix factorization setting we use only the linear activation functions. Our focus here is on the regression problems that arise in the context of deep learning, whereas in the next section we focus on the classification problems.

We describe below the objective that arises in regression setting with deep (non-linear) neural networks. Denote $W_i = \mathbb{R}^{d_i \times d_{i+1}}$ where $d_i \in \mathbb{N}$ for all $i \in \{1, 2, \ldots, N\}$ where $N$ is a positive integer such that $N \geq 2$. Also, $d_{N+1} = d$, $X \in \mathbb{R}^{d_1 \times n_T}$, $Y \in \mathbb{R}^{d \times n_T}$ be fixed, where $n_T \in \mathbb{N}$. Typically, $Y$ denotes the labels/targets for the inputs $X$ and $n_T$ corresponds to the number of training samples. Moreover, $W := (W_1, \ldots, W_N)$ and $W \in W := W_1 \times \cdots \times W_N$. Also, we denote $\|W\|_F^2 := \sum_{i=1}^N \|W_i\|_F^2$, which is the induced norm on the product space $W$. The optimization problem suitable for the regression setting with deep non-linear neural networks is:

$$\min_{W_i \in W_i, \forall i \in [N]} \left\{ f_1(W) := \frac{1}{2} \|\sigma_N(W_N \cdots \sigma_1(W_1 X)) - Y\|_F^2 \right\},$$

where $\sigma_i : \mathbb{R} \to \mathbb{R}$ for $i \in \{1, \ldots, N\}$ are activation functions, which are applied element-wise. We will discuss the exact properties of the activation functions later in this section. Note that when $\sigma(x) = x$, we obtain the deep matrix factorization setting.

#### 4.7.1 Activation functions

Henceforth, we consider the following assumption on the so-called activation functions $\sigma_1, \ldots, \sigma_N$. 
Assumption B. Let $\sigma : \mathbb{R} \to \mathbb{R}$ be an activation function that is twice continuously differentiable. There exist certain constants $D, E, F > 0, C \geq 0$ such that the following conditions hold true for any $x \in \mathbb{R}$:

$$\sigma(x) \leq C|x| + D, \quad \sigma'(x) \leq E, \quad \sigma''(x) \leq F.$$ 

The following are examples of popular activation functions that satisfy Assumption B.

**Sigmoid activation function.** The sigmoid activation function $\sigma_1 : \mathbb{R} \to \mathbb{R}$ is given by

$$\sigma_1(t) = \frac{1}{1 + e^{-t}}.$$ 

The first and second order derivatives of $\sigma_1$ are given by

$$\sigma'_1(t) = \sigma_1(t)(1 - \sigma_1(t)), \quad \sigma''_1(t) = \sigma'_1(t) - 2\sigma'_1(t)\sigma_1(t).$$ 

It is easy to see that $\sigma_1$ satisfies Assumption B with $C = 0, D = 1, E = 1, F = 1$.

**Tanh activation function.** The tanh activation function is $\sigma_2 : \mathbb{R} \to \mathbb{R}$ is given by

$$\sigma_2(t) = \tanh(t).$$ 

It’s first and second order derivatives are given by

$$\sigma'_2(t) = 1 - \sigma_2(t)^2, \quad \sigma''_2(t) = -2\sigma_2(t)(1 - \sigma_2(t)^2).$$ 

It is easy to see that $\sigma_2$ satisfies Assumption B with $C = 0, D = 1, E = 1, F = \frac{4}{3\sqrt{3}}$.

**Softplus activation function.** Let $\alpha > 0$, the softplus activation function is $\sigma_3 : \mathbb{R} \to \mathbb{R}$ is given by

$$\sigma_3(t) = \frac{1}{\alpha} \log(1 + e^{\alpha t}).$$ 

It’s first and second order derivatives are given by

$$\sigma'_3(t) = \frac{e^{\alpha t}}{1 + e^{\alpha t}}, \quad \sigma''_3(t) = \alpha \frac{e^{\alpha t}}{1 + e^{\alpha t}} - \alpha \frac{e^{2\alpha t}}{(1 + e^{\alpha t})^2} = \alpha \frac{e^{\alpha t}}{(1 + e^{\alpha t})^2}.$$ 

Following the calculation in [129], we deduce that $\sigma_3(t) \leq \frac{\log 2}{\alpha} + |t|$. It is easy to see that $\sigma_3$ satisfies Assumption B with $C = 1, D = \frac{\log 2}{\alpha}, E = 1, F = \alpha$.

4.7.2 Regression setting

Recall the following Generalized AM-GM inequality. Let $a_1, \ldots, a_N$ be non-negative real numbers then the following inequality holds true

$$a_1a_2 \ldots a_N \leq \left( \frac{a_1 + a_2 + \ldots + a_N}{N} \right)^N.$$
The mapping $S_N : W \to \mathbb{R}^{d_1 \times n}$ is given by
$$S_N(W_1, \ldots, W_N) := \sigma_N(W_N \ldots \sigma_1(W_1X)).$$

Similarly, we denote the mappings $S_{N-1}, \ldots, S_1$ and $S_0 := X$.

In order to analyse the $L$-smad property, we need to be aware of the second order terms that arise in the Taylor expansion of the objective. The objective in (4.7.1) relies on $S_N$. Thus, we initially consider both the first and second order terms of $S_N$, using the following result. For the purpose of ease of understanding, we now consider $N = 2$. However, we later consider a generic positive integer $N$.

**Lemma 4.7.2.1.** Consider $N = 2$ and let $H_1 \in W_1$ and $H_2 \in W_2$. Consider the mapping $S_2(W_1, W_2) := \sigma_2(W_2\sigma_1(W_1X))$ and in the expansion $S_2(W_1 + H_1, W_2 + H_2)$, the first order term containing $H_1$ is given by
$$\sigma'_2(W_2\sigma_1(W_1X)) \circ (W_2(\sigma'_1(W_1X) \circ (H_1X))),$$
the first order term containing $H_1$ is given by
$$\sigma'_2(W_2\sigma_1(W_1X)) \circ (H_2\sigma_1(W_1X)),$$
the second order term containing $H_1$ is given by
$$\sigma'_2(W_2\sigma_1(W_1X)) \circ \left( W_2 \left( \frac{1}{2} \sigma''_1(W_1X) \circ (H_1X) \circ (H_1X) \right) \right),$$
the second order term containing $H_2$ is given by
$$\frac{1}{2} \sigma''_2(W_2\sigma_1(W_1X)) \circ (H_2\sigma_1(W_1X)) \circ (H_2\sigma_1(W_1X)),$$
and the second order term which couples $H_1$ and $H_2$ is given by
$$\sigma'_2(W_2\sigma_1(W_1X)) \circ (H_2(\sigma'_1(W_1X) \circ (H_1X))).$$

**Proof.** Considering the expansion
$$S_2(W_1 + H_1, W_2 + H_2) := \sigma_2((W_2 + H_2)\sigma_1((W_1 + H_1)X)).$$

We find the first order term containing $H_1$ of the above given expansion by setting $H_2 = 0$. Similarly, we obtain the first order term containing $H_2$ by setting $H_1 = 0$. We provide the calculation for first order term containing $H_1$. Considering the first order expansion of $\sigma_1((W_1 + H_1)X)$ ignoring the higher order terms, we obtain the following:
$$\sigma_1(W_1X + H_1X) = \sigma_1(W_1X) + \sigma'_1(W_1X) \circ (H_1X),$$
where we used the fact that $\sigma_1$ is applied element-wise. Then, we obtain the following:
$$\sigma_2(W_2\sigma_1(W_1X + H_1X))$$
$$= \sigma_2(W_2(\sigma_1(W_1X) + \sigma'_1(W_1X) \circ (H_1X))),$$
$$= \sigma_2(W_2\sigma_1(W_1X) + W_2(\sigma'_1(W_1X) \circ (H_1X))),$$
$$= \sigma_2(W_2\sigma_1(W_1X) + \sigma'_2(W_2\sigma_1(W_1X)) \circ (W_2(\sigma'_1(W_1X) \circ (H_1X)))).$$
where in the first step we used the first order expansion of $\sigma_1$ and in the last step we used the first order expansion of $\sigma_2$. Similarly, to find the first order term containing $H_2$, we set $H_1 = 0$. Then, we obtain the following:

$$\sigma_2((W_2 + H_2)\sigma_1(W_1 X))$$
$$= \sigma_2(W_2\sigma_1(W_1 X) + H_2\sigma_1(W_1 X)),$$
$$= \sigma_2(W_2\sigma_1(W_1 X)) + \sigma'_2(W_2\sigma_1(W_1 X)) \circ (H_2\sigma_1(W_1 X)),$$

where in the last step we used the first order expansion of $\sigma_2$. In order to find the second order term containing only $H_1$, using the following second order expansion

$$\sigma_1(W_1 X + H_1 X) = \sigma_1(W_1 X) + \sigma'_1(W_1 X) \circ (H_1 X) + \frac{1}{2} \sigma''_1(W_1 X) \circ (H_1 X) \circ (H_1 X).$$

We are only interested in the second order term, thus we ignore the $\sigma'_1(W_1 X) \circ (H_1 X)$ in the above expansion. Now, we obtain

$$\sigma_2(W_2(\sigma_1(W_1 X) + \frac{1}{2} \sigma''_1(W_1 X) \circ (H_1 X) \circ (H_1 X)))$$
$$= \sigma_2 \left( W_2\sigma_1(W_1 X) + W_2 \left( \frac{1}{2} \sigma''_1(W_1 X) \circ (H_1 X) \circ (H_1 X) \right) \right),$$
$$= \sigma_2(W_2\sigma_1(W_1 X)) + \sigma'_2(W_2\sigma_1(W_1 X)) \circ (W_2 \left( \frac{1}{2} \sigma''_1(W_1 X) \circ (H_1 X) \circ (H_1 X) \right) \),$$

where in the last step we used second order Taylor expansion of $\sigma_2$ element-wise. Now, considering the second order expansion containing $H_2$ we obtain

$$\sigma_2((W_2 + H_2)\sigma_1(W_1 X))$$
$$= \sigma_2(W_2\sigma_1(W_1 X) + H_2\sigma_1(W_1 X)),$$
$$= \sigma_2(W_2\sigma_1(W_1 X)) + \sigma'_2(W_2\sigma_1(W_1 X)) \circ (H_2\sigma_1(W_1 X)) + \frac{1}{2} \sigma''_2(W_2\sigma_1(W_1 X)) \circ (H_2\sigma_1(W_1 X)) \circ (H_2\sigma_1(W_1 X)).$$

In order to find the coupling term containing $H_1, H_2$, we consider the following

$$\sigma_2((W_2 + H_2)\sigma_1(W_1 X + H_1 X))$$
$$= \sigma_2((W_2 + H_2)(\sigma_1(W_1 X) + \sigma'_1(W_1 X) \circ (H_1 X))),$$
$$= \sigma_2(W_2\sigma_1(W_1 X) + H_2(\sigma'_1(W_1 X) \circ (H_1 X))),$$
$$= \sigma_2(W_2\sigma_1(W_1 X)) + \sigma'_2(W_2\sigma_1(W_1 X)) \circ (H_2(\sigma'_1(W_1 X) \circ (H_1 X))).$$

Thus, we arrive at the proposed result.

Using the same logic as Lemma 4.7.2.1, we obtain the following result for a generic positive integer $N$.

**Lemma 4.7.2.2.** Let $H_i \in \mathcal{W}_i$, for $i \in \{1, \ldots, N\}$. Considering the following expansion

$$S_N(W_1 + H_1, \ldots, W_N + H_N),$$

the first order term is given by $\Delta_{i,N}$ for $i \in \{1, \ldots, N\}$ in (A.4.1), the second order terms are given by $\Delta_{i,j,N}$ for $i, j \in \{1, \ldots, N\}$ in (A.4.2) and $\Delta_{i,i,N}$ for $i \in \{1, \ldots, N\}$ in (A.4.3).
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The proof is provided in Section A.4 in the appendix.

Henceforth, we use the notions provide in Lemma 4.7.2.2. Now, we consider the first and second order terms that arise in the Taylor expansion of the objective in (4.7.1).

**Lemma 4.7.2.3.** Let $H_i \in W_i$, for $i \in \{1, \ldots, N\}$. Consider the following expansion

$$f_1(W_1 + H_1, \ldots, W_N + H_N),$$

then there exist $\Lambda_u \geq 0$ for $u \in \{1, \ldots, N\}$ such that the second order form is given by

$$\frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 f_1(W_1, \ldots, H_N) \rangle \leq \left( \sum_{u=0}^{N} \Lambda_u \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^u \right) \left( \sum_{i=1}^{N} \|H_i\|^2 \right).$$

The proof is provided in Section A.5 in the appendix.

We record the following variant of Lemma A.3.0.2. The following result states that first order term and bounds on second order terms that arise in the Taylor expansion of the function $H$ defined below.

**Lemma 4.7.2.4.** Let $H_i \in W_i$, for $i \in \{1, \ldots, N\}$. Consider the following kernel generating distance:

$$H(W_1, \ldots, W_N) := \left( \sum_{j=1}^{N} \|W_j\|^2 \right)^N.$$

It’s gradient with respect to $W_i$ for $i \in \{1, \ldots, N\}$ is given by

$$\nabla_{W_i} H(W) = \frac{2}{N^N} \binom{N}{N-1, 1} \left( \sum_{j=1}^{N} \|W_j\|^2 \right)^{N-1} W_i,$$

and the following lower bound holds true

$$\langle (H_1, \ldots, H_N), \nabla^2 H(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq 2 \left( \frac{\sum_{j=1}^{N} \|W_j\|^2}{N} \right)^{N-1} \left( \sum_{k=1}^{N} \|H_k\|^2 \right),$$

and the following upper bound holds true

$$\langle (H_1, \ldots, H_N), \nabla^2 H(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \left( \frac{2(2N-1)}{N^N-1} \right) \left( \sum_{k=1}^{N} \|H_k\|^2 \right) \left( \sum_{k=1}^{N} \|W_k\|^2 \right)^{N-1}.$$

The proof follows from the proof of Lemma A.3.0.2. Based on the above result, we have the following lemma which is crucial to prove the $L$-smad property.

**Lemma 4.7.2.5.** Based on the notions in Lemma 4.7.2.3, consider the following kernel generating distance:

$$h(W) := \sum_{u=1}^{2N} \Gamma_u \left( \frac{\sum_{p=1}^{N} \|W_p\|^2}{u} \right)^u,$$  \hspace{1cm} (4.7.2)
where

\[
\Gamma_u = \begin{cases} 
(\sum_{i=1}^{9} \Theta_i)(u)^{u-1}, & \text{if } 1 \leq u \leq N - 1, \\
(\Theta_1 + \Theta_2 + \Theta_3 + \Theta_4 + \Theta_5)(N)^{N-1}, & \text{if } u = N, \\
(\Theta_5 + \Theta_9)(N + 1)^{N}, & \text{if } u = N + 1, \\
\Theta_5, & \text{if } u \in \{N + 2, \ldots, 2N\}.
\end{cases}
\]

(4.7.3)

Then, it’s gradient with respect to \(W_i\) for \(i \in \{1, \ldots, N\}\) is given by

\[
\nabla W_i h(W) = 2N \sum_{u=1}^{2N} 2\Gamma_u \left( u \left( \sum_{j=1}^{N} \|W_j\|_{F}^{2} \right)^{u-1} \right) W_i.
\]

Also, the following lower bound holds true:

\[
\langle (H_1, \ldots, H_N), \nabla^{2} h(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \sum_{u=1}^{2N} 2\Gamma_u \left( \sum_{i=1}^{N} \|H_i\|_{F}^{2} \right) \left( \sum_{j=1}^{N} \|W_j\|_{F}^{2} \right) \left( \sum_{j=1}^{N} \|W_j\|_{F}^{2} \right)^{u-1},
\]

and the following upper bound holds true:

\[
\langle (H_1, \ldots, H_N), \nabla^{2} h(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \sum_{u=1}^{2N} 2\Gamma_u (2u - 1) \left( \sum_{i=1}^{N} \|H_i\|_{F}^{2} \right) \left( \sum_{j=1}^{N} \|W_j\|_{F}^{2} \right) \left( \sum_{j=1}^{N} \|W_j\|_{F}^{2} \right)^{u-1}.
\]

Proof. The proof is a simple consequence of Lemma 4.7.2.4 and Lemma 4.7.2.3.

Note that \(h\) is strongly convex as \(\Gamma_1 \neq 0\). Now, we provide our main result that is the \(L\)-smad property.

**Proposition 4.7.2.1 (\(L\)-smad property).** Consider \(h\) in (4.7.2) and \(f_1\) in (4.7.1), then the function \(Lh - f_1\) is convex with \(L = 1\).

Proof. Combining the results of Lemma 4.7.2.5 and Lemma 4.7.2.3, we obtain

\[
\frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^{2} h(W)(H_1, \ldots, H_N) \rangle \geq \frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^{2} f_1(W)(H_1, \ldots, H_N) \rangle.
\]

\[\square\]

A similar calculation leads to the convexity of \(Lh + f_1\) for certain \(L\), however, such a condition is not crucial for this chapter. Thus, we skip it. In Chapter 8, we explore the application of BPG and other BPG based methods based on the Bregman distances proposed in this section.

### 4.8 Bregman distances for deep neural networks - Classification setting

Classification problems based on deep neural networks are very popular in machine learning and related fields. Several practical objectives such as hand written recognition [99], image classification [96], spam detection [168] and many other problems [77] rely on classification problems. In classification setting, essentially we are given a training data with inputs and corresponding class labels. The goal is to develop a classifier (function) where an input is passed to obtain the class label. We now describe the objective that arises in the classification setting. For the purpose of self-containedness of the chapter, we repeat the text from Chapter 1. Let \(K\) be the number of classes. Given a training dataset with \(M\) inputs, denoted \(x_j \in \mathbb{R}^{d_1}\) for
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\( j \in \{1, \ldots, M\} \), and the corresponding class \( j_k \) in \( \{1, 2, \ldots, K\} \) for each input. Continuing the notation in the regression setting, \( x_j \) is the \( j^{th} \) column of \( X \) and set \( K = d, M = n_T \). Here, the label for the \( j^{th} \) sample would be \( y_j \in \mathbb{R}^N \), such that all the elements are zero except the \( j^{th} \) element which is set to one. The goal is find a model which uses this training dataset to predict the class labels for new unseen datapoints. In this regard, we consider the following objective:

\[
\min_{W_i \in W_i \forall i \in [N]} \left\{ f_1(W) := \sum_{j=1}^{M} \left( -\log \left( \frac{e^{z_j-h}}{\sum_{k=1}^{K} e^{z_j-k}} \right) \right) \right\}.
\]

(4.8.1)

where the vector \( z_j \in \mathbb{R}^N \) is generated via certain deep neural network, which can be possibly be a linear network or a non-linear network for the \( j^{th} \) sample and \( z_{j,jk} \) is the \( j^{th} \) \( k^{th} \) coordinate of \( z_j \), \( j_k \) denotes the class of \( j^{th} \) sample and it lies in \( \{1, 2, \ldots, K\} \). For \( j \in \{1, \ldots, N\} \), with deep linear neural networks we have

\[ z_j = W_1 \ldots W_N x_j, \]

and with generic deep non-linear neural network we have

\[ z_j := \sigma_N(W_N \ldots \sigma_1(W_1 x_j)). \]

We recall few properties of the cross-entropy loss given above. Let \( i \in \{1, \ldots, K\} \) and consider the following function \( \tilde{f} : \mathbb{R}^K \to \mathbb{R} \) given by

\[
\tilde{f}(x) = -\log \left( \frac{e^{x_i}}{\sum_{i=1}^{K} e^{x_i}} \right).
\]

(4.8.2)

For convenience denote \( \tilde{S}_i(x) := \frac{e^{x_i}}{\sum_{j=1}^{K} e^{x_j}} \). The gradient of \( \tilde{S}_i \) for \( i \in \{1, \ldots, K\} \) is given by

\[
(\nabla \tilde{S}_i(x))_j = \begin{cases} 
\tilde{S}_i(x)(1 - \tilde{S}_i(x)) & \text{if } j = i, \\
-\tilde{S}_i(x)\tilde{S}_j(x) & \text{if } j \neq i.
\end{cases}
\]

(4.8.3)

Thus, the gradient of \( \tilde{f} \) is given by

\[
(\nabla \tilde{f}(x))_j = \begin{cases} 
-(1 - \tilde{S}_j(x)) & \text{if } j = i, \\
\tilde{S}_j(x) & \text{if } j \neq i.
\end{cases}
\]

(4.8.4)

Note that we have the following:

\[
\left\| \nabla^2 \tilde{f}(x) \right\|_F \leq 2\sqrt{K}, \quad \forall x \in \mathbb{R}^K.
\]

This is because of the following manipulations:

\[
\left\langle h, \nabla^2 \tilde{f}(x)h \right\rangle = \sum_{j=1}^{K} h_j \left\langle \nabla \tilde{S}_j(x), h \right\rangle,
\]

\[
\leq \|h\| \sqrt{\sum_{j=1}^{K} \left\langle \nabla \tilde{S}_j(x), h \right\rangle^2},
\]

\[
\leq \|h\| \sqrt{\sum_{j=1}^{K} \left\| \nabla \tilde{S}_j(x) \right\|^2},
\]

\[
\leq 2\sqrt{K} \|h\|^2,
\]
where \( \| \nabla \tilde{S}_j(x) \| \leq 2 \) and in the second last step we use Cauchy-Schwarz inequality.

### 4.8.1 Deep linear neural networks

We first consider the deep linear neural network model via the following result.

**Lemma 4.8.1.1.** Denote the following

\[
f_1(W) := \sum_{j=1}^{M} \left( -\log \left( \frac{e^{z_{j,jk}}}{\sum_{k=1}^{K} e^{z_{j,k}}} \right) \right),
\]

where \( z_j = W_1 \cdots W_N x_j \) for all \( j = 1, \ldots, M \). Let \( H_i \in W_i \), for \( i \in \{1, \ldots, N\} \). Consider the following expansion

\[
f_1(W_1 + H_1, \ldots, W_N + H_N),
\]

then there exist \( \Lambda_u \geq 0 \) for \( u \in \{1, \ldots, N\} \) such that the second order form is given by

\[
\frac{1}{2} \left\langle (H_1, \ldots, H_N), \nabla^2 f_1(W)(H_1, \ldots, H_N) \right\rangle \leq \frac{1}{2} 2^{N-1} \sqrt{KN} \left( \sum_{j=1}^{M} \|x_j\|^2 \right) \left( \sum_{i=1}^{N} \|H_i\|^2 \right) \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-1}.
\]

**Proof.** Considering the second order term of \( f_1(W_1 + H_1, \ldots, W_N + H_N) \) we have the following calculation after simple manipulations:

\[
\frac{1}{2} \left\langle (H_1, \ldots, H_N), \nabla^2 f_1(W)(H_1, \ldots, H_N) \right\rangle \leq \frac{1}{2} 2^{N-1} \sqrt{KN} \sum_{j=1}^{M} \left\| \sum_{i=1}^{N} \Delta_{i,N}^{(j)} \right\|^2,
\]

\[
\leq \frac{1}{2} 2^{N-1} \sqrt{KN} \sum_{j=1}^{M} \left\| \sum_{i=1}^{N} \left( \prod_{p=1}^{i-1} W_p \right) H_i \left( \prod_{p=i+1}^{N} W_p \right) x_j \right\|^2,
\]

\[
\leq \frac{1}{2} 2^{N-1} \sqrt{KN} \sum_{j=1}^{M} \sum_{i=1}^{N} \|x_j\|^2 \left( \prod_{p=1}^{i-1} \|W_p\|^2 \right) \|H_i\|^2 \left( \prod_{p=i+1}^{N} \|W_p\|^2 \right),
\]

\[
\leq \frac{1}{2} 2^{N-1} \sqrt{KN} \left( \sum_{j=1}^{M} \|x_j\|^2 \right) \left( \sum_{i=1}^{N} \|H_i\|^2 \right) \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-1}.
\]

\[ \square \]

**Lemma 4.8.1.2.** Based on the notions in Lemma 4.7.2.3, consider the following kernel generating distance:

\[
h(W) := \hat{\Gamma}_N \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N}.
\]

\[
(4.8.8)
\]
where
\[ \hat{\Gamma}_N = 2\sqrt{K} \frac{N \|X\|^2}{2(N-1)^{N-1}N^N} \quad \text{if} \quad 1 \leq j \leq N. \] (4.8.9)

Then, its gradient with respect to \( W_i \) for \( i \in \{1, \ldots, N\} \) is given by
\[ \nabla W_i h(W) = \frac{2\hat{\Gamma}_N}{N^N} \left( \frac{N}{N-1, 1} \right) \left( \sum_{j=1}^N \| W_j \|^2 \right)^{N-1} W_i. \]

Also, the following lower bound holds true:
\[ \langle (H_1, \ldots, H_N), \nabla^2 h(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq 2\hat{\Gamma}_N \left( \sum_{i=1}^N \| H_i \|^2 \right) \left( \frac{\sum_{j=1}^N \| W_j \|^2}{N} \right)^{N-1}, \]

and the following upper bound holds true:
\[ \langle (H_1, \ldots, H_N), \nabla^2 h(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \left( 2\hat{\Gamma}_N (2N - 1) \right) \left( \sum_{k=1}^N \| H_k \|^2 \right) \left( \frac{\sum_{j=1}^N \| W_j \|^2}{N} \right)^{N-1}. \]

**Proof.** The proof is a simple consequence of Lemma 4.7.2.4 and Lemma 4.7.2.3. □

Using the above notions and let \( \rho > 0 \), denote the following:
\[ h(W) := \frac{\sum_{p=1}^N \| W_p \|^2}{N} + \frac{\rho}{2} \| W \|^2, \] (4.8.10)
where the additional quadratic term is required in order for the strong convexity to hold. The following results states the \( L \)-smad property.

**Proposition 4.8.1.1 (L-smad property).** Consider \( h \) in (4.8.10) and \( f_1 \) in (4.8.5), then the function \( Lh - f_1 \) is convex with \( L = 1 \).

**Proof.** Combining the above results we obtain
\[ \frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 h(W)(H_1, \ldots, H_N) \rangle \geq \frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 f_1(W)(H_1, \ldots, H_N) \rangle. \] □

### 4.8.2 Deep non-linear neural networks

Using the same notions as before and set \( d_N = K \), we consider the following optimization problem:
\[ \min_{W_i \in W_i \forall i \in [N]} f_1(W) := \sum_{j=1}^M \left( -\log \left( \frac{e^{z_{j,k}}}{\sum_{k=1}^K e^{z_{j,k}}} \right) \right), \] (4.8.11)
where \( z_{j,k} \) is the \( j_k \)-th coordinate of \( z_j \), \( j_k \) denotes the class in \( \{1, 2, \ldots, K\} \) to which the sample \( x_j \) belongs to, and \( z_j := \sigma_N(W_N \ldots \sigma_1(W_1 x_j)) \) for \( j \in \{1, \ldots, M\} \). Note that \( z_j \) is obtained via a deep non-linear neural network.
Lemma 4.8.2.1. Let $H_i \in W_i$, for $i \in \{1, \ldots, N\}$. Consider the following expansion

$$f_1(W_1 + H_1, \ldots, W_N + H_N),$$

then there exist $\Lambda_u \geq 0$ for $u \in \{1, \ldots, N\}$ such that the second order form is given by

$$\frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 f_1(W)(H_1, \ldots, H_N) \rangle \leq 2\sqrt{K}\Theta_1 \left( \sum_{j=0}^{N-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \right) \left( \sum_{i=1}^{N} \|H_i\|^2 \right).$$

Proof. Considering the second term of $f_1(W_1 + H_1, \ldots, W_N + H_N)$ we have

$$\frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 f_1(W)(H_1, \ldots, H_N) \rangle \leq \frac{1}{2} 2\sqrt{K} M \sum_{j=1}^{N} \|\sum_{i=1}^{N} \Delta_{i,N}^{(j)} \|^2,$$

$$\leq 2\sqrt{K} \frac{N}{2} \sum_{j=1}^{N} \sum_{i=1}^{N} \left\| \Delta_{i,N}^{(j)} \right\|^2,$$

$$\leq 2\sqrt{K}\Theta_1 \left( \sum_{j=0}^{N-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \right) \left( \sum_{i=1}^{N} \|H_i\|^2 \right),$$

where $\Delta_{i,N}^{(j)}$ denotes the expression of $\Delta_{i,N}$ with $X$ replaced by $x_j$ and $\Theta_1$ is exactly as in (A.5.2).

Lemma 4.8.2.2. Based on the notions in Lemma 4.7.2.3, consider the following kernel generating distance:

$$h(W) := \sum_{j=1}^{N} \tilde{\Gamma}_j \left( \frac{\sum_{p=1}^{N} \|W_p\|^2}{j} \right)^j \quad (4.8.12)$$

where

$$\tilde{\Gamma}_j = 2\sqrt{K}\Theta_1 j^j \quad \text{if} \quad 1 \leq j \leq N. \quad (4.8.13)$$

Then, its gradient with respect to $W_i$ for $i \in \{1, \ldots, N\}$ is given by

$$\nabla_{W_i} h(W) = \sum_{u=1}^{N} \frac{2\tilde{\Gamma}_u}{u^u} \left( u - 1, 1 \right) \left( \sum_{j=1}^{N} \|W_j\|^2 \right)^{u-1} W_i.$$

Also, the following lower bound holds true:

$$\langle (H_1, \ldots, H_N), \nabla^2 h(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \sum_{u=1}^{N} 2\tilde{\Gamma}_u \left( \sum_{i=1}^{N} \|H_i\|^2 \right) \left( \frac{\sum_{j=1}^{N} \|W_j\|^2}{u} \right)^{u-1}.$$
and the following upper bound holds true:

\[
\langle (H_1, \ldots, H_N), \nabla^2 h(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \sum_{u=1}^{N} \left( 2\tilde{\Gamma}_u (2u - 1) \right) \left( \sum_{k=1}^{N} \|H_k\|^2_F \right) \left( \sum_{j=1}^{N} \|W_j\|^2 \right)^{u-1}.
\]

**Proof.** The proof is a simple consequence of Lemma 4.7.2.4 and Lemma 4.7.2.3.

Note that (4.8.12) is strongly convex for \( N \geq 2 \).

**Proposition 4.8.2.1** (L-smad property). Consider \( h \) in (4.8.12) and \( f_1 \) in (4.8.11), then the function \( Lh - f_1 \) is convex with \( L = 1 \).

**Proof.** Combining the above results we obtain

\[
\frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 h(W)(H_1, \ldots, H_N) \rangle \geq \frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 f_1(W)(H_1, \ldots, H_N) \rangle.
\]

In Chapter 8 we explore the application of BPG and other BPG based methods based on the Bregman distances proposed in this section to solve the classification problems arising with deep neural networks.

### 4.9 Chapter conclusion

In this chapter, we briefly reviewed various concepts and properties related to Bregman distances, which are generalized proximity measures. The extension of the Lipschitz continuous gradient property, namely, the L-smad property is also described. We proposed Bregman distances that are suitable for objectives that arise in the context of matrix factorization, deep matrix factorization and deep non-linear neural networks. As we will see in the later chapters, the proposed Bregman distances play a key role in the application of BPG based algorithms for the above-mentioned objectives. The ideas used to develop the Bregman distances in this chapter can be used for various other problems with similar structure, such as tensor factorization, tensor completion, matrix recovery problems, which requires further exploration.
Chapter 5

CoCaIn BPG

5.1 Abstract

Backtracking line-search is an old yet powerful strategy for finding a better step sizes to be used in Proximal Gradient algorithms. The main principle is to locally find a simple convex upper bound of the objective function, which in turn controls the step size that is used. In case of inertial Proximal Gradient algorithms, the situation becomes much more difficult and usually leads to very restrictive rules on the extrapolation parameter. In this chapter, we show that the extrapolation parameter can be controlled by locally finding also a simple concave lower bound of the objective function. This gives rise to a double convex-concave backtracking procedure which allows for an adaptive choice of both the step size and extrapolation parameters. We apply this procedure to the class of inertial Bregman Proximal Gradient methods, and prove that any sequence generated by these algorithms converges globally to a critical point of the function at hand. Numerical experiments on a number of challenging non-convex problems in image processing and machine
learning were conducted and show the power of combining inertial step and double backtracking strategy in achieving improved performances.

5.2 Introduction

We continue the setting from Section 4.4. Firstly, we recall the problem setting here. Consider the non-convex additive composite minimization problems, which include the sum of two extended-valued functions: a non-smooth function denoted by \( f_0 \) (possibly non-convex) and a smooth function denoted by \( f_1 \) (possibly non-convex) of the following form

\[
(P) \quad \inf \{ f(x) \equiv f_0(x) + f_1(x) : x \in \overline{C} \},
\]

where \( \overline{C} \) is a nonempty, closed and convex set in \( \mathbb{R}^N \). In Chapter 4, we introduced the \( L \)-smad property. In this chapter, we recall Bregman Proximal Gradient algorithm and discuss that it is suitable for above-mentioned problems. The goal of this chapter is to incorporate inertia into BPG and propose a new algorithm with global convergence guarantees, while relying on the upper and lower bounds that arise in the \( L \)-smad property.

The convexity condition in the \( L \)-smad property (Definition 4.4.1.1) easily yields an approximation of the objective function at hand by a convex function from above (majorant) and a concave function from below (minornant). In the traditional setting, where the gradient of the smooth function \( f_1 \) is Lipschitz continuous, the majorant and the minorant are quadratic functions. In this case, it is well-known that the tightness of the quadratic approximations is directly related to restrictions on the step size to be used in the algorithm. The same relation is true for the convexity condition. In addition to their global existence, these approximations can be locally improved by backtracking (line search) strategies and it is well-known that tight approximations are advantageous. The significance of the minorants is not clear, in general. The goal of this chapter is to leverage the minorant functions to incorporate inertia into the Bregman Proximal Gradient method, where the step-size is already governed by the majorants. For improved local approximations, we rely on backtracking procedures for both the upper and lower bounds using the convex-concave backtracking strategy.

We would like to give the reader a first intuition about the convex-concave backtracking strategy on a simple instance of problem \( (P) \). In the following, we consider the following particular instance of problem \( (P) \): \( C = \mathbb{R}^N \), \( f_0 \equiv 0 \) and the gradient of \( f_1 \) is \( L \)-Lipschitz continuous. Even in this simpler setting, the convex-concave backtracking strategy is novel. In this smooth and non-convex setting, an update step of a classical inertial based gradient method, starting with some \( x^0 \in \mathbb{R}^N \), reads as follows

\[
y^k = x^k + \gamma_k (x^k - x^{k-1}),
\]
\[
x^{k+1} = y^k - \frac{1}{\overline{L}_k} \nabla f_1(y^k),
\]

where \( \gamma_k \in [0, 1], k \in \mathbb{N}, \) is an extrapolation parameter and \( \overline{L}_k > 0 \). If \( f_1 \) is convex and the extrapolation parameter \( \gamma_k \) is carefully chosen, this recovers the popular Nesterov’s Accelerated Gradient Method [126] (for \( f \neq 0 \), again in the convex setting, see [15]). It is well-known that the gradient step above, can be equivalently written as follows

\[
x^{k+1} = \arg\min_{x \in \mathbb{R}^N} \left\{ f_1(y^k) + \langle \nabla f_1(y^k), x - y^k \rangle + \frac{\overline{L}_k}{2} \| x - y^k \|^2 \right\}.
\]
For a proper $\bar{L}_k$, the function to be minimized above is a convex quadratic majorant of the function $f_1$ (due to the classical Descent Lemma), which is a property that is also crucial for the convergence analysis of the algorithm. Classically, $\bar{L}_k \geq L$, $k \in \mathbb{N}$, is a sufficient condition to guarantee the existence of a quadratic majorant. However, locally, i.e., between the points $y^k$ and $x^{k+1}$, the parameter $\bar{L}_k$ may be significantly smaller than the global Lipschitz constant $L$ (which will immediately affect the step size of the algorithm). More precisely, note that the Descent Lemma,

$$\left| f_1(x) - f_1(y^k) - \langle \nabla f_1(y^k), x - y^k \rangle \right| \leq \frac{L}{2} \|x - y^k\|^2, \quad \forall x \in \mathbb{R}^N,$$

(5.2.1)

actually guarantees the existence of a quadratic minorant and a quadratic majorant that are determined by the same (global) parameter $L$. However, only the majorant limits the step size that is used in the algorithm. As shown in Figure 5.1, tighter approximations can be computed if the parameters of the minorant and the majorant are allowed to differ:

$$-\frac{L_k}{2} \|x - y^k\|^2 \leq f_1(x) - f_1(y^k) - \langle \nabla f_1(y^k), x - y^k \rangle \leq \frac{\bar{L}_k}{2} \|x - y^k\|^2,$$

(5.2.2)

i.e., the minorant parameter $L_k$ could be different from the majorant parameter $\bar{L}_k$.

**Figure 5.1:** The inequalities in (5.2.2) guarantee that the objective function has a quadratic concave minorant and a quadratic convex majorant. The proposed convex-concave backtracking strategy locally estimates both the lower and the upper approximations using a double backtracking procedure.

While the step size of the algorithm only depends on the majorant parameter $\bar{L}_k$, the extrapolation parameter $\gamma_k$ also depends on the minorant parameter $L_k$. When $\bar{L}_k = \bar{L}$ and $L_k = L$, for all $k \in \mathbb{N}$, it was established in [166] that for any $0 \leq \gamma_k \leq \frac{\sqrt{2}}{\bar{L}}$, when

$$\gamma < \sqrt{\frac{L}{\bar{L} + L}} \quad \left( = \frac{1}{\sqrt{2}} \text{ for } \bar{L} = L \right),$$

the generated sequence converges linearly (under certain error bound condition).

If the minorant parameter $L_k$ is close to 0, which means that the function $f_1$ is “locally convex”, the extrapolation parameter $\gamma_k$ can be taken close to 1, which makes the algorithm we present "similar" to an
Accelerated gradient method in the non-convex setting.

Below, we will show that using the minorant and the majorant in a local fashion (instead of their global counterparts) is very useful in developing the inertial Bregman Proximal Gradient method.

5.2.1 Contributions

Our contributions are the following.

- Interestingly, while the step size is usually restricted by the quality of the majorant, the extrapolation (also known as inertia or over-relaxation) parameter is affected by the quality of the minorant. This observation suggests to adapt the majorant and the minorant independently. In this chapter we propose an efficient backtracking strategy that locally determines a tight majorant and minorant to exploit as much information as possible from the objective function, to be used in the proposed algorithm. This leads to a highly efficient algorithm, which is able to detect “the degree of local convexity” of the objective function (see Section 5.4 for details). As the backtracking procedure seeks for tight convex majorants and concave minorants, our idea is to combine it with an inertial step.

- We propose an inertial version of the Bregman Proximal Gradient (BPG) algorithm, which uses a convex-concave backtracking procedure to dynamically adjust the step size and the extrapolation parameter. Therefore, we call our algorithm Convex-Concave Inertial BPG (CoCaIn BPG in short).

- We prove a global convergence result of this algorithm (see Section 5.6 for the details) to critical points of the objective function.

- The efficiency, which we demonstrate on several practical applications, comes from combining the inertial step with the novel convex-concave backtracking strategy, which fully exploits the power of tight local approximations in achieving large step sizes and large extrapolation parameters that can be used at the same time.

5.2.2 Related work

Our proposed algorithm belongs to the class of inertial based optimization methods. The most well-known method in this class is the so-called Heavy-ball method, which was introduced by Polyak [145] to minimize convex and smooth functions. A popular variant of the method based on Nesterov’s technique (see Section 2.4.4), when applied to the additive composite model (P) with $C = \mathbb{R}^N$, takes the following form. Start with any $x^0 = x^1 \in \mathbb{R}^N$, and generate iteratively a sequence $\{x^k\}_{k \in \mathbb{N}}$ via

$$y^k = x^k + \gamma_k (x^k - x^{k-1}),$$

$$x^{k+1} \in \text{argmin}_{x} \left\{ f_0(x) + f_1(y^k) + \langle \nabla f_1(y^k), x - y^k \rangle + \frac{1}{2\tau_k} \| x - y^k \|^2 \right\},$$

where $\gamma_k \in [0, 1]$ is an extrapolation parameter and $\tau_k > 0$ is a step size parameter. In [137], an inertial Proximal Gradient algorithm, called iPiano, was proposed\(^1\). It was shown that under Assumption A, if $f_0$ is convex and $f_1$ has a globally Lipschitz continuous gradient, the sequence $\{x^k\}_{k \in \mathbb{N}}$ converges globally to a critical point (in this setting, under additional error-bound condition, a linear rate of convergence was

\(^1\)With a small modification that the proximity term is centered around the extrapolated point $y^k$, while the gradient of $f_1$ is evaluated at $x^k$.\)
proved in [166]). The case where also the function $f_0$ is not necessarily convex was treated in [29, 134]. Two years later, in [144] a block version of the method, called iPALM was proposed and analyzed in the fully non-convex setting, i.e., both $f_0$ and $f_1$ are non-convex. In this case, a global convergence result to critical points was also established. A unified analysis was presented in [136]. Our goal is to incorporate the Bregman distances along with the inertial scheme mentioned in (5.2.3), (5.2.4).

### 5.3 The Bregman Proximal Gradient algorithm

In this section we review the basic notations and results needed to study Bregman based optimization methods. We first recall the definition of the Bregman proximal mapping [160], which is associated with a proper and lower semi-continuous function $f : \mathbb{R}^N \to (-\infty, +\infty]$, and is defined by

$$\text{prox}_h^f (x) := \text{argmin} \left\{ f_0(u) + D_h(u, x) : u \in \mathbb{R}^N \right\}, \quad \forall \ x \in \text{int dom} \ h.$$  

With $h \equiv (1/2) \| \cdot \|^2$, the above boils down to the classical set-valued Moreau proximal mapping introduced in [117]. In this regard, more discussion can be found in the recent survey paper [161], and references therein. Here, we will focus on the Bregman Proximal Gradient mapping, which will take a central role in the algorithm to be developed in the next section. Given $x \in \text{int dom} \ h$ and a step size parameter $\tau > 0$, the Bregman Proximal Gradient mapping is defined by

$$T_\tau (x) := \text{argmin} \left\{ f_0(u) + f_1(u) + \langle \nabla f_1(x), u - x \rangle + \frac{1}{\tau} D_h(u, x) : u \in \mathcal{C} \right\}$$

where the second equality follows from the fact that $\text{dom} \ h \subset \mathcal{C}$. Note that here with $h \equiv (1/2) \| \cdot \|^2$, the above recovers the classical Proximal Gradient mapping. Now, we record below the Bregman Proximal Gradient (BPG) algorithm in Algorithm 4 from [28].

**Algorithm 4:** BPG: Bregman Proximal Gradient

- **Input:** $\tau > 0$.
- **Initialization:** $x^1 \in \text{int dom} \ h \cap \text{dom} f_0$.
- **For each** $k \geq 1$: compute

$$x^{k+1} \in T_\tau (x^k) \quad (5.3.2)$$

Since $f_0$ could be non-convex, the mapping $T_\tau$ is not, in general, single-valued. This mapping emerges from the usual approach, which consists of linearizing the differentiable function $f_1$ around a point $x$ and regularizing it with a proximal distance from that point. Similar to [28], the following assumption guarantees that the Bregman Proximal Gradient mapping is well-defined.

**Assumption C.** (i) The function $h + \tau f_0$ is supercoercive for all $\tau > 0$, that is,

$$\lim_{\|u\| \to \infty} \frac{h(u) + \tau f_0(u)}{\|u\|} = \infty.$$
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(ii) For all $x \in C$, we have $T_\tau(x) \subset C$.

Assumption C(i) is a standard coercivity condition, which is for instance automatically satisfied when $C$ is compact. On the other hand, Assumption C(ii) can be shown to hold under a classical constraint qualification condition. It also holds automatically when $f_0$ is convex or when $C = \mathbb{R}^N$. The following result from [28], ensures that the Bregman Proximal Gradient mapping is well-defined.

Lemma 5.3.0.1 (Well-posedness of $T_\tau$). Suppose that Assumptions A and C hold, and let $x \in \text{int dom } h$. Then, the set $T_\tau(x)$ is a nonempty and compact subset of $\text{int dom } h$.

We record below the assumptions and the convergence result of BPG as stated in [28].

Theorem 5.3.0.2. Let Assumption A and C hold. Assume that $\text{dom } h = \mathbb{R}^N$, $h$ is $\sigma$-strongly convex on $\mathbb{R}^N$, and let $\nabla h$ and $\nabla g$ be Lipschitz continuous on any bounded subset on $\mathbb{R}^N$. Let $\{x^k\}_{k \in \mathbb{N}}$ be a sequence generated by BPG which is assumed to be bounded and let $0 < \lambda L < 1$. The following assertions hold.

- **Subsequential convergence.** Any limit point of the sequence $\{x^k\}_{k \in \mathbb{N}}$ is a critical point of $f$.
- **Global convergence.** Suppose that $f$ satisfies the KL property on $\text{dom } f$. Then, the sequence $\{x^k\}_{k \in \mathbb{N}}$ has finite length and converges to a critical point $x^*$ of $f$.

In essence, the above theorem states that the sequence generated by BPG converges to a single point which in turn is a critical point of the function $f$. A main drawback of BPG is that only the upper bound (see (4.4.1)) of the $L$-smad property is used and it governs the update step. The role of the lower bound in (4.4.1) is not clear. In the next section, we develop the CoCaIn BPG algorithm, which takes into consideration both the upper bound and the lower bound in (4.4.1) to perform the update and incorporate inertia. We obtain similar convergence result as BPG, while additionally gaining on the empirical performance.

We later see in Chapter 9 that BPG is restrictive and cannot be applied to the objectives with generic composite structure are out of scope. In order to enhance the applicability, we provide Model BPG algorithm in Chapter 9, which is more general than BPG and also retains the global convergence result. We now focus on proposing the inertial variant of BPG.

5.4 The inertial Bregman Proximal Gradient method

We aim to propose a Bregman variant of the method mentioned above in (5.2.3) and (5.2.4), which also handles the two involved parameter $\gamma_k$ and $\tau_k$, $k \in \mathbb{N}$, in a dynamic fashion. The update step is essentially the same as that of BPG, except that the update is performed at the extrapolated point. To this end we incorporate into our basic steps two routines aiming at controlling and updating these parameters.

5.4.1 The convex-concave backtracking procedure

As illustrated on a simple example in the introduction, the origin of this procedure comes from the fact that for smooth adaptable functions we can build lower and upper approximations as given in Lemma 4.4.1.1:

$$-ar{L}D_h(x, y) \leq f_1(x) - f_1(y) - \langle \nabla f_1(y), x - y \rangle \leq \bar{L}D_h(x, y), \quad \forall \ x, y \in \text{int dom } h. \tag{5.4.1}$$

Even though the existence of the parameters $L$ and $\bar{L}$ could be globally guaranteed, in practice it is often difficult or computationally expensive to evaluate them. In such cases it is recommended to apply a
backtracking procedure that can locally verify the validity of the inequalities given in (5.4.1). However, in most cases only the upper approximation and the corresponding parameter \( \bar{L} \) are used. Here, we will develop a double backtracking procedure that locally verifies both the lower and the upper approximations, in order to better control and update the extrapolation parameter \( \gamma_k \) and the step size parameter \( \tau_k \) at each iteration \( k \in \mathbb{N} \). To the best of our knowledge, this is the first attempt to use the lower approximation in algorithms for tackling non-convex problems. It should be noted that in the case that \( f_1 \) is convex we have by definition \( \bar{L} = 0 \), or even a convex quadratic lower approximation can be found when \( f_1 \) is strongly convex (see [161] for a discussion and references about a strong convexity property with respect to a Bregman distance). Based on the concepts described above, we will make the following additional assumptions on the involved functions.

**Assumption D.**

(i) The function \( h : \mathbb{R}^N \to (-\infty, +\infty] \) is \( \sigma \)-strongly convex on \( C \).

(ii) The pair of functions \( (f_1, h) \) is \( L \)-smooth adaptable on \( C \).

(iii) There exists \( \alpha \leq 0 \) such that \( f(\cdot) - (\alpha/2) \| \cdot \|^2 \) is convex\(^2\).

A few comments on the assumption above are now in order. The first item is related to Remark 4.4.1.1, which says that the smooth adaptable property is invariant to strongly convex kernel generating distance functions \( h \). The third assumption allows us to deal with non-convex functions \( f_0 \) since \( \alpha \) could be negative. Also for functions that are strongly convex, we set \( \alpha = 0 \), as our analysis does not benefit from a positive parameter in Assumption D(iii). See Section 5.7 for examples of functions that satisfy all these assumptions. Now we are ready to present our algorithm, which is called Convex-Concave inertial (CoCaIn) Bregman Proximal Gradient (see Algorithm 5).

The two input parameters \( \delta \) and \( \epsilon \) are free to be chosen by the user. As we will see later the parameter \( \epsilon \) measures the descent to be achieved at each iteration of the algorithm. We describe here each step of the CoCaIn BPG algorithm and defer certain implementation details to Section 5.6.4. The steps (5.4.2) and (5.4.5) are the classical steps of the Inertial Proximal Gradient Method, while here since we are dealing with the Bregman variant, it must be guaranteed that the auxiliary vector \( y_k \) as defined in (5.4.2) belongs to \( \text{int dom } h \). Otherwise the Bregman Proximal Gradient step (5.4.5) is not defined (see Section 5.3). Even though, in general, it is not easy to guarantee that, in our case this will not be an issue. Indeed, in order to derive global convergence results of Bregman based algorithms in the non-convex setting an essential assumption seems to be that the kernel generating distance function \( h \) has a full domain, i.e., \( \text{dom } h = \mathbb{R}^N \) (see, for instance, [28] for more details about this limitation). The steps (5.4.4) and (5.4.6) implement the double backtracking procedure (see Section 5.6.4). The step (5.4.3) is designed to control the extrapolation parameter \( \gamma_k \), \( k \in \mathbb{N} \), and should be validated at each iteration. However, a natural question would be if such a parameter always exists? We postpone the positive answer to this question, to Section 5.5, and conclude this section with a list of our theoretical contributions.

### 5.5 Well-posedness of CoCaIn BPG

Now, we verify the well-posedness of the CoCaIn BPG algorithm. An important tool in achieving our goal is the recently introduced symmetry coefficient of a Bregman distance, which measures the lack of symmetry in \( D_h(\cdot, \cdot) \), see [10].

\(^2\)Such functions are called semi-convex with modulus \( \alpha \) (see [134, 135]).
Algorithm 5: CoCaIn BPG: Convex-Concave inertial BPG

- **Input.** $\delta, \epsilon > 0$ with $1 > \delta > \epsilon$.
- **Initialization:** $x^0 = x^1 \in \text{int dom } h \cap \text{dom } f_0$, $\bar{L}_0 > \frac{\alpha}{(1-\delta)\sigma}$ and $\tau_0 \leq \bar{L}_0^{-1}$.
- **For each** $k \geq 1$: compute

\[
y^k = x^k + \gamma_k(x^k - x^{k-1}) \in \text{int dom } h,
\]

where $\gamma_k$ is chosen such that

\[
(\delta - \epsilon) D_h(x^{k-1}, x^k) \geq (1 + L_k \tau_{k-1}) D_h(x^k, y^k)
\]

holds and such that $L_k$ satisfies

\[
f_1(x^k) \geq f_1(y^k) + \left( \nabla f_1(y^k), x^k - y^k \right) - L_k D_h(x^k, y^k).
\]

Now, choose $\bar{L}_k \geq \bar{L}_{k-1}$, set $\tau_k \leq \min \{ \tau_{k-1}, \bar{L}_k^{-1} \}$ and compute

\[
x^{k+1} \in \text{argmin}_u \left\{ f_0(u) + \left( \nabla f_1(y^k), u - y^k \right) + \frac{1}{\tau_k} D_h(u, y^k) \right\}
\]

with $\bar{L}_k$ fulfilling

\[
f_1(x^{k+1}) \leq f_1(y^k) + \left( \nabla f_1(y^k), x^{k+1} - y^k \right) + \bar{L}_k D_h(x^{k+1}, y^k).
\]

**Definition 5.5.0.1** (Symmetry coefficient). Given $h \in \mathcal{G}(\mathcal{C})$, its symmetry coefficient is defined by

\[
\alpha(h) := \inf \left\{ \frac{D_h(x, y)}{D_h(y, x)} : x, y \in \text{int dom } h, x \neq y \right\} \in [0, 1].
\]

An important and immediate consequence of this definition is the fact that for all $x, y \in \text{int dom } h$ we have

\[
\alpha(h) D_h(x, y) \leq D_h(y, x) \leq \alpha(h)^{-1} D_h(x, y),
\]

where we have adopted the convention that $0^{-1} = +\infty$ and $+\infty \times r = +\infty$ for all $r \geq 0$. Clearly, the closer is $\alpha(h)$ to 1, the more symmetric $D_h$ is with perfect symmetry when $\alpha(h) = 1$ (which holds if and only if $h = \| \cdot \|^2$).

To this end, we need to convince the reader about the existence of $\gamma_k$, $k \in \mathbb{N}$, which satisfies (5.4.3), i.e., that

\[
(\delta - \epsilon) D_h(x^{k-1}, x^k) \geq (1 + L_k \tau_{k-1}) D_h(x^k, y^k),
\]

holds true. The following result provides a positive answer to the existence question and information on the relevant extrapolation parameters that satisfy this inequality.

**Lemma 5.5.0.1** (General extrapolation behavior). Given $h \in \mathcal{G}(\mathcal{C})$ with $\alpha(h) > 0$. Let $x_1, x_2, y \in \text{int dom } h$ and $y := x_1 + \gamma (x_1 - x_2)$ with $\gamma \geq 0$. Then, for a given $\kappa > 0$, there exists $\gamma^* > 0$ such that

\[
D_h(x_1, y) \leq \kappa D_h(x_2, x_1), \quad \forall \gamma \in [0, \gamma^*].
\]
The proof of Lemma 5.5.0.1 is given in Section B.1 in the appendix.

Remark 5.5.0.1. Note that in the above lemma, $\gamma^*$ depends only on the symmetry coefficient $\alpha(h)$. Therefore, for the Euclidean distance with $\alpha(h) = 1$, this implies that,

$$\gamma^* = \frac{-1 + \sqrt{1 + 8\kappa}}{4}.$$ 

However, for the Euclidean distance, the expression (5.5.2), can be simplified significantly. Indeed, since we take $h = \frac{1}{2}\| \cdot \|^2$, then using the fact that $y^k - x^k = \gamma_k(x^k - x^{k-1})$ we obtain that $\gamma_k \leq \sqrt{\kappa}$. In the case of CoCaIn BPG, we have the following restriction on the maximal extrapolation parameter that can be used

$$\gamma_k \leq \sqrt{\frac{\delta - \epsilon}{\tau_k - 1}} = \sqrt{\frac{(\delta - \epsilon)L_k - 1}{\tau_k - 1 + L_k}}$$

with $\tau_k = T_k^{-1}$. A related bound also appeared in [166] as we discussed in the introduction. When the values of $L_k$ and $\bar{L}_{k-1}$ are almost equal and $\delta - \epsilon \approx 1$, then it is possible to choose the inertial parameter $\gamma_k$ such that $\gamma_k \approx 1/\sqrt{2}$. We discuss more about bounds of $\gamma_k$, $k \in \mathbb{N}$, in Section 5.6.3.

5.6 Convergence analysis of CoCaIn BPG

Before we proceed to the convergence analysis, we need the following technical lemma.

Lemma 5.6.0.1 (Function descent property). Let $\{x^k\}_{k \in \mathbb{N}}$ be a sequence generated by CoCaIn BPG. Then, for all $k \in \mathbb{N}$, we have

$$f(x^k) \geq f(x^{k+1}) + \frac{1}{\tau_k}D_h(x^k, x^{k+1}) + \frac{\alpha}{2}\|x^{k+1} - x^k\|^2 - \left(\frac{1}{\tau_k} + L_k\right)D_h(x^k, y^k).$$

(5.6.1)

The proof of Lemma 5.6.0.1 is given in Section B.2 in the appendix.

Since we are dealing with inertial based methods, which belong to the class of non-descent methods, we cannot expect to use classical convergence techniques for non-convex problems (see below for more information about it). In order to overcome the lack of descent, we will use the Lyapunov technique, which involves the construction of a sequence of new functions, which will be used to “better” measure the progress of the algorithm, where by progress we mean a decrement in the Lyapunov function values. In several cases a trivial Lyapunov function would be to use the function itself, however in the case of non-descent methods, it is not a good choice, since it does not capture well the behavior of the iterates. The behavior of two subsequent iterates must be taken into consideration along with the function, as observed in [137, 159].

5.6.1 Lyapunov function descent property of CoCaIn BPG

Let $\{x^k\}_{k \in \mathbb{N}}$ be a sequence generated by CoCaIn BPG. We define, at iterate $k \in \mathbb{N}$, the following Lyapunov function

$$f_\delta(x^k, x^{k-1}) = \tau_{k-1}(f(x^k) - v(P)) + \delta D_h(x^{k-1}, x^k).$$

(5.6.2)

This Lyapunov function involves two terms: (i) the term $\tau_{k-1}(f(x^k) - v(P))$, which measures the progress in original function values $f$ with respect to the global optimal value of problem $(P)$ and (ii) the term given by $\delta D_h(x^{k-1}, x^k)$, which ensures that the iterates stay close enough, with respect to the Bregman distance. Before we motivate further the usage of this Lyapunov function, we show its descent property.
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**Proposition 5.6.1.1.** Let \( \{x^k\}_{k \in \mathbb{N}} \) be a sequence generated by CoCaIn BPG. Then, for all \( k \in \mathbb{N} \), we have
\[
  f^k_\delta(x^k, x^{k-1}) \geq f^{k+1}_\delta(x^{k+1}, x^k) + \epsilon D_h(x^{k-1}, x^k).
\]
(5.6.3)

The proof of Proposition 5.6.1.1 is given in Section B.3 in the appendix.

**Proposition 5.6.1.2.** Let \( \{x^k\}_{k \in \mathbb{N}} \) be a sequence generated by CoCaIn BPG. Then, the following assertions hold:

(i) The sequence \( \left\{ f^{k+1}_\delta(x^{k+1}, x^k) \right\} \) is nonincreasing.

(ii) \( \sum_{k=1}^{\infty} D_h(x^{k-1}, x^k) < \infty \), and hence the sequence \( \left\{ D_h(x^{k-1}, x^k) \right\} \) converges to zero.

(iii) \( \min_{1 \leq k \leq n} D_h(x^{k-1}, x^k) \leq f^1_\delta(x^1, x^0) / (\epsilon n) \).

The proof of Proposition 10.4.1.2 is given in Section B.4 in the appendix.

In order to proceed with the global convergence analysis of CoCaIn BPG, we will need throughout the rest of this section, to additionally assume the following.

**Assumption E.**

(i) \( \text{dom } h = C = \mathbb{R}^N \).

(ii) \( \nabla h \) and \( \nabla f_1 \) are Lipschitz continuous on any bounded subset of \( \mathbb{R}^N \).

### 5.6.2 Global convergence for CoCaIn BPG

In this subsection we show the global convergence result of CoCaIn BPG. The goal is to show that the whole sequence \( \{x^k\}_{k \in \mathbb{N}} \), that is generated by CoCaIn BPG, converges to a critical point, in terms of the limiting subdifferential which contains only general subgradients [150, Definition 8.3]. To this end, we denote the set of critical points by
\[
  \text{crit } f = \left\{ x \in \mathbb{R}^N : 0 \in \partial f(x) \equiv \partial f_0(x) + \nabla f_1(x) \right\}.
\]

Note that, such a set is well-defined due to Fermat’s rule [150, Theorem 10.1, p. 422] and due to the concept of limiting subdifferential.

From now on we will make the following assumption regarding the sequence of majorant parameters \( \{\bar{L}_k\}_{k \in \mathbb{N}} \): there exists an integer \( K \in \mathbb{N} \) such that \( \bar{L}_k = \bar{L} \) for all \( k \geq K \) (\( K \) can be as large as the user wishes). It should be noted that thanks to Assumption D(ii) and Lemma 4.4.1.1, there exists a global majorant parameter \( \bar{L} \) such that (5.4.6) holds true for all \( k \in \mathbb{N} \). On the other hand, since in anyway we require that the parameters do not decrease between two successive iterations, it makes sense that at some point we will stop changing them and continue with a fixed value. However, it is very important not using the global parameter \( \bar{L} \) right from the beginning since in practice the parameter \( \bar{L}_k \) determined by (5.4.6) might be much smaller (especially in early stages of the algorithm).

In the second phase of the algorithm, i.e., when \( k \geq K \), it also makes sense to assume that \( \tau_k = \tau \) for all \( k \geq K \) where \( \tau \leq \bar{L}^{-1} \). This immediately suggests that our Lyapunov function can also be simplified. More precisely, we define the following new Lyapunov function:
\[
  f^k_\delta(x, y) = \begin{cases} 
    f^k_\delta(x, y), & x = x^k, y = x^{k-1}, \text{for some } k < K, \\
    f(x) + \delta_1 D_h(y, x), & \text{otherwise},
  \end{cases}
\]
(5.6.4)
where $\delta_1 = \delta/\tau$.

The global convergence result is based on showing that CoCaIn BPG generates a gradient-like descent sequence according to Definition 5.6.2.1 (see below). This involves three properties which need to be verified: “sufficient descent condition”, “relative error condition” and “continuity condition”. Such a convergence analysis is based on a recent technique, which was initiated by Attouch and Bolte [6], and later on was simplified and unified in [26]. A more general framework was proposed in [136].

The main tool that stands behind this technique is the Kurdyka-Łojasiewicz (KL) property [97, 106] (see [22] for the non-smooth case), which is properly defined before in Chapter 3. In order to derive the global convergence of our algorithm, we prove that the sequence generated by BPG is a gradient-like descent sequence, which we recall below. For the interested readers we refer to [28, Appendix 6, p. 2147], where a short and self-contained summary of this proof methodology can be found. It should be noted again that here we consider a modification, which fits non-descent methods like CoCaIn BPG.

**Definition 5.6.2.1 (Gradient-like descent sequence).** A sequence $\{x_k\}_{k \in \mathbb{N}}$ is called a gradient-like descent sequence for minimizing $f_{\delta_1}$ if the following three conditions hold:

(C1) Sufficient decrease condition. There exists a positive scalar $\rho_1$ such that

$$\rho_1 \left\| x^k - x^{k-1} \right\|^2 \leq f_{\delta_1} \left(x^k, x^{k-1}\right) - f_{\delta_1} \left(x^{k+1}, x^k\right), \quad \forall k \in \mathbb{N}.$$  

(C2) Relative error condition. There exist an integer $K \in \mathbb{N}$ and a positive scalar $\rho_2$ such that

$$\left\| w^{k+1} \right\| \leq \rho_2 \left( \left\| x^k - x^{k-1} \right\| + \left\| x^{k+1} - x^k \right\| \right), \quad w^{k+1} \in \partial f_{\delta_1} \left(x^{k+1}, x^k\right), \quad \forall k \geq K.$$  

(C3) Continuity condition. Let $\bar{x}$ be a limit point of a subsequence $\{x_k\}_{k \in K}$, then

$$\limsup_{k \in K \subset \mathbb{N}} f(x_k) \leq f(\bar{x}).$$

Based on Definition 5.6.2.1 and the KL property, the following global convergence result holds true. We provide its proof in Section B.5 in the appendix.

**Theorem 5.6.2.1 (Global convergence).** Let $\{x_k\}_{k \in \mathbb{N}}$ be a bounded gradient-like descent sequence for minimizing $f_{\delta_1}$. If $f$ satisfies the KL property, then the sequence $\{x_k\}_{k \in \mathbb{N}}$ has finite length, i.e., $\sum_{k=1}^{\infty} \|x^{k+1} - x^k\| < \infty$ and it converges to $x^* \in \text{crit } f$.

Now, in a sequence of lemmas, we prove that CoCaIn BPG generates a gradient-like descent sequence for minimizing $f_{\delta_1}$. Moreover, the boundedness of the sequence is guaranteed with the coercivity of the objective, which is typically satisfied in practice. In order to prove condition (C1), we first note that Proposition 10.4.1.2 is also valid for the new Lyapunov function $f_{\delta_1}$ as recorded now (for the sake of simplicity we omit the exact details of the proof, which is almost identical to the proof above).

**Proposition 5.6.2.1.** Let $\{x_k\}_{k \in \mathbb{N}}$ be a sequence generated by CoCaIn BPG. Then, the following assertions hold:

(i) The sequence $\{f_{\delta_1}(x^{k+1}, x^k)\}_{k \in \mathbb{N}}$ is nonincreasing, converging and condition (C1) of Definition 5.6.2.1 holds true.

(ii) $\sum_{k=1}^{\infty} D_h(x^{k-1}, x^k) < \infty$, and hence the sequence $\{D_h(x^{k-1}, x^k)\}_{k \in \mathbb{N}}$ converges to zero.
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(iii) \( \min_{1 \leq k \leq n} D_h(x^{k-1}, x^k) \leq (f_{\delta_1}(x^1, x^0) - f_*) / (en) \) where \( f_* = v(\mathcal{P}) > -\infty \) (by Assumption A(iv)).

Now we can prove the following result, which means that condition (C2) holds true.

**Proposition 5.6.2.2.** Let \( \{x^k\}_{k \in \mathbb{N}} \) be a bounded sequence generated by CoCaIn BPG. Then, there exist \( w^{k+1} \in \partial f_{\delta_1}(x^{k+1}, x^k) \) and a positive scalar \( \rho_2 \) such that

\[
\left\| w^{k+1} \right\| \leq \rho_2 \left( \left\| x^k - x^{k-1} \right\| + \left\| x^{k+1} - x^k \right\| \right), \quad \forall \ k \geq K.
\]

The proof of Proposition 5.6.2.2 is given in Section B.6 in the appendix.

Now we are left with showing that CoCaIn BPG generates a sequence that satisfies condition (C3).

**Proposition 5.6.2.3.** Let \( \{x^k\}_{k \in \mathbb{N}} \) be a bounded sequence generated by CoCaIn BPG. Let \( x^* \) be a limit point of a subsequence \( \{x^k\}_{k \in K} \) then \( \limsup_{k \in \mathbb{N}} f(x^k) \leq f(x^*) \).

The proof of Proposition 5.6.2.3 is given in Section B.7 in the appendix.

The global convergence of CoCaIn BPG now easily follows from our general result on gradient-like descent sequences (see Theorem 5.6.2.1)

**Theorem 5.6.2.2 (Global convergence of CoCaIn BPG).** Let \( \{x^k\}_{k \in \mathbb{N}} \) be a bounded sequence generated by CoCaIn BPG. If \( f_0 \) and \( f_1 \) satisfy the KL property, then the sequence \( \{x^k\}_{k \in \mathbb{N}} \) has finite length, i.e., \( \sum_{k=1}^{\infty} \| x^{k+1} - x^k \| < \infty \) and it converges to \( x^* \in \text{crit} f \).

Before we conclude this section, we provide a simplified variant of CoCaIn BPG.

### 5.6.3 CoCaIn BPG without backtracking

Note that CoCaIn BPG uses a local estimate of the minorant and majorant parameters \( L_k \) and \( L_k \), \( k \in \mathbb{N} \), determined by the backtracking steps (5.4.4) and (5.4.6), respectively. However, when the global parameter \( L \) is known (guaranteed in Assumption D(ii)), we can skip the backtracking steps, and provide a simplified variant of CoCaIn BPG.

**Algorithm 6:** CoCaIn BPG without backtracking

- **Input.** \( \delta, \epsilon > 0 \) with \( 1 > \delta > \epsilon \).
- **Initialization.** \( x^0 = x^1 \in \text{int dom } h \cap \text{dom } f_0, \ L \geq \max\{ \frac{-\alpha}{1-\beta},L \} \) and \( \tau_0 \leq L^{-1} \).
- **General Step.** For \( k = 1, 2, \ldots \), compute

\[
y^k = x^k + \gamma_k(x^k - x^{k-1}) \in \text{int dom } h, \quad x^{k+1} \in \text{argmin}_u \left\{ f_0(u) + \left\langle \nabla f_1(y^k), u - y^k \right\rangle + \frac{1}{\tau_k} D_h(u, y^k) \right\},
\]

where \( \tau_k \leq \min\{ \tau_{k-1}, L^{-1} \} \) and \( \gamma_k \geq 0 \) satisfies

\[
(\delta - \epsilon) D_h(x^{k-1}, x^k) \geq 2D_h(x^k, y^k).
\]

For the inertial step (5.6.7), when \( h = (1/2) \| \cdot \|^2 \) we can obtain that \( \gamma_k \leq \sqrt{\frac{\delta - \epsilon}{2}} \) with \( \bar{L} = L \). Using Remark 5.5.0.1, if \( \delta - \epsilon \approx 1 \), one could choose the extrapolation parameter as follows \( \gamma_k \approx 1/\sqrt{\bar{L}} \). However, in general,
the closed form expression for $\gamma_k$ is difficult to obtain, for which backtracking line-search strategy can be used. In later chapters (Chapter 6, 7, 8), we develop techniques to obtain closed form inertia for problem specific Bregman distances. We use their technique later in the context of quadratic inverse problems to propose a new variant of CoCaIn BPG with closed form inertia.

5.6.4 Implementing the double backtracking procedure

The update steps of CoCaIn BPG are based on the double backtracking strategy (see steps (5.4.4) and (5.4.6)). Here, we describe some implementation details of these two steps. Note that the inner loops for finding the minorant and the majorant parameters $L_k$ and $\bar{L}_k$, $k \in \mathbb{N}$, are implemented in a sequential fashion. By this, we mean that at iteration $k \in \mathbb{N}$ we first execute the steps (5.4.2), (5.4.3) and (5.4.4) in order to compute an appropriate $y_k$, only then we proceed to steps (5.4.5) and (5.4.6) in order to compute $x_{k+1}$. Note that the fact that the sequence $\{\bar{L}_k\}_{k \in \mathbb{N}}$ does not decrease is crucial in order to decouple the steps (5.4.2) and (5.4.5). More precisely, we now describe the backtracking procedure to find $L_k$. Let $\nu > 1$ be a scaling parameter and arbitrarily initialize $L_{k,0} > 0$. Then, we find the smallest $L_k \in \{\nu^0 L_{k,0}, \nu^1 L_{k,0}, \nu^2 L_{k,0}, \ldots\}$ that satisfies (5.4.4) and such that $\gamma_k \geq 0$ satisfies

$$D_h(x^k, y^k) \leq \frac{\delta - \epsilon}{L_k \gamma_{k-1}} + 1 D_h(x^{k-1}, x^k).$$

We can now describe the procedure to find $\bar{L}_k$. Let $\nu > 1$ and initialize $L_{k,0} := \bar{L}_{k-1}$, then we take the smallest $\bar{L}_k \in \{\nu^0 \bar{L}_{k,0}, \nu^1 \bar{L}_{k,0}, \nu^2 \bar{L}_{k,0}, \ldots\}$ that satisfies (5.4.6). Therefore, $\{\bar{L}_k\}_{k \in \mathbb{N}}$ is monotonically non-decreasing. Note, however, we do not require any monotonicity of the sequence $\{L_k\}_{k \in \mathbb{N}}$.

The double backtracking strategy preserves the sign of $L_k$, however, only $-L_k \leq \bar{L}_k$ is required. Changing the sign of $L_k$ when the function is locally strongly convex might lead to additional acceleration. However, we leave this kind of adaptation for future work.

5.7 Numerical experiments

Our goal in this section is to illustrate the performance of CoCaIn BPG in various situations. We start with minimization of univariate functions, which emphasizes the power of incorporating inertial terms into the BPG algorithm and using the double backtracking procedure. Then we provide some insights on the following practical applications: quadratic inverse problems in phase retrieval and non-convex robust denoising with non-convex total variation regularization. The efficiency of CoCaIn BPG will be demonstrated for matrix factorization in Chapter 7, for deep linear neural networks in Chapter 7. For the experiments, we use Intel(R) Core(TM) i7-7700K CPU @ 4.20GHz machine with 8 CPUs with x86_64 architecture. We use Python programming language along with popular numerical computing libraries such as Numpy\(^3\) and Scipy\(^4\). For Section 5.7.4 we additionally use Numba, an open source just in time compiler\(^5\).

5.7.1 Finding global minima of univariate functions

We begin with two examples of minimizing univariate non-convex functions, which shed some light on the two main features of our algorithm: (i) inertial term and (ii) double backtracking procedure. We consider

\(^3\)https://numpy.org/
\(^4\)https://www.scipy.org/
\(^5\)http://numba.pydata.org/
Numerical experiments
unconstrained minimization of functions $f_1 : \mathbb{R} \to \mathbb{R}$, with Lipschitz continuous gradient, i.e., model $(P)$ with $d = 1$, $f_0 \equiv 0$ and $C = \mathbb{R}$. The two functions are: $f_1(x) = \log(1 + x^2)$ and $f_1(x) = (1 + e^x)^{-1}$. We compare three methods: CoCaIn BPG with $h = (1/2) \| \cdot \|^2$ and refer to it as CoCaIn with Euclidean distance, classical Gradient descent (GD) method with backtracking (which is actually CoCaIn with Euclidean distance and with $\gamma_k = 0$ for all $k \in \mathbb{N}$), and iPiano\(^6\) [137] (with the inertial parameter set to 0.7). When using a backtracking procedure in GD and iPiano methods, we mean that only the majorant parameter is varied. We use the same initialization for all the algorithms and report the performance in Figure 5.2.

In the second experiment, we illustrate the robustness of CoCaIn BPG to local minima and critical points. We consider the non-smooth and non-convex function $f(x) = |x| + \sin(x) + \cos(x)$, with many critical points as shown in the center plot of Figure 5.3, and set $f_0(x) = |x|$ and $f_1(x) = \sin(x) + \cos(x)$ (which is obviously a non-convex function with Lipschitz continuous gradient). Here again we take $h = (1/2) \| \cdot \|^2$. In order to apply CoCaIn BPG, the main computational step is of the following form:

$$x^{k+1} \in \text{argmin}_x \left\{ |x| + \left( x - y^k, \cos(y^k) - \sin(y^k) \right) + \frac{1}{2\tau_k} (x - y^k)^2 \right\},$$

which results in the following update step

$$x^{k+1} = \max \left\{ 0, \frac{y^k - \tau_k \nabla f_1(y^k)}{|y^k - \tau_k \nabla f_1(y^k)|} \right\} \text{sgn} \left( y^k - \tau_k \nabla f_1(y^k) \right).$$

We compare CoCaIn BPG with Euclidean distance to the classical Proximal Gradient (PG) method with backtracking (CoCaIn BPG with Euclidean distance and $\gamma_k = 0$, $k \in \mathbb{N}$), and iPiano. As mentioned in the first experiment, when using a backtracking procedure in PG and iPiano methods we mean that only the majorant parameter is varied.

As shown in Figure 5.3, CoCaIn BPG achieves the global minimum, whereas the PG with backtracking gets stuck in a local minimum. We performed the same experiment starting at 100 equidistant points sampled

\(^6\)In this particular case, the method coincides with the Heavy-ball method [145].
Figure 5.3: CoCaIn can find the global minimum. The left-hand side plot explicitly shows the behavior in terms of function values versus the iterations counter. In the center plot, we use $x^*_{PG}$ as a short hand notation for the critical point achieved by the Proximal Gradient Method with backtracking, and for CoCaIn BPG method we use $x^*_{CoCaIn}$. The iPiano method achieves the same critical point as the CoCaIn BPG method however it is slower. In the right-hand side plot, we plot $L_k$ (the minorant parameter) obtained by CoCaIn BPG method versus the iterations counter. The hilly structures represent that CoCaIn BPG can bypass local maxima and eventually converge to zero. Meaning that CoCaIn BPG adapts to the “local convexity” of the function.

from the interval $[-15, 15]$. The average final function value for CoCaIn was 2.75, whereas for PG method with backtracking it was 3.21 and for the iPiano it was 3.37. This means that CoCaIn BPG reaches the global minimum from 52 points, PG method with backtracking achieves the global minimum only from 27 points and iPiano from 39 points. Hence, the behavior illustrated in Figure 5.3 is not due to the choice of initialization, instead it is due to additional features of the CoCaIn BPG algorithm. This illustrates the great power of using double backtracking procedure in minimizing univariate non-convex functions.

### 5.7.2 Escaping spurious stationary points

Here, we provide evidence that CoCaIn BPG can escape spurious stationary points in minimizing non-convex functions of two variables. Let $b_i \in \mathbb{R}$, $i = 1, 2, \ldots, m$, be samples of a noisy signal with additive Gaussian noise. A very common task in signal processing is to recover the true data. However, due to the noise, data can be prone to several outliers. In such cases, a robust loss [70] is used. Moreover, prior information about the data, can be embedded through a regularizing term (for instance, a sparsity promoting regularizer). Given $\lambda, \rho > 0$, we consider minimization of

$$f(x) = \lambda \sum_{i=1}^{m} \log \left(1 + \rho \left(x_i - b_i\right)^2\right) + \sum_{i=1}^{m} \log \left(1 + |x_i|\right),$$

with

$$f_0(x) := \sum_{i=1}^{m} \log \left(1 + |x_i|\right) \quad \text{and} \quad f_1(x) := \lambda \sum_{i=1}^{m} \log \left(1 + \rho \left(x_i - b_i\right)^2\right).$$

The function $f_0$ is a non-convex sparsity promoting regularizer (also known as the log-sum penalty term [42, 131]) and the function $f_1$ is a robust loss. For illustration purposes, we consider a simple instance of problem (5.7.3) where $m = 2$, $\lambda = 0.5$ and $\rho = 100$. For minimizing this function we set $C = \mathbb{R}^2$ and $h(x) := (1/2) \left(x_1^2 + x_2^2\right)$ to be used in the CoCaIn BPG method.
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Before presenting the numerical results, we would like to note that in this example, the function $f_0(x) - (\alpha/2) h(x)$ is convex for any $\alpha \leq -1$ and $Lh - f_1$ is convex for all $L \geq 100$. Each iteration of CoCaIn BPG would require to compute the Bregman Proximal Gradient mapping, which in this case reduces to the classical Proximal Gradient mapping (due to the choice of $h$). Note that due to the separability of the functions $f_0$ and $f_1$, the needed minimization problem can be split into two individual minimizations with respect to $x_1$ and $x_2$. These two optimization problems (after simple manipulations) reduces to computation of the proximal mapping of the univariate function $\tilde{f}(x) := \log (1 + |x|)$. A closed form formula can be found in [76] and reads as follows:

$$\text{prox}_{\tau f_0} (y) = \begin{cases} 
\frac{\text{sgn}(y) \arg\min_{x \in E} \left\{ \tilde{f}(x) + \frac{1}{2\tau} (x - |y|)^2 \right\}}{2}, & \text{if } (|y| - 1)^2 - 4 (\tau - |y|) \geq 0, \\
0, & \text{otherwise,}
\end{cases}$$

where

$$E = \left\{ 0, \left[ \frac{|y| - 1 + \sqrt{(|y| - 1)^2 - 4 (\tau - |y|)}}{2} \right]_+, \left[ \frac{|y| - 1 - \sqrt{(|y| - 1)^2 - 4 (\tau - |y|)}}{2} \right]_+ \right\},$$

with $[x]_+ := \max\{0, x\}$.

Now we can apply CoCaIn BPG method and the function behavior is described in Figure 5.4. The performance of CoCaIn BPG is illustrated in Figure 5.5, which shows that CoCaIn BPG can indeed escape spurious critical points to reach the global minimum.

### 5.7.3 Quadratic inverse problems in phase retrieval

Phase retrieval has been an active research topic for several years [40, 64, 110, 164]. It gained a lot of attention from the optimization community, due to resulting hard non-convex problems [28, 47, 64]. The
Figure 5.5: CoCaIn can find the global minimum. The CoCaIn BPG algorithm finds the global minimum at $(1, 1)$, from various initialization points.

Phase retrieval problem can be described as follows. Given sampling vectors $a_i \in \mathbb{R}^N$, $i = 1, 2, \ldots, m$, and measurements $b_i > 0$, we seek to find a vector $x \in \mathbb{R}^N$ such that the following system of quadratic equations is approximately satisfied,

$$|\langle a_i, x \rangle|^2 \approx b_i^2, \quad \forall \ i = 1, 2, \ldots, m. \quad (5.7.4)$$

The values in sampling vectors and measurements are taken from a uniform distribution over $[0, 1)$ interval\footnote{https://docs.scipy.org/doc/numpy-1.15.1/reference/generated/numpy.random.rand.html}. One typical way to tackle this system is by solving an optimization problem that seeks to minimize a certain error/noise measure in accommodating the equations. The objective function also depends on the type of noise [47] in the system (for instance, Gaussian or Poisson noise). We assume additive Gaussian noise and the squared error measure.

$$f(x) = f_0(x) + \frac{1}{4} \sum_{i=1}^{m} \left( \langle a_i, x \rangle^2 - b_i^2 \right)^2, \quad f_1(x) = \frac{1}{4} \sum_{i=1}^{m} \left( \langle a_i, x \rangle^2 - b_i^2 \right)^2. \quad (5.7.5)$$

The function $f_0$ acts as a regularizing term and is used to incorporate certain prior information on the wished solution. We conduct experiments with two options of regularizing functions: (i) squared $\ell_2$-norm, $f_0(x) = (\lambda/2) \| x \|^2$ and (ii) $\ell_1$-norm, $f_0(x) = \lambda \| x \|_1$. When applying here the CoCaIn BPG method we use the following kernel generating distance function

$$h(x) = \frac{1}{4} \| x \|^4 + \frac{1}{2} \| x \|^2. \quad (5.7.6)$$

We obviously have that $\text{dom} \ h = \mathbb{R}^N$ and we record below a result [28, Lemma 5.1, p. 2143], which shows that the pair $(g, h)$ satisfies the $L$-smad property (see Definition 4.4.1.1).

Lemma 5.7.3.1. Let $f_1$ and $h$ be as defined above. Then, for any $L$ satisfying

$$L \geq \sum_{i=1}^{m} \left( 3 \| a_i a_i^T \|^2 + \| a_i a_i^T \| \| b_i^2 \| \right),$$

the function $Lh - g$ is convex on $\mathbb{R}^N$.

By the design of CoCaIn BPG algorithm, the inertial parameter $\gamma_k$ must satisfy (5.4.3). However, this involves backtracking over $\gamma_k$, which can computationally expensive for high dimensional problems. To this regard, we propose closed form expression for $\gamma_k$ which satisfies (5.4.3). We also illustrate with our numerical
experiments, that CoCaIn BPG variant with closed form inertia is competitive to our main algorithm CoCaIn BPG.

**Proposition 5.7.3.1.** Denote $\Delta_k := x^k - x^{k-1}$, for any $k \geq 1$ the following holds

$$D_h(x^k, y^k) \leq \gamma_k^2 \|z\|^2 \left(3 \|x^k\|^2 + \frac{7}{2}\right).$$

The proof of Proposition 5.7.3.1 is given in Section B.9 in the appendix. Therefore, in this case, Assumptions A, C, D and E are valid. We now discuss the update step of CoCaIn BPG, which requires the solution of the following subproblem

$$x^{k+1} \in \arg\min_x \left\{f_0(x) + \langle \nabla f_1(y^k), x - y^k \rangle + \frac{1}{\tau_k} D_h(x, y^k) \right\}. \quad (5.7.7)$$

Following [28], we provide closed form formulas for these optimization problems when $f_0$ is either the squared $\ell_2$-norm or the $\ell_1$-norm.

**$\ell_1$-norm** Here we use the following closed form solution, derived in [28, Proposition 5.1, p. 2145]. First, we define the soft-thresholding operator with respect to the parameter $\theta > 0$, as follows

$$S_\theta(y) = \arg\min_{x \in \mathbb{R}^N} \left\{\theta \|x\|_1 + \frac{1}{2} \|x - y\|^2\right\} = \max\{|y| - \theta, 0\} \text{ sgn } (y), \quad (5.7.8)$$

where all operations are applied coordinate-wise. Then the closed form solution of problem (5.7.7) is given by

$$x^{k+1} = t^* S_{\lambda \tau_k} \left(\nabla h(y^k) - \tau_k \nabla f_1(y^k)\right),$$

where $t^*$ is the unique positive real root of the following cubic equation

$$t^3 \|S_{\lambda \tau_k} \left(\nabla h(y^k) - \tau_k \nabla f_1(y^k)\right)\|_2^2 + t - 1 = 0.$$

**Squared $\ell_2$-norm** Using similar arguments as of [28, Proposition 5.1, p. 2145], we can easily derive that the solution of problem (5.7.7) is given by

$$x^{k+1} = t^* \left(\tau_k \nabla f_1(y^k) - \nabla h(y^k)\right),$$

where $t^*$ is the unique real root of the following cubic equation

$$t^3 \left\|\tau_k \nabla f_1(y^k) - \nabla h(y^k)\right\|^2 + (2\lambda \tau_k + 1) t + 1 = 0.$$

We illustrate, in Figure 5.7, the performance of CoCaIn BPG and CoCaIn BPG with closed form inertia (CoCaIn BPG CFI), compared with two other algorithms: (i) the Bregman Proximal Gradient method with backtracking (denoted by BPG-WB) using the same kernel generating distance function (which is exactly CoCaIn BPG with $\gamma_k = 0$ for all $k \in \mathbb{N}$) and (ii) the Inexact Bregman proximal minimization line search algorithm (denoted by IBPM-LS) of [139]. We also compare with the Bregman Proximal Gradient (BPG) method of [28] without backtracking and with the parameter $L$ as derived in Lemma 5.7.3.1.
We need the following technical details to provide the full problem statement. The spatial finite difference operator is given by 
\[
(Dx)_{i,j} := \left( (Dx)^1_{i,j}, (Dx)^2_{i,j} \right) \text{ where } i \in [M] \text{ and } j \in [N].
\]
The horizontal spatial finite differences are given by 
\[
(Dx)^1_{i,j} := x_{i+1,j} - x_{i,j} \text{ for all } i < M \text{ and } 0 \text{ otherwise.}
\]
The vertical spatial finite differences are given by 
\[
(Dx)^2_{i,j} := x_{i,j+1} - x_{i,j} \text{ for all } j < N \text{ and } 0 \text{ otherwise.}
\]
The problem involves the following functions 
\[
f_0(x) := \sum_{i=1}^{M} \sum_{j=1}^{N} \log (1 + |x_{i,j} - b_{i,j}|), \tag{5.7.9}
\]
\[
f_1(x) := \lambda \sum_{i=1}^{M} \sum_{j=1}^{N} \log \left(1 + \rho \| (Dx)_{i,j} \|^2_2 \right), \tag{5.7.10}
\]
where \(\lambda, \rho > 0\). The function \(f_0\) is non-smooth non-convex and \(f_1\) is smooth non-convex. The function \(f_1\) is a non-convex variant of the popular Total Variation (TV) regularizer, which is used to prefer smooth signals while preserving sharp changes in the signal (such as edges of images). For an overview on non-convex regularizations we refer the reader to \([131, 167]\). Consider \(h(x) = (1/2) \| x \|_F^2\). It is easy to prove the convexity of \(f_0(x) - (\alpha/2) \| x \|_F^2\), by checking that its right derivative is monotonically increasing \([86, \text{Theorem 6.4}]\), for all \(\alpha \leq -1\). The function \(Lh - f_1\) is convex for \(L \geq 16\lambda\). Due to separability of the function \(f_0\), we can split the computation of the corresponding Bregman Proximal Gradient mapping, into the following separable
5.7. Numerical experiments

Figure 5.8: CoCaIn BPG for robust denoising. We denote $\ell_2$-data term for the setting considered with $f_0$ set to squared $\ell_2$-norm based loss and $f_1$ set to (5.7.10). We denote $\ell_1$-data term for the setting with $f_0$ set to $\ell_1$-norm loss and $f_1$ as in (5.7.10). By our setting, we consider (5.7.9) and (5.7.10). The plots illustrate that BPG methods are competitive for the non-convex robust image denoising problems. IBPM-LS from [139] is barely having any progress, due to flat surfaces. However, BPG methods do not have this issue. The plots illustrate that CoCaIn BPG performance is superior. Also, the reconstructed image obtained by applying CoCaIn BPG to our setting gives a robust reconstruction compared to other reconstructed images.

Subproblems

$$x_{i,j}^{k+1} \in \arg\min_{x_{i,j} \in \mathbb{R}} \left\{ \log (1 + |x_{i,j} - b_{i,j}|) + \langle x_{i,j} - y_{i,j}^k, \nabla f_1(y_i^k)_{i,j} \rangle + \frac{1}{2\tau_k} \left( x_{i,j} - y_{i,j}^k \right)^2 \right\},$$

which as discussed in Section 5.7.2, can be reduced to the computation of the proximal mapping of the function $\log (1 + |x - b|)$.

We consider two additional experimental settings apart from our main setting given by (5.7.9) and (5.7.10). Firstly, we use the $\ell_2$-norm based data term with the same regularization as in (5.7.10). Secondly, we use the squared $\ell_1$-norm based data term with regularization as in (5.7.10). We use the good image given in Figure 5.8a and add severe noise randomly of $10^5$ magnitude. We illustrate the robustness of the model given by (5.7.9) and (5.7.10) to such outliers. The reconstructed image from $\ell_2$-norm based data penalty term is given in Figure 5.8c and the reconstructed image from $\ell_1$-norm based data penalty term is given in Figure 5.8d, after applying CoCaIn BPG. Clearly the $\ell_1$-norm based data penalty is better than $\ell_2$-norm...
based data penalty term, which is due to the robustness properties of $\ell_1$-norm. However, even using $\ell_1$-norm is not enough in the presence of severe outliers, the robustness properties are not so significant. This is mitigated by our setting, where the reconstructed image is given in Figure 5.8e. In our setting, the data term in (5.7.9) is very robust to outliers. In all the settings, we used $\lambda = 10$ and $\rho = 1$. The convergence plots for the experiments with (5.7.9) and (5.7.10) are given in Figure 5.8f and 5.8g. Note that CoCaIn BPG CFI uses the closed form inertia with Euclidean distance. BPG-WB and BPG are same as in earlier experiments. IBPM-LS is a general purpose line-search algorithm for non-convex non-smooth problems proposed in [139]. Even though, IBPM-LS is general, BPG based methods are much faster. The comparisons also illustrate that CoCaIn BPG is better in terms of convergence with respect to iterations and competitive with respect to time. CoCaIn BPG CFI performs very similar to CoCaIn BPG and as anticipated the time plots illustrate that CoCaIn BPG CFI is slightly faster than CoCaIn BPG.

5.8 Chapter conclusion

In this chapter, we proposed an inertial variant of the Bregman Proximal Gradient algorithm, namely, CoCaIn BPG. It relies on double backtracking strategy, which combines both the upper and lower bounds that arises in the $L$-smad property. In particular, the lower bound governs the inertia and the upper bound governs the step-size. We also proved the global convergence for the sequence generated by CoCaIn BPG. We supplement the theory with several practical applications and some illustrations. An implication of this chapter’s work is that once a suitable Bregman distance is developed, the CoCaIn BPG algorithm is readily applicable. We leverage this in the subsequent chapters where we apply CoCaIn BPG algorithm to optimize the objectives that arise in matrix factorization, deep matrix factorization, deep neural networks settings based on Bregman distances developed in Chapter 4.
Chapter 6

Matrix factorization

6.1 Abstract

Matrix factorization is a popular non-convex optimization problem, for which alternating minimization schemes are mostly used. They usually suffer from the major drawback that the solution is biased towards one of the optimization variables. A remedy is non-alternating schemes based on the $L$-smad property. We already exploited this theory to propose suitable Bregman distances for matrix factorization problems in Chapter 4. In this chapter, we make use of the developed Bregman distances to make BPG and CoCaIn BPG applicable for matrix factorization. The global convergence guarantees are readily valid as a simple consequence. A major challenge in the usage of BPG methods is the efficiency of the update step, for which we develop here closed form solutions which helps improve practical efficiency. In several experiments, we observe a superior performance of our non-alternating schemes (BPG based methods) in terms of speed and objective value at the limit point.

6.2 Introduction

We recall the matrix factorization setting described in Section 4.5. Given a matrix $A \in \mathbb{R}^{M \times N}$, in matrix factorization setting one is interested in the factors $U \in \mathbb{R}^{M \times K}$ and $Z \in \mathbb{R}^{K \times N}$ such that $A \approx UZ$ holds. This is usually cast into the following non-convex optimization problem

$$\min_{U \in U, Z \in Z} \left\{ f(U, Z) \equiv \frac{1}{2} \| A - UZ \|_F^2 + R_1(U) + R_2(Z) \right\},$$ (6.2.1)
where \( \mathcal{R}_1, \mathcal{R}_2 \) are regularization terms, \( \frac{1}{2} \| A - UZ \|_F^2 \) is the data-fitting term, and \( U, Z \) are the constraint sets for \( U \) and \( Z \) respectively. Here, \( \mathcal{R}_1(U) \) and \( \mathcal{R}_2(Z) \) can be potentially non-convex extended real valued functions and possibly non-smooth. We denote \( f_0(U, Z) := \mathcal{R}_1(U) + \mathcal{R}_2(Z) \) and \( f_1(U, Z) := \frac{1}{2} \| A - UZ \|_F^2 \). Many practical matrix factorization problems can be cast into the form of (6.2.1). The choice of \( f_0 \) and \( f_1 \) is dependent on the problem, for which we provide some examples in Section 6.5. Moreover by definition, \( f_0 \) is separable in \( U \) and \( Z \), which we assume only for practical reasons.

The most frequently used techniques for solving matrix factorization problems involve alternating updates (Gauss–Seidel type methods [75]) like PALM [26], iPALM [144], BCD [171], BC-VMFB [50], HALS [51] and many others. A common disadvantage of these schemes is their bias towards one of the optimization variables. Such alternating schemes involve fixing a subset of variables to do the updates. In order to guarantee convergence to a stationary point, alternating schemes require the first term in (6.2.1) to have a Lipschitz continuous gradient only with respect to each subset of variables. However, in general Lipschitz continuity of the gradient fails to hold for all variables. In order to use non-alternating schemes for (6.2.1), one possible way is to generalize the gradient Lipschitz continuity and for this purpose, we use the L-smad property.

In this regard, we already provided Bregman distances in Chapter 4. Here, we ask the question: “Can we apply BPG and CoCaIn BPG efficiently for matrix factorization problems?” This question is significant, since convergence of the Bregman proximal minimization variants BPG and CoCaIn BPG relies on the L-smad property. A crucial issue is the efficient computability of the algorithm’s update steps, which is particularly hard due to the coupling between two subsets of variables. We successfully solve this challenge.

### 6.2.1 Contributions

In particular, we list our contributions below.

- We make recently introduced powerful Bregman proximal minimization based algorithms BPG [28] and CoCaIn BPG (see Chapter 5) and the corresponding convergence results are applicable to the matrix factorization problems when L2 or L1-regularization is incorporated (see Section 7.3.1).

- We compute the analytic solution for subproblems of the proposed variants of BPG, for which the usual analytic solutions based on Euclidean distances cannot be used.

- Experiments show a significant advantage of BPG and CoCaIn BPG which are non-alternating by construction, compared to popular alternating minimization schemes such as PALM [26] and iPALM [144].

### 6.2.2 Related work

Alternating minimization is the go-to strategy for matrix factorization problems due to coupling between two subsets of variables [1, 73, 172]. In the context of non-convex and non-smooth optimization, recently PALM [26] was proposed and convergence to stationary point was proved. An inertial variant, iPALM was proposed in [144]. However, such methods require a subset of variables to be fixed. We remove such a restriction here and take the contrary view by proposing non-alternating schemes based on a powerful Bregman proximal minimization framework, where we use BPG and CoCaIn BPG algorithms based on the Bregman distances from Section 4.5.
Recently, the symmetric non-negative matrix factorization problem was solved with a non-alternating Bregman proximal minimization scheme [58] with the following kernel generating distance
\[ h(U) = \frac{\|U\|_F^4}{4} + \frac{\|U\|_F^2}{2}. \]
However for the generic matrix factorization problem, such a \( h \) is not suitable, unlike our Bregman distance from Section 4.5.

Non-negative matrix factorization (NMF) is a variant of the matrix factorization problem which requires the factors to have non-negative entries [74, 101]. Some applications are hyperspectral unmixing, clustering and others [67, 73]. The non-negativity constraints pose new challenges [101] and only convergence to a stationary point [73, 87] is guaranteed, as NMF is NP-hard in general. Under certain restrictions, NMF can be solved exactly [4, 113] however such methods are computationally infeasible. We give efficient algorithms for NMF and show the superior performance empirically.

Matrix completion is another variant of matrix factorization arising in recommender systems [95] and bioinformatics [107, 163], which is an active research topic due to the hard non-convex optimization problem [41, 68]. The state-of-the-art methods were proposed in [89, 173] and other recent methods include [174]. Here, our algorithms are either faster or competitive.

Our algorithms are also applicable to graph regularized NMF (GNMF) [38], sparse NMF [26], nuclear norm regularized problems [39, 88], symmetric NMF via non-symmetric extension [177].

### 6.3 Closed form update steps for BPG-MF and CoCaIn BPG-MF

In this section, our focus is to use the Bregman distances proposed for matrix factorization problems in Section 4.5 to make BPG and CoCaIn BPG applicable. Also, we are interested in the transfer of theoretical convergence guarantees. A major challenge in the application of BPG based algorithms is that the update step is not available in closed form. Thus, the rest of the section is focussed on developing closed form update steps for BPG algorithms applied for matrix factorization problems.

We denote the BPG algorithm for matrix factorization as BPG-MF and the CoCaIn BPG algorithm as CoCaIn BPG-MF. BPG algorithm involves the following update step at each \( k = 1, 2, \ldots \):

\[
P^k = \lambda \nabla_U f_1(U^k, Z^k) - \nabla_U h(U^k, Z^k), \quad Q^k = \lambda \nabla_Z f_1(U^k, Z^k) - \nabla_Z h(U^k, Z^k),
\]

\[
(U^{k+1}, Z^{k+1}) \in \text{argmin}_{(U,Z) \in \mathcal{C}} \left\{ \lambda f_0(U, Z) + \langle P^k, U \rangle + \langle Q^k, Z \rangle + h(U, Z) \right\}.
\]

(6.3.1)

CoCaIn BPG algorithm involves a similar update step at an extrapolated point and also involves the double backtracking step as described in Chapter 5. To make BPG-MF and CoCaIn BPG-MF an efficient choice for solving matrix factorization, namely closed form expressions for the main update steps (6.3.1) (similarly for CoCaIn BPG-MF) need to be developed.

Note that as BPG-MF and CoCaIn BPG-MF essentially involve the same update step, thus we focus on closed form updates for BPG-MF and the extensions to CoCaIn BPG-MF are straightforward.
For the derivation, we refer to the appendix (see Chapter C), here we just state our results. For the L2-regularized problem
\[ f_1(U, Z) = \frac{1}{2} \| A - UZ \|_F^2, \quad f_0(U, Z) = \frac{\lambda_0}{2} \left( \| U \|_1^2 + \| Z \|_1^2 \right), \quad h = h_a \]
with \( c_1 = 3, c_2 = \| A \|_F \) and \( 0 < \lambda < 1 \) the BPG-MF updates are:
\[ U^{k+1} = -rP^k, \quad Z^{k+1} = -rQ^k \] with \( r \geq 0 \),
\[ c_1 \left( \| P^k \|_F^2 + \| Q^k \|_F^2 \right)r^2 + (c_2 + \lambda_0)r - 1 = 0. \]

The following BPG-MF are equivalent to the above given closed form updates, however, the following updates have better numerical stability.
\[ U^{k+1} = -r\frac{\sqrt{2P^k}}{\sqrt{\| P^k \|_F^2 + \| Q^k \|_F^2}}, \quad Z^{k+1} = -r\frac{\sqrt{2Q^k}}{\sqrt{\| P^k \|_F^2 + \| Q^k \|_F^2}} \] with \( r \geq 0 \),
\[ 2c_1r^3 + (c_2 + \lambda_0)r - \sqrt{\| P^k \|_F^2 + \| Q^k \|_F^2} = 0. \]

For NMF with additional non-negativity constraints, we replace \(-P^k\) and \(-Q^k\) by \(\Pi_+(-P^k)\) and \(\Pi_+(-Q^k)\) respectively where \(\Pi_+(\cdot) = \max\{0,\cdot\}\) and max is applied element wise.

Now consider the following L1-regularized problem
\[ f_1(U, Z) = \frac{1}{2} \| A - UZ \|_F^2, \quad f_0(U, Z) = \lambda_1 \left( \| U \|_1 + \| Z \|_1 \right), \quad h = h_a. \] (6.3.2)

The soft-thresholding operator is defined for any \( y \in \mathbb{R}^N \) by \( S_{\theta}(y) = \max \{ |y| - \theta, 0 \} \) \( \operatorname*{sgn} (y) \) where \( \theta > 0 \).

Set \( c_1 = 3, c_2 = \| A \|_F \) and \( 0 < \lambda < 1 \) the BPG-MF updates with the above given \( f_1, f_0, h \) are:
\[ U^{k+1} = rS_{\lambda_1\lambda}(-P^k), \quad Z^{k+1} = rS_{\lambda_1\lambda}(-Q^k) \] with \( r \geq 0 \) and
\[ c_1 \left( \| S_{\lambda_1\lambda}(-P^k) \|_F^2 + \| S_{\lambda_1\lambda}(-Q^k) \|_F^2 \right)r^2 + c_2r - 1 = 0. \]

The above given closed form updates can also be equivalently stated as following:
\[ U^{k+1} = r\frac{\sqrt{2S_{\lambda_1\lambda}(-P^k)}}{\sqrt{\| S_{\lambda_1\lambda}(-P^k) \|_F^2 + \| S_{\lambda_1\lambda}(-Q^k) \|_F^2}}, \quad Z^{k+1} = r\frac{\sqrt{2S_{\lambda_1\lambda}(-Q^k)}}{\sqrt{\| S_{\lambda_1\lambda}(-P^k) \|_F^2 + \| S_{\lambda_1\lambda}(-Q^k) \|_F^2}} \] with \( r \geq 0 \),
\[ 2c_1r^3 + c_2r - \sqrt{\| S_{\lambda_1\lambda}(-P^k) \|_F^2 + \| S_{\lambda_1\lambda}(-Q^k) \|_F^2} = 0. \]

We denote a vector of ones as \( e_D \in \mathbb{R}^N \). For additional non-negativity constraints we need to replace \( S_{\lambda_1\lambda}(-P^k) \) with \( \Pi_+(- (P^k + \lambda_1 \lambda e_M e_M^T)) \) and \( S_{\lambda_1\lambda}(-Q^k) \) to \( \Pi_+(- (Q^k + \lambda_1 \lambda e_K e_K^T)) \). Excluding the gradient computation, the computational complexity of our updates is \( O(MK + NK) \) only, thanks to linear operations. PALM and iPALM additionally involve calculating Lipschitz constants with at most \( O(K^2 \max\{M, N\}^2) \) computations. Examples like graph regularized NMF (GNMF) [38], sparse NMF [26], matrix completion [95], nuclear norm regularization [39, 88], symmetric NMF [177] and proofs are given in the appendix.

Note that when \( f_0 := 0 \), we cannot conclude the global convergence result of BPG and CoCaIn BPG as \( f_1 \) is not coercive. However, under the L1-regularization and L2-regularization settings the objective is coercive, thus the global convergence results of BPG algorithms are applicable.
6.4 Discussion

We briefly remark some properties of the update steps of BPG-methods. Note that the updates are independent for $U$ and $Z$ in (6.3.1), where updates can be done in parallel blockwise (communication is only required to solve the 1D cubic equation). This can be potentially used to increase the speedup in practice, in particular for large matrices. Some terms in gradients overlap, so using temporary variables in implementation can possibly increase the speedup.

We now provide insights on why BPG-methods are a better choice over other methods, with focus on alternating methods.

- PALM-methods estimate a Lipschitz constant with respect to a block of coordinates in each iteration, which is expensive for large block matrices. BPG-methods use a global $L$-smad constant, which is computed only once.

- PALM-methods cannot be parallelized block wise, for example, in the two block case, the computation of the Lipschitz constant of the second block must wait for the first block to be updated, hence it is inherently serial.

- Alternating minimization methods do not converge for non-smooth regularization terms and can be inefficient (for, e.g., ALS) for some matrix factorization problems (see, for example, [94, 147]). BPG-methods and PALM-methods converge (due to linearization).

- PALM is not applicable to the 2D function $f_1(x, y) = (x^3 + y^3)^2$, because the block-wise Lipschitz continuity of the gradients fails to hold even after fixing one variable. BPG-methods are applicable here.

- PALM is not applicable to, for example, symmetric matrix factorization as also pointed in [58] or the following penalty method based (relaxed) orthogonal NMF problem (see (6.2.1))

$$\min_{U \in U, Z \in Z} \left\{ f \equiv \frac{1}{2} \| A - UZ \|_F^2 + \frac{\rho}{2} \| U^TU - I \|_F^2 + I_{U \geq 0} + I_{Z \geq 0} + R_1(U) + R_2(Z) \right\},$$

where second term does not have a block-wise Lipschitz continuous gradient for any $\rho > 0$. Here BPG-methods are applicable (similarly also for Projective NMF) with minor changes to the Bregman distance. For symmetric matrix factorization, we recover the kernel generating distances proposed in [58].

- BPG-methods are very general so the choice of applications will increase substantially and this will potentially open doors to design new losses and regularizers, without restricting to Lipschitz continuous gradients.

**State of the art models.** The state-of-the-art matrix factorization models in [89] go beyond two factors and new factorization models are introduced. BPG algorithms are not valid in their setting, and requires potentially developing new Bregman distances. Also, BPG based methods are not applicable for big data setting, where stochasticity plays a major role. The stochastic version of BPG was recently proposed in [55]. The empirical comparisons to [89] is still open. Moreover, designing the appropriate kernels in the context of new factorization models can possibly require substantially technical proofs.

**Extensions.** Our algorithms can potentially extended to several applications, for example, multi-task learning, general matrix sensing, weighted PCA with various applications including cluster analysis, phase
retrieval, power system state estimation. Even though CoCaIn BPG-MF appears to perform best, the performance of BPG-MF which forms the basis for CoCaIn BPG-MF, is worst as illustrated in 6.5. This possibly implies that the kernel choice or the coefficients involved in the kernels are not optimal. Such optimal choice of kernel generating distances were partially explored in the context of symmetric matrix factorization setting in [58], where new Bregman distances based on Gram kernels were introduced with state of the art performance in applicable settings.

6.5 Experiments

In this section, we show experiments for the optimization problem in (6.2.1). Denote the regularization settings, **R1**: with \( R_1 \equiv R_2 \equiv 0 \), **R2**: with L2 regularization \( R_1(U) = \frac{\lambda_0}{2} \| U \|_F^2 \) and \( R_2(Z) = \frac{\lambda_0}{2} \| Z \|_F^2 \) for some \( \lambda_0 > 0 \), **R3**: with L1 Regularization \( R_1(U) = \lambda_0 \| U \|_1 \) and \( R_2(Z) = \lambda_0 \| Z \|_1 \) for some \( \lambda_0 > 0 \).

**Algorithms.** We compare our first order optimization algorithms, BPG-MF and CoCaIn BPG-MF, and recent state-of-the-art optimization methods iPALM [144] and PALM [26]. We focus on algorithms that guarantee convergence to a stationary point. We also use BPG-MF-WB, where WB stands for "with backtracking", which is equivalent to CoCaIn BPG-MF with \( \gamma_k \equiv 0 \). We use two settings for iPALM, where all the extrapolation parameters are set to a single value \( \beta \) set to \( 0.2 \) and \( 0.4 \). PALM is equivalent to iPALM if \( \beta = 0 \). We use the same initialization for all methods.

**Simple matrix factorization.** We set \( U = \mathbb{R}^{M \times K} \) and \( Z = \mathbb{R}^{K \times N} \). We use a randomly generated synthetic data matrix with \( A \in \mathbb{R}^{200 \times 200} \) and report performance in terms of function value for three regularization settings, **R1**, **R2** and **R3** with \( K = 5 \). Note that this enforces a factorization into at most rank 5 matrices \( U \) and \( Z \), which yields an additional implicit regularization. For **R2** and **R3** we use \( \lambda_0 = 0.1 \). CoCaIn BPG-MF is superior\(^1\) as shown in Figure 6.1.

**Statistical evaluation.** We also provide the statistical evaluation of all the algorithms in Figure 6.2, for the above problem. The optimization variables are sampled from \([0,0.1]\) and 50 random seeds are considered. CoCaIn BPG outperforms other methods, however PALM methods are also very competitive. In L1 regularization setting, the performance of CoCaIn BPG is the best. In all settings, BPG-MF performance is worst due to a constant step size, which might change in settings where local adaptation with backtracking line search is computationally not feasible.

**Matrix completion.** In recommender systems [95] given a matrix \( A \) with entries at few index pairs in set \( \Omega \), the goal is to obtain factors \( U \) and \( Z \) that generalize via following optimization problem

\[
\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \| P_{\Omega} (A - UZ) \|_F^2 + \frac{\lambda_0}{2} \left( \| U \|_1^2 + \| Z \|_1^2 \right) \right\},
\]

where \( P_{\Omega} \) preserves the given matrix entries and sets others to zero. We use 80% data of MovieLens-100K, MovieLens-1M and MovieLens-10M [83] datasets and use other 20% to test. CoCaIn BPG-MF is faster than all methods as given in Figure 6.3. The MovieLens datasets are essentially a matrix \( A \in \mathbb{R}^{M \times N} \), where \( M \) denotes the number of users and \( N \) denotes the number of movies. Only a few non-zero entries are given and the entries denote the ratings which the user has provided for a particular movie. The ratings can take the

\(^1\)Note that in the y-axis label \( v(P) \) is the least objective value attained by any of the methods.
value between 1 and 5, which we refer to as scale. The exact statistics of all the MovieLens datasets are given below.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Users</th>
<th>Movies</th>
<th>Non-zero entries</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens100K</td>
<td>943</td>
<td>1682</td>
<td>100000</td>
<td>1-5</td>
</tr>
<tr>
<td>MovieLens1M</td>
<td>6040</td>
<td>3952</td>
<td>1000209</td>
<td>1-5</td>
</tr>
<tr>
<td>MovieLens10M</td>
<td>71567</td>
<td>10681</td>
<td>10000054</td>
<td>1-5</td>
</tr>
</tbody>
</table>

The plots provided for the matrix completion problem uses only 80% of the data and we use the remaining 20% as test data in order to obtain the generalization performance to unseen matrix entries with the resulting value between 1 and 5, which we refer to as scale. The exact statistics of all the MovieLens datasets are given below. The predicted rating to a particular \( i \in \{1, 2, \ldots, M\} \) and \( j \in \{1, 2, \ldots, N\} \) is given by \((UZ)_{ij}\). The test data is comprised of matrix indices with unseen entries and we denote this set of indices as \( \Omega_T \). A popular measure for the test data is the Test RMSE, which is given by the following entity:

\[
\text{Test RMSE} = \sqrt{\frac{1}{|\Omega_T|} \sum_{i=1}^{M} \sum_{j=1}^{N} I_{(i,j)\in\Omega_T} (A_{ij} - (UZ)_{ij})^2},
\]

where \(|\Omega_T|\) denotes the cardinality of the set \( \Omega_T \) and \( I_{(i,j)\in\Omega_T} = 1 \) if the index pair \((i, j)\) lies in the set \( \Omega_T \) else it is zero. The Test RMSE comparisons for the MovieLens Dataset are given below in Figure 6.4.

![Figure 6.1: Simple matrix factorization on synthetic dataset.](image)

![Figure 6.2: Statistical evaluation on simple matrix factorization.](image)
As evident from Figures 6.1, 6.5, 6.3, CoCaIn BPG-MF, BPG-MF-WB can result in better performance than well known alternating methods. BPG-MF is not better than PALM and iPALM because of prohibitively small step-sizes (due to $\|A\|_F$ in (4.6.2)), which is resolved by CoCaIn BPG-MF and BPG-MF-WB using backtracking. Time comparisons are also provided, where we show that our methods are competitive. The plots in Figure 6.4 show that the proposed methods BPG-MF-WB and CoCaIn BPG-MF are competitive to PALM and iPALM. BPG-MF is slow in the beginning, however it is competitive to other methods towards the end.

**Non-negative matrix factorization.** We consider the same setting as the simple matrix factorization problem considered in 6.5, however we set $U = \mathbb{R}^{M \times K}_+$ and $Z = \mathbb{R}^{K \times N}_+$. We consider Medulloblastoma dataset [35] dataset with matrix $A \in \mathbb{R}^{5893 \times 34}$. As evident from Figure 6.5, PALM based methods outperform BPG methods here. This raises new open questions and hints at potential variants of BPG which are better suited for constrained problems.

**Time comparisons.** We provide time comparisons in Figures 6.6, 6.7, 6.8 for all the experimental settings mentioned in Section 6.5, where we mention the dataset in the caption. Since, we used logarithmic scaling, we used an offset of $10^{-2}$ for all algorithms for better visualization.

As evident from the plots, the proposed variants BPG-MF-WB and CoCaIn BPG-MF are competitive to PALM and iPALM. BPG-MF is mostly slow, due to constant step-size, which can be potentially helpful when backtracking is computationally expensive.
Chapter 6. Matrix factorization

We proposed non-alternating algorithms to solve matrix factorization problems, contrary to the typical alternating strategies. We achieve this using the Bregman proximal algorithms, BPG [28] and an inertial variant CoCaIn BPG (Chapter 5) for matrix factorization problems. For this purpose, we use the Bregman distances from Section 4.5, which allow for applicability and also enable the transfer of convergence results when L1 or L2-regularization is used. Moreover, we also provide non-trivial efficient closed form update steps for many matrix factorization problems. This line of thinking raises new open questions, such as extensions to tensor factorization [94], to robust matrix factorization [173], stochastic variants [55, 78, 119, 128] and
state-of-the-art matrix factorization model [89]. We consider similar extensions to deep matrix factorization and deep non-linear neural network settings in the subsequent chapters.
Chapter 7

Deep matrix factorization

7.1 Abstract

In this chapter, we use the Bregman distances for deep matrix factorization problems from Section 4.6, which yields BPG algorithms with theoretical convergence guarantees. In fact, these are the first non-alternating algorithms for such problems allowing for a constant step size strategy. Moreover, we demonstrate the numerical competitiveness of the proposed methods compared to existing state of the art schemes. The main implications of our results are strong convergence guarantees for BPG algorithms. We also propose strategies for their efficient implementation. For example, closed form updates and a closed form expression for the inertial parameter of CoCaIn BPG. Moreover, the BPG method requires neither diminishing step sizes nor line search, unlike its corresponding Euclidean version.

7.2 Introduction

In this chapter, we revisit the deep matrix factorization problem mentioned in Section 4.6, using the same notation. Recall that the optimization problem involved in the deep matrix factorization problem or
equivalently training a so-called deep linear neural network (DLNN) model, is the following:

\[
\min_{W_i \in W_i, \forall i \in \{1, \ldots, N\}} f_1(W) + f_0(W),
\]

where

\[
f_1(W) := \frac{1}{2} \| W_1 W_2 \cdots W_N X - Y \|^2_F,
\]

and \( f_0 \) is the regularization term.

We verified the \( L \)-smad property for \( f_1 \) by proposing appropriate Bregman distances in Section 4.6. In this chapter, we make use of such Bregman distances such that BPG and CoCaIn BPG algorithms are applicable. However, the standard implementation of BPG based methods is not efficient, in general. There are certain technical issues that require resolution. In this chapter, we tackle all such issue and provide practical solutions.

### 7.2.1 Contributions

In particular, our contributions are the following.

- We enable an efficient implementation of the update steps involved in BPG based methods via closed form analytic expressions for various practical settings.

- Finding appropriate inertia (or momentum) for CoCaIn BPG can be computationally expensive. In order to mitigate this issue, we propose a novel variant of CoCaIn BPG, called CoCaIn BPG CFI that improves the efficiency for large scale problems.

- The developed Bregman distances in Chapter 4 yield a base algorithm (BPG) that allows for modifications in analogy to the development of alternating, stochastic or inertial variants of the base Proximal Gradient (PG) method, for which we provide a comprehensive discussion.

- Additionally, we empirically illustrate that BPG based algorithms are usually competitive and are often superior to PG variants, whenever both are applicable.

### 7.2.2 Related work

In [58] a low-rank semidefinite program is reformulated in terms of a symmetric matrix factorization problem which is solved with BPG. To this end the authors prove that the corresponding objective is \( L \)-smad relative to a quartic kernel. In Section 4.5, this idea has been extended to a more general regularized matrix factorization problem, for which Bregman distance is proposed to guarantee the \( L \)-smad property of the corresponding objective. However, in the deep matrix factorization setting, such a Bregman distance is not valid. Extending on the matrix factorization setting, we already proposed suitable Bregman distances for the deep matrix factorization problem in Section 4.6. Hence, our main focus is to use those Bregman distances to make BPG and CoCaIn BPG algorithms applicable to solve deep matrix factorization problems. Various related state of the art results for deep matrix factorization models were also explored in [17, 115, 165]. A variant of the deep matrix factorization model can also be used for matrix completion [3, 94], which we explore towards the end of this chapter. As mentioned in Section 4.6, it is well justified to study the deep matrix factorization problems [49, 77, 92, 169, 175] before embarking on the deep non-linear neural network setting. Here, we mainly focus on the efficient application of BPG algorithms on deep matrix factorization problems.

Deep linear neural networks are not popular compared to the deep non-linear neural networks (see Chapter 8), as they capture more complex geometries [77]. Even though deep linear neural networks essentially describe
a linear model, Mirror Descent (BPG with $f_0 := 0$) eventually inherits the so-called implicit regularization bias observed for Gradient Descent optimization [3, 72, 80]. The implicit regularization bias is helpful to incorporate the information beyond what is specified in the objective [79, 127]. As a future work, the exact quantification of the implicit regularization of BPG based methods could be explored.

7.3 BPG for deep matrix factorization

7.3.1 Closed form updates for BPG

In practice, in order to make use of kernel generating distances proposed in Proposition 4.6.0.1, 4.6.0.2 with BPG, we require efficient update steps. It is in general difficult to compute the Bregman proximal mapping ($T_\lambda$ in (5.3.1)) in closed form, even for common $f_0$. Typically this involves the computation of the convex conjugate function of the problem-dependent $h$ which can be hard to derive. In our case we show in Proposition 7.3.1.1, that the computation of the BPG map (5.3.1) can be reduced to a simple projection problem and a simple one-dimensional nonlinear equation, more precisely a polynomial equation with a unique real root. Such a closed form solution is also valid for any other Bregman proximal algorithm including, stochastic BPG [55]. Using $f_1$ from (7.2.1) and $f_0 := 0$ and we set $h$ as in Proposition 4.6.0.1, 4.6.0.2.

**Proposition 7.3.1.1.** In BPG, with above defined $f_1, f_0, h$, denoting $P^k_i := \lambda \nabla W_i f_1(W^k) - \nabla W_i h(W^k)$, the update steps in each iteration are given by

$$W^{k+1}_i = -r \frac{\sqrt{N} P^k_i}{\|P\|_F}, \quad \text{for all } i \in \{1, \ldots, N\},$$

with $\|P\|_F^2 = \sum_{i=1}^N \|P^k_i\|_F^2$. For $N = 2$, $r \geq 0$ satisfies

$$2c_1(2)r^3 + c_2(2)r - \frac{\|P\|_F}{\sqrt{2}} = 0,$$

if $N > 2$ and even, $r \geq 0$ satisfies

$$2c_1(N)r^{2N-1} + c_2(N)r^{N-1} + \frac{2\rho}{N}r - \frac{\|P\|_F}{\sqrt{N}} = 0,$$

and, if $N > 2$ and odd, $r \geq 0$ satisfies

$$2c_1(N)r^{2N-1} + c_3(N)\left(\frac{Nr^2 + 1}{N + 1}\right)^{N-1}r + \frac{2\rho}{N}r - \frac{\|P\|_F}{\sqrt{N}} = 0. \quad (7.3.1)$$

The proof is given in Section D.2.1 in the appendix. With a slight abuse of denotation, we are referring that Proposition 7.3.1.1 provides closed form solution, even though $r$ must be found by solving one-dimensional nonlinear equation. We now consider non-zero $f_0$.

**L2-regularization.** The squared L2-regularizer is given by

$$f_0(W) := \frac{\lambda_0}{2} \sum_{i=1}^N \|W_i\|_F^2, \quad \text{with } \lambda_0 > 0. \quad (7.3.2)$$
To obtain closed forms replace $\frac{2p}{N}$ with \(\left(\frac{2p}{N} + \lambda \mu_0\right)\) in Proposition 7.3.1.1.

**L1-regularization.** The L1-regularizer is given by

\[
f_0(W) := \sum_{i=1}^{N} \mu_i \|W_i\|_1 ,
\]

with $\mu_i > 0$ for all $i \in \{1, \ldots, N\}$. Using the element wise soft-thresholding operator $S_\theta(x) = \max\{|x| - \theta, 0\} \text{sgn}(x)$, the closed form updates are obtained by replacing $-P_k^i$ with $S_{\lambda \mu_i}(-P_k^i)$ in Proposition 7.3.1.1. Proof is given in Section D.2.3 in the appendix.

### 7.3.2 Global convergence of BPG for regularized DLNN

We prove the global convergence of BPG applied to minimize $f := f_1 + f_0$ by invoking [28, Theorem 4.1], where $f_0$ being either L2-regularizer or L1-regularizer, and $f_1$ be as defined in (4.6.1).

**Theorem 7.3.2.1** (Global convergence of BPG for regularized DLNN). Let $f_1$ be defined as in (4.6.1) with $N > 1$, and $f_0$ be either L2-regularization as in (7.3.2) or L1-regularization as in (7.3.3). If $N = 2$, choose the kernel generating distance function $h = H_a$ as in (4.6.2). If $N > 2$ and even, then choose $h$ as in (4.6.5), otherwise, if $N > 2$ and odd, then choose $h$ as in (4.6.6). Then, $f$ has the KL-property and $f_1$ is L-smad w.r.t. $h$. Moreover, the sequence $\{x_k\}_{k \in \mathbb{N}}$ generated by BPG is bounded, has finite length, and converges to a critical point of $f$.

The proof is provided in Section D.1 in the appendix. We remark that our theory does not provide global convergence guarantees for no regularization ($f_0 := 0$).

### 7.4 CoCaIn BPG for deep matrix factorization

#### 7.4.1 Closed form inertia

Now, we present one of our main contribution for efficiently using CoCaIn BPG. The maximal extrapolation is restricted by (5.4.3), where for a constant $\kappa > 0$, the following holds:

\[
D_h(x^k, y^k) \leq \kappa D_h(x^{k-1}, x^k) .
\]

(7.4.1)

For large scale problems, checking the condition (7.4.1) in a backtracking loop may be expensive. For this purpose, we propose a crucial closed form solution for the extrapolation parameter, which is efficient to implement in practice. For Euclidean distances, $0 < \gamma_k \leq \sqrt{\kappa}$ satisfies (7.4.1). Such a closed form interval is non-trivial to obtain in general. However, the structure of the proposed Bregman distances allows for a closed form inertial parameter, as shown in Proposition 7.4.1.1.

**Proposition 7.4.1.1.** Denote $x^k = (W_1^k, \ldots, W_N^k)$. For $\kappa > 0$, $y^k := x^k + \gamma_k (x^k - x^{k-1})$ and $x^k \not= x^{k-1}$, the parameter $\gamma_k$ given by

\[
0 < \gamma_k \leq \sqrt{\frac{\kappa D_h(x^{k-1}, x^k)}{\lambda(N)}} \leq 1 ,
\]

where $\lambda(N) = \sum_{i=1}^{N} \mu_i$. Proof is given in Section D.2.3 in the appendix.
satisfies the condition (7.4.1), where $\chi(N)$ is given by

\[
\begin{cases}
  c_1(N)B_k + c_2(N)C_k, & \text{for } N = 2, \\
  c_1(N)B_k + c_2(N)C_k + \rho \|\Delta_k\|^2, & \text{for even } N > 2, \\
  c_1(N)B_k + c_3(N)D_k + \rho \|\Delta_k\|^2, & \text{for odd } N > 2,
\end{cases}
\]

with $\Delta_k = x_k - x_{k-1}$, $\Omega_k = 2 \|x_k\|^2 + 2 \|\Delta_k\|^2$,

\[
B_k = \frac{(2N - 1) \|\Delta_k\|^2 (\Omega_k)^{(N-1)}}{N^{N-1}}, \quad C_k = \frac{((N - 1) \|\Delta_k\|^2 (\Omega_k)^{N/2})}{(N^{N/2}-1)}, \quad D_k = \frac{N \|\Delta_k\|^2 (\Omega_k + 1)^{N/2}}{(N + 1)^{N/2}}.
\]

The proof of Proposition 7.4.1.1 is given in Section D.3.1. For $N = 2$ (matrix factorization) we provide tighter bounds in Lemma D.3.2.2 in the appendix. We denote the variant of CoCaIn BPG with closed form inertia (Proposition 7.4.1.1) as CoCaIn BPG CFI.

### 7.4.2 Global convergence of CoCaIn BPG for regularized DLNN

We focus on the specialized global convergence result of CoCaIn BPG for regularized DLNN problems, which relies on the $L$-smad property for DLNN provided in Proposition 4.6.0.1 and Proposition 4.6.0.2.

**Theorem 7.4.2.1** (Global convergence of CoCaIn BPG for regularized DLNN). Let $f_1$ be defined as in (4.6.1) with $N > 1$, and $f_0$ be either $L^2$-regularization given in (7.3.2) or $L^1$-regularization given in (7.3.3). If $N = 2$, choose the kernel generating distance function $h = H_a$ as in (4.6.2). If $N > 2$ and even, then choose $h$ as in (4.6.5), otherwise, if $N > 2$ and odd, then choose $h$ as in (4.6.6). Then, $f$ has the KL-property and $f_1$ is $L$-smad w.r.t. $h$. Moreover, the sequence $\{x_k\}_{k \in \mathbb{N}}$ generated by CoCaIn BPG is bounded, has finite length, and converges to a critical point of $f$.

The proof is identical to Theorem 7.3.2.1, except Theorem 5.6.2.2 from Chapter 5 is used instead of [28, Theorem 4.1]. Note that CoCaIn BPG CFI is a special case of CoCaIn BPG. Thus, Theorem 7.4.2.1 also holds true for CoCaIn BPG CFI.

### 7.5 Discussion of BPG variants

We discuss the applicability and performance of BPG based algorithms for DLNN compared to several existing optimization schemes.

**The base algorithm BPG.** The key advantage of BPG for DLNN compared to its Euclidean variant, the Proximal gradient (PG) method, is the guaranteed convergence when a constant step size rule is used. This is enabled by validity of $L$-smad property (Proposition 4.6.0.1 and 4.6.0.2). On the contrary, PG, which requires a classical $L$-smoothness can only be used by the following trick. Under a coercivity assumption, all iterates generated by PG lie in a compact set, on which a global Lipschitz constant for the objective’s gradient can be found. However, the compact set is usually unknown (and cannot be determined before running the algorithm), and can potentially be extremely large which makes the practical computation of such a global Lipschitz constant difficult or computationally intractable. A good heuristic guess may result in PG being more efficient than BPG. Therefore, BPG and CoCaIn BPG (with $\bar{L} = L$ in Algorithm 5) render
promising alternatives to PG when line search must be avoided due to a prohibitively expensive function evaluation.

**BPG with backtracking.** If backtracking line search variants are affordable for solving the given optimization problem, then BPG, CoCaIn BPG and their Euclidean variants PG and iPiano provide the same convergence guarantees. Intuitively, from a global perspective, the adapted upper and lower bounds given by the Bregman distance for BPG should tightly approximate to the objective function than quadratic functions as required for $L$-smoothness. This situation can change when backtracking line search is used and only locally tight approximations are sought. We cannot claim that any of the two strategies has a clear and consistent advantage. The performance can depend significantly on the starting point and the initialization of the parameters and needs problem dependent exploration.

**BPG vs PALM.** Proximal Alternating Linearized Minimization (PALM) [26] has a clear bias towards the first block of coordinates, if the update direction points into a narrow valley. This effect may be compensated by its inertial variant iPALM. For DLNN with identical regularizers, this effect cannot be observed due to the symmetry of the objective function with respect to the blocks of coordinates, resulting in an oftentimes favorable performance. We leave the exploration of alternating variants of BPG as future work. Related works include [85, 103, 162].

**Alternating vs non-alternating strategies.** We would like to stress two important advantages of non-alternating schemes such as BPG over alternating minimization strategies like PALM or iPALM. Firstly, BPG allows for block-wise parallelization, and, secondly, there are interesting settings for which alternating minimization is not applicable. The obvious example is symmetric matrix factorization, for which BPG is studied in [58]. In the context of DLNN ($N > 2$ in (4.6.1) requiring $W_1 = W_2 = \ldots = W_N$ (up to a transpose) can be considered as a prototype for an unrolled recurrent neural network architecture, where weights are shared across layers. Here, there is no natural way to apply alternating minimization schemes and the objective is not classically $L$-smooth.

**Stochastic setting extensions.** A stochastic version of BPG was developed recently in [55], for which our Bregman distances are valid to train DLNN. Several popular stochastic variants such as Adam [93], Adagrad [63], SC-Adagrad [119] can potentially be extended with a Bregman proximal framework.

7.6 Experiments

We provide experiments for deep matrix factorization with squared L2-regularizer, L1-regularizer and a non-regularized setting (4.6.1). For regularized objectives, Theorem 7.3.2.1, 7.4.2.1 provide global convergence guarantees for BPG and CoCaIn BPG, respectively. Here, we provide three experiments, two with randomly generated dataset and the other with real world data.

**Algorithms.** In the experiments, we compare BPG and CoCaIn BPG (Algorithm 5) with many existing optimization methods. We consider alternating strategies such as PALM [26] and iPALM [144]. As non-alternating algorithms, we use Forward–Backward Splitting with backtracking (FBS-WB) and iPiano with backtracking (iPiano-WB) [137]. We also inspect CoCaIn BPG CFI and BPG-WB, which is CoCaIn BPG with $\gamma_k \equiv 0$. 
Experiment 1. We set $W_i \in \mathbb{R}^{5 \times 5}, \forall i = 1, ..., N$, where all weights are initialized with 0.1. Our dataset contains 50 data points with input $X \in \mathbb{R}^{5 \times 50}$ and the output $Y \in \mathbb{R}^{5 \times 50}$ randomly generated in the interval $[0, 1]$. In this experiment, we work with a network consisting of three, four and five layers ($N = 3, 4, 5$) and L1 regularization is used. The convergence plots are given in Figure 7.1, where the $y$-axis measures difference between the absolute objective and the least objective value attained by any of the methods. The additional experiments within the setting of Experiment 1, however, with squared L2 regularization and no regularization are provided in Figure 7.3. In these experiments, we set the regularization parameter $\lambda_0 = 0.1$, the step size $\lambda$ of BPG to 0.99 and $\rho = 1$. For iPAM we use two settings $\beta = 0.2$ and $\beta = 0.4$. In most of the settings the convergence speed of CoCaIn BPG is similar to iPiano-WB. The alternating schemes PALM and iPAM do not include a time consuming backtracking mechanism. In terms of speed, this results in a better performance for the non-regularized DLNN problem. However, in the regularized setting BPG based methods with a possibly more effective update step remain superior together with iPiano-WB. In this experiment, there is no clear speed advantage of CoCaIn BPG over CoCaIn BPG CFI. The size of the used data is small yet and the strength of the closed form inertial BPG might lie in large scale datasets.

Experiment 2. We consider the matrix completion problem [95] that essentially uses

$$f_1(W) := \frac{1}{2} \| P_\Omega(W_1W_2 \ldots W_NX - Y) \|_F^2$$

instead of $f_1$ in (4.6.1) and $P_\Omega$ is a masking operator over a given set of indices $\Omega$, which sets the elements at indices that are not in $\Omega$ to zero, while retaining other elements. The changes incurred are the replacement of $\|Y\|_F$ by $\|P_\Omega(Y)\|_F$ in Proposition 4.6.0.1 and 4.6.0.2, and the replacement of the term $(W_1W_2 \ldots W_NX - Y)$ to $P_\Omega(W_1W_2 \ldots W_NX - Y)$ in the gradient expression given in Proposition A.3.0.1 in the appendix. We use MovieLens-100K data [83] with $N = 4$ and $X$ is a scalar with $X = 1$. We use 80% of the data here and later we use 20% of the data to test the performance of the model. The weights $W_1 \in \mathbb{R}^{943 \times 5}, W_2 \in \mathbb{R}^{5 \times 5}, W_3 \in \mathbb{R}^{5 \times 5}, W_4 \in \mathbb{R}^{5 \times 1682}$ are initialized with 0.01. The convergence plots are given in Figure 7.2. For Experiment 2, we use $\rho = 0.001$. From the plots in Figure 7.6, it is clear that CoCaIn BPG is not the best in terms of test RMSE, even though it is the best performing algorithm in terms of achieving lower objective value (Figure 7.2). The theoretical justification is still requires further exploration.

Experiment 3. In this experiment we use the same hyperparameters, weight initialization and input $X \in \mathbb{R}^{7 \times 50}$ as in Experiment 1. While we used independently generated input and output data in Experiment 1, the output data is now generated with $Y = AX + 0.0001N$, where $A$ is a randomly generated matrix in
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(a) L2-regularization ($N = 4$)  
(b) L1-regularization ($N = 4$)  
(c) No Regularization ($N = 4$)

Fig. 7.2: Convergence plots illustrate the competitive performance of CoCaIn BPG for matrix completion task.

$[0, 0.1]^{2 \times 7}$ and $N \sim \mathcal{N}(0, 1)$. Additionally, the weights are not squared matrices, i.e $W_1 \in \mathbb{R}^{2 \times 3}$. The results are provided in Figure 7.5. While BPG-WB and CoCaIn BPG CFI achieve the best performance in a setting with L2-regularizer or no regularizer, both algorithms can not compete with the alternating algorithms PALM and iPALM as well as iPiano-WB in case of L1-regularizers. Here, CoCaIn BPG is strong with a convergence better than iPiano-WB.

Analysis. The performance of CoCaIn BPG, CoCaIn BPG CFI and BPG-WB is mostly better than other methods. The next competitive algorithms include FBS-WB and iPiano-WB, followed by PALM and iPALM. The performance of the alternating algorithms strongly depend on the usage of a regularizer, whereas BPG-WB is competitive in both settings. At first glance, the performance of BPG appears to be weaker compared to CoCaIn BPG, BPG-WB, FBS-WB, iPiano-WB and other methods. However, line search techniques may not be always desirable in practical scenarios, because line search requires multiple objective evaluations, which can be computationally expensive (see Section 7.5). Moreover, PALM and iPALM need block-wise Lipschitz constant computations in each iteration, which can be expensive. PALM based methods do not perform well on matrix completion task. In the setting of Experiment 2, we provide additional plots in Figure 7.6, where we plot Test RMSE vs iterations and Test RMSE is given by

$$\text{Test RMSE} = \sqrt{\frac{1}{|\Omega_T|} \left\| P_{\Omega_T} (W_1W_2 \cdots W_NX - Y) \right\|_F^2}$$

where $\Omega_T$ is the index set of test data, which is 20% of the full MovieLens-100K data. The results for time comparison are given in Figure 7.4. For better visualization an offset of $10^{-2}$ is used in the time plots.
Finally, note that the proposed Bregman distances involve the norms of the weights, which can be very large for large $N$ and might result in numerically instability. An important open research problem, is to develop numerically stable Bregman distances.

![Plots illustrating the competitive performance of CoCaIn BPG variants for DLNN in Experiment 1.](image)

Figure 7.3: Plots illustrate the competitive performance of CoCaIn BPG variants for DLNN in Experiment 1.

### 7.7 Chapter conclusion

We considered the optimization problem involved in deep matrix factorization with a quadratic loss, or equivalently, training a deep linear neural network. Our main contribution is to make BPG and its inertial variant CoCaIn BPG applicable and enable the transfer of their convergence results to such problems. We provide various crucial pointers for efficient implementation of BPG based algorithms. In particular, we develop the update formulas, which are crucial for efficient large scale optimization. Also, the validity of inertial (or momentum) parameter in CoCaIn BPG requires to be checked via backtracking line search. To avoid expensive backtracking operation, we derive an analytic expression. This work paves the way for our next chapter, where we embark on the challenging deep non-linear neural network based on similar ideas developed in this chapter.
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(a) L2-regularization ($N = 3$)
(b) L1-regularization ($N = 3$)
(c) No Regularization ($N = 3$)

(d) L2-regularization ($N = 4$)
(e) L1-regularization ($N = 4$)
(f) No Regularization ($N = 4$)

(g) L2-regularization ($N = 5$)
(h) L1-regularization ($N = 5$)
(i) No Regularization ($N = 5$)

Figure 7.4: Time plots illustrate the competitive performance of BPG methods, PALM methods in Experiment 1.
Figure 7.5: Convergence plots for Experiment 3 where BPG based methods and PALM based methods are competitive.

Figure 7.6: Test RMSE plots for Experiment 2 illustrating the competitive performance of CoCalm BPG CFI.
8.1 Abstract

In this chapter, we consider the objectives arising in deep non-linear neural settings. In particular, we consider both the regression setting and the classification setting. Based on the Bregman distances proposed in Chapter 4, we make BPG based algorithms applicable. We provide results for both the regression setting and the classification setting, while extending to deep non-linear neural networks. For efficient practical application of BPG methods, we develop closed form update steps for various practical settings. We also develop closed form inertial solutions for efficient implementation of CoCaIn BPG. We provide various empirical evaluations using real world datasets to supplement our claims.

8.2 Introduction

Deep learning is a popular technique to achieve the state of the art performance on many Machine Learning problems that arise in Computer Vision, Natural Language Processing and many other research areas [77, 96, 105, 154]. In the previous chapters, we considered matrix factorization (Chapter 6) and deep matrix factorization (Chapter 7) which essentially falls under the category of deep linear neural network setting. However, in practice deep non-linear neural networks are preferred. We are mainly interested in the regression...
setting (see Section 4.7) and the classification setting (see Section 4.8), which we recall below. We recall the regression setting from Section 4.7, which involves the following optimization problem:

$$\min_{W_i \in W, \forall i \in [N]} \{ f_0(W) + f_1(W) \} ,$$  \hspace{1cm} (8.2.1)

where

$$f_1(W) := \frac{1}{2} \| \sigma_N(W_N \ldots \sigma_1(W_1X)) - Y \|_F^2 ,$$

and $f_0$ is the regularization term. The classification setting as described in Section 4.8 involves the same problem as (8.2.1), however, $f_1$ is set to the following:

$$f_1(W) := M \sum_{j=1}^M \left( -\log \left( \frac{e^{z_{j,jk}}}{\sum_{k=1}^K e^{z_{j,k}}} \right) \right) ,$$

where with deep linear neural networks we set $z_j = W_1 \ldots W_N x_j$, and with generic deep non-linear neural network we set $z_j := \sigma_N(W_N \ldots \sigma_1(W_1x_j))$.

Much of the effort has gone into the understanding of the optimization of objectives that arise in deep neural networks. However, there is no constant step-size algorithm with global convergence guarantees that is suitable for deep non-linear neural networks, as far as we know. We tackle this open problem via the so-called $L$-smad property, which we introduced in Chapter 4. The $L$-smad property played a crucial role in the development of BPG-based methods (see [28] and Chapter 5). However, proving such a property is non-trivial and was tackled in Section 4.7, 4.8 for objectives in deep neural network settings. In the same spirit as matrix factorization and deep matrix factorization, there will be certain technical issues that need to be resolved in order to apply BPG-based methods based on the $L$-smad property. In this chapter, we will successfully tackle the issues. The techniques used are essentially the same as that of deep matrix factorization setting and thus we do not go into detail regarding the proofs. A notable distinction between the deep matrix factorization case and the deep non-linear neural networks case is that in the later case we do not have a distinction between odd and even layers, whereas in the former case we required such a distinction.

### 8.2.1 Contributions

We use the Bregman distances proposed in Section 4.7, 4.8 for the regression and the classification settings that arise in the context of deep non-linear neural networks to enable the applicability of BPG-based methods, in particular BPG and CoCaIn BPG. To this end, we briefly list our contributions below.

- A major challenge that arises in the application of BPG based methods is the efficient implementation of the update steps. In this regard, we provide closed form solutions to the subproblems that arise in BPG based methods.

- Based on the above-mentioned Bregman distances, in order to enhance the efficiency of the implementation of CoCaIn BPG method, we provide results pertaining to closed form inertia that result in efficient extrapolation steps.

- Finally, we supplement our theory with various empirical comparisons on real world datasets for both the regression and the classification settings. We observe that BPG methods are competitive compared to forward–backward splitting method. However, we found that CoCaIn BPG suffers from severe numerical issues, which we leave it as an open research question.
8.2.2 Related work

Optimization of deep neural networks is a hard research problem [31, 77]. Various state of the art results are achieved via efficient optimization of deep neural networks [96, 105, 154]. Typically, stochastic gradient based algorithms are used in deep neural network training [30, 32]. In the full gradient setting, algorithms such as the Gradient Descent variants (with and without momentum) are applicable [151], and adaptive algorithms like Adam [93], Adagrad [63], SC-Adagrad [119] are applicable. Inspite of their efficiency, they require heavy tuning of the step-size and other hyperparameters while having limited theoretical convergence guarantees. Here, algorithms with constant step-size with global convergence guarantees are relatively unknown. To train deep neural networks, one possible class of algorithms that has global convergence guarantees is the class of alternating optimization methods. As mentioned in Chapter 6, popular alternating methods [75] include PALM [26], iPALM [144], BCD [171], BC-VMFB [50], HALS [51]. However, alternating methods have a bias towards one of the weights, and also the computation of the Lipschitz constant of a block-wise gradient can be expensive. Inorder to mitigate this we leverage the Bregman distances proposed in Section 4.7, 4.8 to make non-alternating Bregman proximal minimization algorithms applicable along with their convergence guarantees.

8.3 Closed form updates

We already proposed suitable Bregman distances for deep non-linear neural networks in Section 4.7, 4.8 for both the regression and the classification settings. These Bregman distances can essentially be seen as a special case of the following kernel generating distance:

\[
\sum_{u=1}^{2N} C_u \left( \frac{\sum_{p=1}^{N} \|W_p\|^2}{N} \right)^u,
\]

where the constants \(C_u\) are non-negative for \(u \in \{1, \ldots, 2N\}\). The choices for constants \(C_u\) vary according to the setting. The subproblems that arise in the update steps of BPG and CoCaIn BPG are similar. Thus, we focus on the closed form update steps for BPG with the following result.

**Proposition 8.3.0.1.** Let \(f_1\) be any of the before-mentioned objectives stated in this chapter and \(h\) be its corresponding kernel generating distance that takes the form (8.3.1) with appropriately chosen coefficients, such that \((f_1, h)\) satisfies L-smad property. In BPG, denoting \(P^k_i := \lambda \nabla_{W_i} f_1(W^k) - \nabla_{W_i} h(W^k)\), the update step in each iteration are given by

\[
W_{i+1}^{k} = -r \frac{\sqrt{N} P^k_i}{\|P\|_F}, \quad \text{for all } i \in \{1, \ldots, N\},
\]

with \(\|P\|_F^2 = \sum_{i=1}^{N} \|P^k_i\|_F^2\). Then, quantity \(r \geq 0\) satisfies

\[
\sum_{u=1}^{2N} 2C_u \left( \frac{u}{N} \right)^{2u-1} - \frac{\sqrt{\sum_{i=1}^{N} \|P^k_i\|_F^2}}{\sqrt{N}} = 0.
\]

The proof is provided in Section E.1 in the appendix. In order to obtain an even more general result, one can replace \(2N\) with any positive integer greater than one.
8.3.1 Regularization

Recall that we are interested in the following problem:

\[
\inf \left\{ f(x) := f_0(x) + f_1(x) : x \in \mathbb{R}^N \right\}.
\]

(8.3.3)

We now consider the closed form update of BPG-based methods when regularization term \( f_0 \) is used in conjunction with \( f_1 \), where \( f_1 \) is any of the before-mentioned objectives in Sections 4.7, 4.8.

L2-regularization. Recall that the squared L2-regularizer is given by

\[
f_0(W) := \frac{\lambda_0}{2} \sum_{i=1}^{N} \|W_i\|^2_F, \quad \text{with } \lambda_0 > 0.
\]

(8.3.4)

To obtain the closed form solutions replace \( \frac{2C_1}{N} \) with \( \left( \frac{2C_1}{N} + \lambda \lambda_0 \right) \) in Proposition 8.3.0.1.

L1-regularization. Recall that the L1-regularizer is given by

\[
f_0(W) := \sum_{i=1}^{N} \mu_i \|W_i\|_1,
\]

(8.3.5)

with \( \mu_i > 0 \) for all \( i \in \{1, \ldots, N\} \). Using the element wise soft-thresholding operator \( S_\theta(x) = \max\{|x| - \theta, 0\}\text{sgn}(x) \), the closed form updates are obtained by replacing \(-P_i^k\) with \( S_{\lambda \mu_i}(-P_i^k) \) in Proposition 8.3.0.1.

8.4 Closed form inertia

In CoCaIn BPG, the linear extrapolation parameter \( \gamma_k \) is found such that the following condition holds true:

\[
D_h(x^k, y^k) \leq \kappa D_h(x^{k-1}, x^k).
\]

In this section, we focus on obtaining closed form solutions for \( \gamma_k \) based on the Bregman distances considered for regression and classification problems arising in deep neural networks.

8.4.1 Closed form inertia - Regression setting

Consider the setting from Section 4.7. As a consequence of Lemma A.3.0.3 we obtain the following result.

**Lemma 8.4.1.1.** Let \( h \) be as in (4.7.2). Denote for any \( k \geq 1 \), \( x^k = (W_1^k, \ldots, W_N^k) \), \( \Delta_k := x^k - x^{k-1} \) and the following

\[
\mathcal{E}_k := \sum_{u=1}^{2N} \left( \Gamma_u \frac{2u - 1}{u(u-1)} \right) \|\Delta_k\|^2 \left( 2\|x^k\|^2 + 2\|\Delta_k\|^2 \right)^{(u-1)}.
\]

The following upper bound holds true

\[
D_h(x^k, y^k) \leq \gamma_k^2 \mathcal{E}_k.
\]

Furthermore, as a simple consequence of Lemma 8.4.1.1 we obtain the following closed form inertia, which can be used in CoCaIn BPG.
Proposition 8.4.1.1. Let \( h \) be as in (4.7.2). Denote \( x^k = (W_1^k, \ldots, W_N^k) \). For \( \kappa > 0, y^k := x^k + \gamma_k(x^k - x^{k-1}) \) and \( x^k \neq x^{k-1} \), the parameter \( \gamma_k \) given by

\[
0 < \gamma_k \leq \sqrt{\frac{\kappa D_h(x^{k-1}, x^k)}{\chi(N)}} \leq 1,
\]

satisfies the condition

\[
D_h(x^k, y^k) \leq \kappa D_h(x^{k-1}, x^k),
\]

where \( \chi(N) = E_k \).

8.4.2 Closed form inertia - DLNN - Classification setting

We continue the setting of Section 4.8.1. In the same spirit as Section 8.4.1, we consider the issue of obtaining a closed form inertial solution for efficient application of CoCaIn BPG. As a consequence of Lemma A.3.0.3 we obtain the following result.

Lemma 8.4.2.1. Let \( h \) be as in (4.8.10). Denote for any \( k \geq 1 \), \( x^k = (W_1^k, \ldots, W_N^k) \), \( \Delta_k := x^k - x^{k-1} \) and the following

\[
\mathcal{F}_k := \hat{\Gamma}_N \left( \frac{2N - 1}{N^{N-1}} \right) \| \Delta_k \|^2 \left( 2 \| x^k \|^2 + 2 \| \Delta_k \|^2 \right)^{(N-1)} + \frac{\rho}{2} \| \Delta_k \|^2.
\]

The following upper bound holds true

\[
D_h(x^k, y^k) \leq \gamma_k^2 \mathcal{F}_k.
\]

Furthermore, as a simple consequence of Lemma 8.4.2.1 we obtain the following closed form inertia, which can be used in CoCaIn BPG.

Proposition 8.4.2.1. Let \( h \) be as in (4.8.10). Denote \( x^k = (W_1^k, \ldots, W_N^k) \). For \( \kappa > 0, y^k := x^k + \gamma_k(x^k - x^{k-1}) \) and \( x^k \neq x^{k-1} \), the parameter \( \gamma_k \) given by

\[
0 < \gamma_k \leq \sqrt{\frac{\kappa D_h(x^{k-1}, x^k)}{\chi(N)}} \leq 1,
\]

satisfies the condition

\[
D_h(x^k, y^k) \leq \kappa D_h(x^{k-1}, x^k),
\]

where \( \chi(N) = \mathcal{F}_k \).

8.4.3 Closed form inertia - DNN - Classification setting

We consider the setting from Section 4.8.2. As a consequence of Lemma A.3.0.3 we obtain the following result.

Lemma 8.4.3.1. Let \( h \) be as in (4.8.12). Denote for any \( k \geq 1 \), \( x^k = (W_1^k, \ldots, W_N^k) \), \( \Delta_k := x^k - x^{k-1} \) and \( x^k \neq x^{k-1} \), the following

\[
\mathcal{G}_k := \sum_{u=1}^{N} \left( \hat{\Gamma}_u \frac{(2u - 1)}{u^{u-1}} \right) \| \Delta_k \|^2 \left( 2 \| x^k \|^2 + 2 \| \Delta_k \|^2 \right)^{(u-1)}.
\]
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The following upper bound holds true

\[ D_h(x^k, y^k) \leq \gamma_k^2 \mathcal{G}_k. \]

Furthermore, as a simple consequence of Lemma 8.4.3.1 we obtain the following closed form inertia, which can be used in CoCaIn BPG.

**Proposition 8.4.3.1.** Let \( h \) be as in (4.8.12). Denote \( x^k = (W^k_1, \ldots, W^k_N) \). For \( \kappa > 0 \), \( y^k := x^k + \gamma_k(x^k - x^{k-1}) \) and \( x^k \neq x^{k-1} \), the parameter \( \gamma_k \) given by

\[ 0 < \gamma_k \leq \sqrt{\frac{\kappa D_h(x^{k-1}, x^k)}{\chi(N)}} \leq 1, \]

satisfies the condition

\[ D_h(x^k, y^k) \leq \kappa D_h(x^{k-1}, x^k), \]

where \( \chi(N) = \mathcal{G}_k \).

8.5 Experiments

In this section, we consider the numerical performance of BPG methods on the objectives arising in deep non-linear neural networks. Basically, we consider the optimization of the following problem:

\[
\min_{W_i \in \mathcal{W}, \forall i \in \{1, \ldots, N\}} f_0(W) + f_1(W), \tag{8.5.1}
\]

where \( f_0 \) is either the squared L2 regularization or L1 regularization or no regularization \( (f_0 := 0) \), and the choice of \( f_1 \) depends on the setting we use. We consider the following settings:

**Regression setting with deep non-linear neural nets - Experiment A.** Here, considering the setting as in Section 4.7, where we use the following choice of \( f_1 \):

\[
f_1(W) := \frac{1}{2} \| \sigma_N(W_N \ldots \sigma_1(W_1X)) - Y \|_F^2. \tag{8.5.2}
\]

We use sigmoid function as activation functions, that is \( \sigma_i(x) = \frac{1}{1 + e^{-x}} \) for \( i = 1, \ldots, N \). We redo the calculation as in Lemma 4.7.2.3 to obtain that the following Legendre function and the objective in (8.5.2) satisfy the L-smad property:

\[ h(W) = c_1 \left( \frac{\|W\|_F^2}{N} \right) + c_2 \left( \frac{\|W\|_F^2}{N} \right)^{N+1}, \]

where \( c_1 = \frac{N \tilde{\Theta}}{2} \), \( c_2 = \tilde{c}_2(N + 1)^N \left( \frac{N}{N+1} \right)^{N+1} \) with \( \tilde{c}_1 = \frac{N}{2} \tilde{\Theta} + \frac{1}{4} \left( \|Y\|_F + \sqrt{\Theta} \right) 2 \tilde{\Theta} + \frac{N-1}{4} (1 + \tilde{\Theta}) \) and \( \tilde{c}_2 = \frac{N}{2} \tilde{\Theta} + \frac{1}{4} \left( \|Y\|_F + \sqrt{\Theta} \right) \tilde{\Theta} + \frac{N-1}{4}, \Theta = \max \left( \max_{i=1, \ldots, N} d_i d_0, \|X\|_F^2 \right) \). For the regression setting, we use the Boston house pricing dataset [90] available at https://raw.githubusercontent.com/jbrownlee/Datasets/master/housing.data containing 506 samples with 13 features for each sample. The description regarding the Boston house pricing dataset can be found at https://www.cs.toronto.edu/~delve/data/boston/bostonDetail.html.
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(a) Regression, L2-regularization

(b) Regression, L2-regularization

Figure 8.1: Comparison on BPG, BPG-WB, FBS-WB on deep neural network with L2-regularization in regression setting. Here, BPG-WB outperforms other methods in terms of function values versus iterations or time.

(a) Regression, L1-regularization

(b) Regression, L1-regularization

Figure 8.2: Comparison on BPG, BPG-WB, FBS-WB on deep neural network with L1-regularization in regression setting. Here, BPG-WB outperforms other methods in terms of function values versus iterations or time.

Classification setting with deep non-linear neural nets - Experiment B. Here, based on Section 4.8 we use the following choice of $f_1$:

$$f_1(W) := \sum_{j=1}^{M} \left( - \log \left( \frac{e^{z_j} \sum_k e^{z_{j,k}}}{\sum_k e^{z_{j,k}}} \right) \right),$$

(8.5.3)

where $z_j := \sigma_N(W_N \ldots \sigma_1(W_1x_j))$ for $j \in \{1, \ldots, M\}$. We use sigmoid function as activation functions, that is $\sigma_i(x) = \frac{1}{1+e^{-x}}$ for $i = 1, \ldots, 4$. We redo the calculation as in Lemma 4.8.1.1 to obtain that the following Legendre function and the objective in (8.5.2) satisfy the $L$-smaa property:

$$h(W) = \hat{c}_1 \left( \frac{\|W\|_F^2}{N} \right) + \hat{c}_2 \left( \frac{\|W\|_F^2}{N} \right)^{N+1}.$$
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(a) Classification, L2-regularization

(b) Classification, L2-regularization

Figure 8.3: Comparison on BPG, BPG-WB, FBS-WB on deep neural network with L2-regularization in classification setting. Here, BPG-WB outperforms other methods in terms of function values versus time and is competitive to FBS-WB in terms of function values versus iterations.

(a) Classification, L1-regularization

(b) Classification, L1-regularization

Figure 8.4: Comparison on BPG, BPG-WB, FBS-WB on deep neural network with L1-regularization in classification setting. Here, BPG-WB outperforms other methods in terms of function values versus iterations or time.

where \( \hat{c}_1 = 2\sqrt{\bar{K}N^2\hat{\theta}} \) and \( \hat{c}_2 = 2\sqrt{\bar{K}\hat{\theta}N+1} \). For the classification setting, we use the Iris dataset from https://archive.ics.uci.edu/ml/datasets/iris containing 150 samples with 4 features for each sample. In the Iris dataset, there are three class labels and for each label there are 50 samples.

In both the settings, we fix \( N = 4 \). We set \( \mu_i = 0.1 \) for all \( i = 1, \ldots, N \) for the L1 regularization setting and \( \lambda_0 = 0.1 \) for squared L2 regularization. For the purpose of empirical comparisons, we use Bregman Proximal Gradient (BPG) algorithm, BPG with backtracking (BPG-WB), Forward–Backward Splitting with backtracking (FBS-WB) algorithms. For the L2-regularization setting, the results of regression and classification problems setting are given in Figures 8.1, 8.3. In Figures 8.2, 8.4, we illustrate the regression and classification setting under L1-regularization. We used the same initialization for all the algorithms.

In the regression setting, we set the \( d_4 = 1, d_3 = 5, d_2 = 5 \) and \( d_1 = 13 \). In the classification setting, we set the \( d_4 = 3, d_3 = 3, d_2 = 3 \) and \( d_1 = 4 \). The choices of parameters for the backtracking step is the same for FBS-WB and BPG-WB. In all the plots, we observe that BPG-WB is competitive to FBS-WB. In terms of function value vs time, BPG-WB is faster compared to FBS-WB. We note that the Bregman distances used
Figure 8.5: We consider the plots of $f_1$ function values versus iterations in the context of regression and classification setting with L2-regularization. We compared BPG, BPG-WB and FBS-WB. Here, either BPG-WB is competitive to or outperforms other algorithms.

Figure 8.6: We consider the plots of $f_1$ function values versus iterations in the context of regression and classification setting with L1-regularization. We compared BPG, BPG-WB and FBS-WB. Here, either BPG-WB is competitive or outperforms other algorithms.

in BPG methods involve higher order terms which make the BPG methods unstable to initialization with large values. We leave the comprehensive exploration of the algorithms for future work. Also, the double backtracking step involved in CoCaIn BPG has resulted in severe numerical issues. This results in exploding function values or infinite loop while backtracking and this needs to be further explored. In Figures 8.5 and 8.6, we plot the $f_1$ function value versus iterations and see that BPG-WB is either outperforms other methods or is competitive to other methods.

8.6 Chapter conclusion

In this chapter, a constant step-size based algorithm with global convergence guarantees was proposed to train deep non-linear neural networks. For this purpose, we use suitable Bregman distances proposed in Section 4.7 to make the Bregman proximal minimization methods and their guarantees applicable. All the technical issues such as closed form updates and closed form inertia of CoCaIn BPG are resolved. Our empirical comparisons
illustrate that BPG-WB is competitive to FBS-WB. However, in our preliminary observations CoCaIn BPG appears to face severe numerical issues, which needs to be resolved in future. Another open problem that still persists is the applicability of stochastic BPG in [55] to optimize the objectives mentioned in this chapter. Our work in this chapter can pave for a new a class of algorithms that have global convergence guarantees, suitable for various other deep neural network classes, such as residual deep neural networks.
Chapter 9

Model BPG

9.1 Abstract

The $L$-smad property cannot handle non-smooth functions, for example, simple non-smooth functions like $|x^4 - 1|$ and also many practical composite problems are out of scope. We fix this issue by proposing the MAP property, which generalizes the $L$-smad property and is also valid for a large class of non-convex non-smooth composite problems. Based on the proposed MAP property, we propose a globally convergent algorithm called Model BPG, that unifies several existing algorithms. The convergence analysis is based on a new Lyapunov function. We also numerically illustrate the superior performance of Model BPG on standard phase retrieval problems, robust phase retrieval problems, and Poisson linear inverse problems, when compared to a state of the art optimization method that is valid for generic non-convex non-smooth optimization problems.
9.2 Introduction

In the earlier chapters, we focussed on the additive composite problems. However, in this chapter, we focus on generic composite problems. In particular, we are interested in solving the following non-convex optimization problem:

\[
\inf_{x \in \mathbb{R}^N} f(x),
\]

where \( f : \mathbb{R}^N \rightarrow \mathbb{R} \) is a proper lower semicontinuous function that is lower bounded. Special instances of the above mentioned problem include two broad classes of problems, namely, additive composite problems (Section 9.6.1) and composite problems (Section 9.6.2).

In this chapter, we design an abstract framework for provably globally convergent algorithms based on suitable approximations of the objective, where the convergence analysis is moreover driven by a requirement on the approximation quality. A classical special case is that of a continuously differentiable function \( f : \mathbb{R}^N \rightarrow \mathbb{R} \), whose gradient mapping is Lipschitz continuous over \( \mathbb{R}^N \). For such a function, the following Descent Lemma (cf. Lemma 1.2.3 of [124])

\[
-\frac{L}{2} \|x - \bar{x}\|^2 \leq f(x) - f(\bar{x}) - \langle \nabla f(\bar{x}), x - \bar{x} \rangle \leq \frac{\bar{L}}{2} \|x - \bar{x}\|^2, \quad \text{for all } x, \bar{x} \in \mathbb{R}^N, \tag{9.2.1}
\]

which describes the approximation quality of the objective \( f \) by its linearization \( f(\bar{x}) + \langle \nabla f(\bar{x}), x - \bar{x} \rangle \) in terms of a quadratic error estimate with certain \( L, \bar{L} > 0 \). Such inequalities play a crucial role in designing algorithms that are used to minimize \( f \). Gradient Descent is one such algorithm, which we focus here. We illustrate Gradient Descent in terms of sequential minimization of suitable approximations to the objective, based on the first order Taylor expansion – the linearization of \( f \) around the current iterate \( x_k \in \mathbb{R}^N \). Consider the following model function at the iterate \( x_k \in \mathbb{R}^N \):

\[
f(x; x_k) := f(x_k) + \langle \nabla f(x_k), x - x_k \rangle, \tag{9.2.2}
\]

where \( \langle \cdot, \cdot \rangle \) denotes the standard inner product in the Euclidean vector space \( \mathbb{R}^N \) of dimension \( N \) and \( f(\cdot; x_k) \) is the linearization of \( f \) around \( x_k \). Set \( \tau > 0 \). Now, the Gradient Descent update can be written equivalently as follows:

\[
x_{k+1} = \arg\min_{x \in \mathbb{R}^N} \left\{ f(x; x_k) + \frac{1}{2\tau} \|x - x_k\|^2 \right\} \iff x_{k+1} = x_k - \tau \nabla f(x_k). \tag{9.2.3}
\]

Its convergence analysis is essentially based on the Descent Lemma (9.2.1), which we reinterpret as a bound on the linearization error (model approximation error) of \( f \). However, obviously (9.2.1) imposes a quadratic error bound, which cannot be satisfied in general.

We discussed earlier in Chapters 4, 5 that the \( L \)-smaa property fixes this issue. We briefly recall the \( L \)-smaa property. A continuously differentiable function \( f : \mathbb{R}^N \rightarrow \mathbb{R} \) is \( L \)-smaa with respect to a Legendre function \( h : \mathbb{R}^N \rightarrow \mathbb{R} \) over \( \mathbb{R}^N \) with \( \bar{L}, L > 0 \), if the following condition holds true:

\[
-\bar{L}D_h(x, \bar{x}) \leq f(x) - f(\bar{x}) - \langle \nabla f(\bar{x}), x - \bar{x} \rangle \leq \bar{L}D_h(x, \bar{x}), \quad \text{for any } x, \bar{x} \in \mathbb{R}^N. \tag{9.2.4}
\]

We interpret these inequalities as a generalized distance measure for the linearization error of \( f \). Similar to the Gradient Descent setting, minimization of \( f(\bar{x}) + \langle \nabla f(\bar{x}), x - \bar{x} \rangle + \frac{1}{\tau} D_h(x, \bar{x}) \) essentially results in the Bregman Proximal Gradient (BPG) algorithm’s update step [28].
However, the $L$-smad property relies on the continuous differentiability of the function $f$, thus non-smooth functions as simple as $|x^4 - 1|$ or $|1 - (xy)^2|$ or $\log(1 + |1 - (xy)^2|)$ cannot be captured under the $L$-smad property. Numerous difficult non-smooth optimization problems cannot be captured either. This motivates a more general notion than the $L$-smad property.

This lead us to the development of the MAP property (Definition 9.3.0.3), where MAP abbreviates Model Approximation Property. Consider a function $f : \mathbb{R}^N \to \mathbb{R}$ that is proper lower semicontinuous, and a Legendre function $h : \mathbb{R}^N \to \mathbb{R}$ with $\text{dom} h = \mathbb{R}^N$. For certain $\bar{x} \in \mathbb{R}^N$, we consider generic model function $f(x; \bar{x})$ that is proper lsc and approximates the function around the model center $\bar{x}$, while preserving the local first order information (Definition 9.3.0.2). The MAP property is satisfied with the constants $\bar{L} > 0$ and $\bar{L} \in \mathbb{R}$ if for any $\bar{x} \in \mathbb{R}^N$ the following holds:

$$-\bar{L} D_h(x, \bar{x}) \leq f(x) - f(x; \bar{x}) \leq \bar{L} D_h(x, \bar{x}), \quad \forall x \in \mathbb{R}^N. \quad (9.2.5)$$

Note that we do not require the continuous differentiability of the function $f$. Our MAP property is inspired from [55], however, their work considers only the lower bound, and also they rely on decomposition of function into two components.

We illustrate the MAP property with a simple example. Consider a composite problem $f(x) = g(F(x)) := |x^4 - 1|$, where $F(x) := x^4 - 1$ is a continuously differentiable function over $\mathbb{R}$, and $g(x) := |x|$ is a Lipschitz continuous function over $\mathbb{R}$. Note that neither the Lipschitz continuity of the gradient nor the $L$-smad property is valid for this problem. However, the MAP property is valid here. At certain $\bar{x} \in \mathbb{R}$, we consider the model function that is given by $f(x; \bar{x}) := g(F(\bar{x}) + \nabla F(\bar{x})(x - \bar{x}))$, where $\nabla F(\bar{x})$ is the Jacobian of $F$ at $\bar{x}$. Then, with $\bar{L} = \bar{L} = 4$, the MAP property is satisfied:

$$-\bar{L} D_h(x, \bar{x}) \leq g(F(x)) - g(F(\bar{x}) + \nabla F(\bar{x})(x - \bar{x})) \leq \bar{L} D_h(x, \bar{x}), \quad \text{for all } x, \bar{x} \in \mathbb{R}, \quad (9.2.6)$$

where $h(x) = \frac{1}{4} x^4$ and the generated Bregman distance is $D_h(x, \bar{x}) = \frac{1}{4} x^4 - \frac{1}{4} \bar{x}^4 - \bar{x}^3(x - \bar{x})$. We provide further details in Example 9.3.0.1 and in Example 9.3.0.2.

We considered the above given composite problem for illustration purposes, and we emphasize that our framework is applicable for large classes of non-convex problems (see Section 9.6). Similar to the BPG setting, minimization of $f(x; \bar{x}) + \frac{1}{2} D_h(x, \bar{x})$ essentially results in Model BPG algorithm’s update step. The precise definition of the model function is provided in Definition 9.3.0.2, the MAP property in full generality is provided in Definition 9.3.0.3, and the Model BPG algorithm is provided in Algorithm 7.

We now discuss our main contributions and the related work.

9.2.1 Contributions

Our main contributions are the following.

- We introduce the MAP property, which generalizes the Lipschitz continuity assumption of the gradient mapping and the $L$-smad property [10, 28]. Earlier proposed notions were restricted to additive composite problems. The MAP property is essentially an extended Descent Lemma that is valid for generic composite problems (see Section 9.6), based on Bregman distances. Our theory is applicable to generic non-convex non-smooth objectives, and is not restricted to composite objectives. MAP like property was also partially considered in [55], however with focus on stochastic optimization. The MAP property relies on the notion of model function, that serves as a function approximation, and preserves the local first order information.
of the function. Our work extends the foundations laid by [55, 60] that consider generic model functions (potentially non-convex), and [139] which considers convex model functions.

- Based on the MAP property, Model based Bregman Proximal Gradient (Model BPG) algorithm (Algorithm 7) is proposed. Several existing algorithms such as Proximal Gradient Method [52], Bregman Proximal Gradient method [28] (or Mirror Descent [14]), Prox-Linear algorithm [62], and many other algorithms can be seen as a special case. Moreover, novel algorithms arise depending on the definition of the model function. We emphasize that Model BPG is practical, simple to implement and also does not require special knowledge about the problem such as the so-called information zone [27]. Close variants of Model BPG already exist in the literature, such as line search based Bregman Proximal Gradient method [139], and Mirror Descent variant [55], however, the convergence of the full sequence of iterates was not known.

- The standard global convergence analysis, in the sense that the full sequence of iterates converges to a single point, relies on descent properties of function values evaluated at the iterates of an algorithm. However, using function values can be restrictive, and alternatives are sought [142]. To fix this issue, we introduce a new Lyapunov function, through which we prove the global convergence of the full sequence of iterates generated by Model BPG. We eventually show that the sequence generated by Model BPG converges to a critical point of the objective function, which is potentially non-convex and non-smooth. Notably, the usage of a Lyapunov function is popular for inertial algorithms [137] (also see Chapter 5) and through our work we aim to popularize Lyapunov functions also for noninertial algorithms.

- The global convergence analysis of Bregman Proximal Gradient (BPG) [28] relies on the full domain of the Bregman distance. However, there are many Bregman distances for which the domain is restricted. We show in this chapter, that under certain assumptions that are typically satisfied in practice, the global convergence of the full sequence of iterates generated by Model BPG using generic Bregman distances can indeed be obtained (Theorem 9.5.5.2, 9.5.6.3). In general, this requires the limit points of the sequence to lie in the interior of domain of the employed Legendre function. While this is certainly a restriction, nevertheless, the considered setting is highly nontrivial and novel in the general context of non-convex non-smooth optimization. Moreover, it allows us to avoid the common restriction of requiring (global) strong convexity of the Legendre function, which is a severe drawback that rules out many interesting applications in related approaches (e.g., see Section 9.7.3).

- We provide a comprehensive numerical section showing the superior performance of Model BPG compared to a state of the art optimization algorithm, namely, inexact Bregman proximal minimization line search (IBPM-LS) [138], on standard phase retrieval problems, robust phase retrieval problems and Poisson linear inverse problems.

9.2.2 Related work

Our work is fundamentally based on three pillars, namely, Bregman distances, model functions, and Kurdyka–Łojasiewicz (KL) inequality. Bregman distances are certain generalized proximity measures, which generalize Euclidean distances (see Chapter 4). Model functions serve as function approximations which preserve local first order information about the function. The KL inequality is a certain regularity property of the function crucial for the global convergence analysis of Model BPG, and is typically satisfied by objectives that arise in practice (see Chapter 3). Here, we briefly review the related work on model functions. The rest of the related
work regarding KL property and the Bregman proximal minimization is already considered in the earlier chapters.

The MAP property relies on the concept of the model function, which is essentially a function approximation that preserves the local first order information. In smooth optimization, it is common to use the Taylor approximation of a certain order as model function. In non-smooth optimization, we can only speak of “Taylor-like” models [60, 132, 133, 139], which is a (nonunique) approximation that satisfies certain error bound or a growth function [60, 139]. The class of model functions used in [132, 133] only satisfy a lower bound, and bundle methods are developed, which is a different class of algorithms that we do not discuss here. The growth functions in [60, 139] that measure the approximation quality of the model function, which is also used in this chapter, can be interpreted as a generalized first-order oracle. It has been shown in [139] that the concept of model functions unifies several algorithms for smooth and non-smooth optimization, for example, Gradient Descent, Proximal Gradient Descent, Levenberg Marquardt’s method, ProxDescent, certain variable metric versions of these algorithms and some related majorization-minimization based algorithms. More recently, model functions were considered in the context of the Conditional Gradient Method in [140]. A particularly interesting class of model functions is the one for which the approximation quality measure is formed by Bregman distances [10, 28, 139], which is our main focus in this chapter.

9.3 Problem setting and Model BPG algorithm

We solve possibly non-smooth and non-convex optimization problems of the form

$$(P_M) \inf_{x \in \mathbb{R}^N} f(x),$$

that satisfy the following assumption, which we impose henceforth.

**Assumption F.** The objective function $f: \mathbb{R}^N \to \mathbb{R}$ is proper, lower semi-continuous (possibly non-convex non-smooth) and a coercive function, i.e., as $\|x\| \to \infty$ we have $f(x) \to \infty$.

Due to [150, Theorem 1.9], the function $f$ satisfying Assumption F is bounded from below, and $\text{Argmin}_{x \in \mathbb{R}^N} f(x)$ is nonempty and compact. We denote the following:

$$v(P_M) := \inf_{x \in \mathbb{R}^N} f(x) > -\infty.$$

We denote the set of critical points with respect to the limiting subdifferential as $\text{crit } f$. We require the following technical definitions.

**Definition 9.3.0.1 (Growth function [60, 139]).** A differentiable univariate function $\varsigma: \mathbb{R}_+ \to \mathbb{R}_+$ is called growth function if it satisfies $\varsigma(0) = \varsigma'_+(0) = 0$, where $\varsigma'_+$ denotes the one sided (right) derivative of $\varsigma$. If, in addition, $\varsigma'_+(t) > 0$ for $t > 0$ and equalities $\lim_{t \searrow 0} \varsigma'_+(t) = \lim_{t \searrow 0} \varsigma(t)/\varsigma'_+(t) = 0$ hold, we say that $\varsigma$ is a proper growth function.

Example of a proper growth function is $\varsigma(t) = \frac{\eta}{r} t^r$ for $\eta, r > 0$. Lipschitz continuity and Hölder continuity can be interpreted with growth functions or, more generally, with uniform continuity [139]. We use the notion of a growth function to quantify the difference between a model function (defined below) and the objective function.
Definition 9.3.0.2 (Model function). Let \( f \) be a proper lower semi-continuous (lsc) function. A function \( f(\cdot, \bar{x}): \mathbb{R}^N \to \mathbb{R} \) with \( \text{dom} f(\cdot, \bar{x}) = \text{dom} f \) is called model function for \( f \) around the model center \( \bar{x} \in \text{dom} f \), if there exists a growth function \( \varsigma_{\bar{x}} \) such that the following is satisfied:

\[
|f(x) - f(x; \bar{x})| \leq \varsigma_{\bar{x}}(\|x - \bar{x}\|), \quad \forall x \in \text{dom} f.
\] (9.3.2)

Model function is essentially a first-order approximation to a function \( f \) (see Lemma F.2.0.1), which explains the naming as "Taylor-like model" by [60]. The qualitative approximation property is represented by the growth function. We refer to (9.3.2) as a bound on the model error, and the symbol \( \varsigma_{\bar{x}} \) denotes the dependency of the growth function on the model center \( \bar{x} \).

Few remarks are in order, which we provide below:

- Informally, the model function approximates the function well near the model center. Convex model functions are explored in [139, 140], however in our setting, the model functions can be non-convex.

- Nonconvex model functions were considered in [60], however only subsequential convergence was shown. Their work is focussed on the termination criterion of the algorithms, however, they do not present an implementable algorithm.

If the growth function constants are independent of \( \bar{x} \), this results in a uniform approximation. However, typically the growth function depends on the model center, as we illustrate below.

Example 9.3.0.1 (Running example). Let \( f(x) = |g(x)| \) with \( g(x) = \|x\|^4 - 1 \). With \( \bar{x} \in \mathbb{R}^N \) as the model center, we consider the following model function:

\[
f(x; \bar{x}) := |g(\bar{x}) + \langle \nabla g(\bar{x}), x - \bar{x} \rangle|.
\]

As per the proof provided in Section F.1 in the appendix, the model error is given by

\[
|f(x) - f(x; \bar{x})| \leq 24\|\bar{x}\|^2\|x - \bar{x}\|^2 + 8\|x - \bar{x}\|^4,
\]

where the growth function is \( \varsigma_{\bar{x}}(t) = 24\|\bar{x}\|^2t^2 + 8t^4 \).

The above example illustrates that a constant in the growth function \( \varsigma_{\bar{x}}(t) \) is dependent on the model center. It is often of interest to obtain a uniform approximation for the model error \( |f(x) - f(x; \bar{x})| \), where the growth function is not dependent on the model center. In general, obtaining such a uniform approximation is not trivial, and may even be impossible. Moreover, typically finding an appropriate growth function is not trivial.

For this purpose, it is preferable to have a global bound on the model error, for which such a bound can be easily verified, the dependency on the model center is more structured, and the constants arising do not have any dependency on the model center. In the context of additive composite problems, previous works such as [10, 28, 109] relied on Bregman distances to upper bound the model error and verified the model error property with a simple convexity test based on second order information (c.f. [10, Proposition 1]). Based on this idea, we propose the following MAP property, which is valid for a huge class of generic non-convex problems and also generalizes the previous works. We emphasize that the MAP property is valid for a large class of non-smooth functions. MAP like property that is valid for composite problems was also explored in [55]. We provide the precise connections to previous works and examples in Section 9.6.
Definition 9.3.0.3 (MAP: Model approximation property). Let $h$ be a Legendre function that is continuously differentiable over $\text{int dom } h$. A proper lsc function $f$ with $\text{dom } f \subset \text{cl dom } h$ and $f \cap \text{int dom } h \neq \emptyset$, and model function $f(\cdot, \bar{x})$ for $f$ around $\bar{x} \in \text{dom } f \cap \text{int dom } h$ satisfies the Model Approximation Property (MAP) at $\bar{x}$, with the constants $\bar{L} > 0$, $\bar{L} \in \mathbb{R}$, if for any $\bar{x} \in \text{dom } f \cap \text{int dom } h$ the following holds:

$$-ar{L}D_h(x, \bar{x}) \leq f(x) - f(x; \bar{x}) \leq \bar{L}D_h(x, \bar{x}), \quad \forall x \in \text{dom } f \cap \text{dom } h. \quad (9.3.3)$$

Remark 9.3.0.1. We provide the following remarks.

- The design of a model function is independent of an algorithm. However, algorithms can be governed by the model function, for example, Model BPG in Algorithm 7. The property of a model function is rather an analogue to differentiability or a (uniform) first-order approximation. Note that for $\bar{x} \in \text{int dom } h$, the Bregman distance $D_h(x, \bar{x})$ is bounded by $o(\|x - \bar{x}\|)$, which is a growth function. Therefore, the MAP property requires additional algorithm specific properties of the model function. In particular, we require the constants $\bar{L}$ and $\bar{L}$ to be independent of $\bar{x}$, which provides a global consistency between the model function approximations.

- The condition $\text{dom } f \subset \text{cl dom } h$ is a minor regularity condition. For example, if $\text{dom } f = [0, \infty)$ and $\text{dom } h = (0, \infty)$ (e.g., for $h$ in Burg’s entropy), such a function $h$ can still be used in MAP property. However, the $L$-smad property [28] would require $x, \bar{x}$ in (9.3.3) to lie in $\text{int dom } h$ (see also Section 9.6.1).

- Note that the choice of $\bar{L}$ is unrestricted in MAP property. For non-convex $f$, $\bar{L}$ is typically a positive real number. For convex $f$ typically the condition $\bar{L} \geq 0$ holds true. However, note that the values of $\bar{L}, \bar{L}$ are governed by the model function. In the context of convex additive composite problems, $\bar{L} < 0$ can hold true for relatively strongly convex functions [109].

- A closely related work in [55] considers only the lower bound of the MAP property and their algorithm terminates by choosing an iterate based on certain probability distribution. In stark contrast, Model BPG relies on the upper bound of the MAP property and there is no need to invoke any probabilistic argument to choose the final iterate. Also, [55] considers weakly convex model functions whereas we do not have such a restriction.

- For the global convergence analysis of Model BPG sequences, in addition to the condition $\tau_k \in [\underline{\tau}, \bar{\tau}]$ on step-size, the condition that $\tau_k \rightarrow \tau$, as $k \rightarrow \infty$ for certain $\tau > 0$ is required (see Theorem 9.5.5.2, 9.5.6.3).

Example 9.3.0.2 (Running example – contd). We continue Example 9.3.0.1 to illustrate the MAP property. Let $h(x) = \frac{1}{4}\|x\|^4$, we clearly have

$$g(x) - g(\bar{x}) - \langle \nabla g(\bar{x}), x - \bar{x} \rangle \leq 4D_h(x, \bar{x}), \quad \forall x \in \mathbb{R}^N,$$

which in turn results in the following upper bound for the model error

$$|f(x) - f(x; \bar{x})| \leq |g(x) - g(\bar{x}) - \langle \nabla g(\bar{x}), x - \bar{x} \rangle| \leq 4D_h(x, \bar{x}).$$

The upper bound is obtained in terms of a Bregman distance. Clearly, the constants arising do not have any dependency on the model center.

We now present Model BPG that we analyze for the setting of Assumption G.
Algorithm 7: Model BPG: Model based Bregman Proximal Gradient

- **Initialization:** Select \( x_0 = x_1 \in \text{dom } f \cap \text{int } \text{dom } h \). Choose \( \tau, \bar{\tau} \) such that \( 0 < \tau < \bar{\tau} < (1/L) \).
- **For each** \( k \geq 1 \): Choose \( \tau_k \in [\tau, \bar{\tau}] \) and compute
  \[
  x_{k+1} \in \text{Argmin}_{x\in\mathbb{R}^N} \left\{ f(x; x_k) + \frac{1}{\tau_k} D_h(x, x_k) \right\} .
  \]  \hspace{1cm} (9.3.4)

**Assumption G.** Let \( h \) be a Legendre function that is \( C^2 \) over \( \text{int } \text{dom } h \). Moreover, the conditions \( \text{dom } f \cap \text{int } \text{dom } h \neq \emptyset \) and \( \text{crit } f \cap \text{int } \text{dom } h \neq \emptyset \) hold true.

- The exist \( \bar{L} > 0, L \in \mathbb{R} \) such that for any \( \bar{x} \in \text{dom } f \cap \text{int } \text{dom } h \), the function \( f \) with \( \text{dom } f \subset \text{cl } \text{dom } h \), and model function \( f(\cdot, \bar{x}) \) for \( f \) around the model center \( \bar{x} \) satisfies the MAP property at \( \bar{x} \) with the constants \( \bar{L}, L \).
- For any \( \bar{x} \in \text{dom } f \cap \text{int } \text{dom } h \), the following qualification condition holds true:
  \[
  \partial_2^\infty f(x; \bar{x}) \cap (-N_{\text{dom } h}(x)) = \{0\}, \quad \forall x \in \text{dom } f \cap \text{dom } h .
  \]  \hspace{1cm} (9.3.5)
- For all \( x, y \in \text{dom } f \), the condition
  \[
  (0, v) \in \partial^\infty f(x; y) \quad \text{implies} \quad v = 0 , \quad \text{and} \quad (v, 0) \in \partial^\infty f(x; y) \quad \text{implies} \quad v = 0
  \]
  hold true. Moreover, \( f(x; y) \) is regular [150, Definition 7.25] at any \( (x, y) \in \text{dom } f \times \text{dom } f \).
- The function \( f(x; \bar{x}) \) is a proper, lsc function and is continuous over \((x, \bar{x}) \in \text{dom } f \times \text{dom } f \).

By \( \partial_x f(x; \bar{x}) \) we mean the limiting subdifferential of the model function \( x \to f(x; \bar{x}) \) with \( \bar{x} \) fixed and \( \partial f(x; y) \) denotes the limiting subdifferential w.r.t \( (x, y) \); dito for the horizon subdifferential.

**Discussion on Assumption G.** The qualification condition in (9.3.5) is required for the applicability of the subdifferential summation rule (see [150, Corollary 10.9]). Assumption G(iii) and [150, Corollary 10.11] ensures that for all \( x, y \in \text{dom } f \), the following holds true:
\[
\partial f(x; y) = \partial_x f(x; y) \times \partial_y f(x; y) , \quad \partial^\infty f(x; y) = \partial_x^\infty f(x; y) \times \partial_y^\infty f(x; y) . \quad \text{(Assumption G(iii)')}\]

Our analysis relies on (Assumption G(iii)'). However, note that Assumption G(iii) is a sufficient condition for (Assumption G(iii)') to hold. Certain classes of functions mentioned in Section 9.6 satisfy (Assumption G(iii)') directly, instead of Assumption G(iii). Assumption G(iv) is typically satisfied in practice and plays a key role in Lemma 9.5.6.2. Based on Assumption G(iii), for any fixed \( \bar{x} \in \text{dom } f \), the model function \( f(x; \bar{x}) \) is regular at any \( x \in \text{dom } f \). Using this fact, we deduce that the model function preserves the first order information of the function, in the sense that for \( x \in \text{dom } f \) the condition \( \partial_y f(y; x)|_{y=x} = \partial f(x) \) holds true, which we prove in Lemma F.2.0.1 in the appendix. Many popular algorithms such as Gradient Descent, Proximal gradient method, Bregman Proximal Gradient method, Prox-Linear method are special cases of Model BPG depending on the choice of the model function and the choice of Bregman distance, thus making it a unified.
algorithm (also c.f. [139]). Examples of model functions are provided in Section 9.6, for which we verify all
the assumptions. Other related model functions can also be found in [139, Section 5].

Let \( \tau > 0, \bar{x} \in \text{dom } f \cap \text{int dom } h \), the update mapping from (9.3.4) of Model BPG is defined by

\[
T_\tau(\bar{x}) := \operatorname{Argmin}_{x \in \mathbb{R}^N} f(x; \bar{x}) + \frac{1}{\tau} D_h(x, \bar{x}).
\]  

(9.3.6)

Denote \( \varepsilon_k := \left( \frac{1}{\tau_k} - \tilde{L} \right) > 0 \) and clearly \( \varepsilon_k \leq \varepsilon \leq \tilde{\varepsilon} \), where \( \tilde{\varepsilon} := \frac{1}{\tau} - \tilde{L} \) and \( \varepsilon := \frac{1}{\tilde{\tau}} - \tilde{L} \).

Well-posedness of the update step (9.3.4) is given by the following result.

**Lemma 9.3.0.1.** Let Assumption F, G hold true and let \( \bar{x} \in \text{dom } f \cap \text{int dom } h \). Then, for all \( 0 < \tau < \frac{1}{\tilde{L}} \) the set \( T_\tau(\bar{x}) \) is a nonempty compact subset of \( \text{dom } f \cap \text{int dom } h \).

**Proof.** Firstly, note that as a consequence of MAP property due to Assumption G and nonnegativity of
Bregman distances, the following condition is satisfied

\[
f(x) \leq f(x; \bar{x}) + \frac{1}{\tau} D_h(x, \bar{x}), \quad \forall x \in \text{dom } f \cap \text{dom } h.
\]  

(9.3.7)

If the set \( \text{dom } f \cap \text{dom } h \) is bounded, the objective \( f(x; \bar{x}) + \frac{1}{\tau} D_h(x, \bar{x}) \) is coercive. Otherwise, the coercivity of \( f \) implies that the objective \( f(x; \bar{x}) + \frac{1}{\tau} D_h(x, \bar{x}) \) is coercive, due to (9.3.7). Then, the result follows from a
simple application of [98, Lemma 3.6] and [150, Theorem 1.9]. \( \square \)

The conclusion of the lemma remains true under other sufficient conditions. For instance, if the model has an
affine minorant and \( h \) is supercoercive (for example, see [28, Section 3.1]). We now show that Model BPG
results in monotonically nonincreasing function values.

**Proposition 9.3.0.1 (Sufficient descent property in function values).** Let Assumptions F, G hold. Also, let
\( (x_k)_{k \in \mathbb{N}} \) be a sequence generated by Model BPG, then the following holds for \( k \geq 1 \)

\[
f(x_{k+1}) \leq f(x_k) - \varepsilon_k D_h(x_{k+1}, x_k).
\]  

(9.3.8)

We provide the proof of Proposition 9.3.0.1 in Section F.3 in the appendix.

**Remark 9.3.0.2.** Under Assumptions F, G, the coercivity of \( f \) along with Proposition 9.3.0.1 implies that the
iterates of Model BPG lie in the compact set \( \{ x : f(x) \leq f(x_0) \} \), thus bounded.

### 9.4 Gradient-like Descent sequence

We briefly review the concept of Gradient-like Descent sequence from [136]. For ease of global convergence
analysis of Model BPG we use following results from [136]. Let \( F : \mathbb{R}^N \times \mathbb{R}^P \to \mathbb{R} \) be a proper, lower
semi-continuous function that is bounded from below, then assume the following assumption from [136] holds.

**Assumption H (Gradient-like Descent sequence [136]).** Let \( (u_n)_{n \in \mathbb{N}} \) be a sequence of parameters in \( \mathbb{R}^P \)
and let \( (\varepsilon_n)_{n \in \mathbb{N}} \) be an \( \ell_1 \)-summable sequence of non-negative real numbers. Moreover, we assume there are
sequences \( (a_n)_{n \in \mathbb{N}}, (b_n)_{n \in \mathbb{N}}, (a_n)_{n \in \mathbb{N}} \) of non-negative real numbers, a non-empty finite index set \( I \subset \mathbb{Z} \)
and \( \theta_i \geq 0, i \in I \), with \( \sum_{i \in I} \theta_i = 1 \) such that the following holds:
(i) (Sufficient decrease condition) For each \( n \in \mathbb{N} \), it holds that
\[
\mathcal{F}(x_{n+1}, u_{n+1}) + a_n d_n^2 \leq \mathcal{F}(x_n, u_n).
\]

(ii) (Relative error condition) For each \( n \in \mathbb{N} \), the following holds: (set \( d_j = 0 \) for \( j \leq 0 \))
\[
b_{n+1} \| \partial \mathcal{F}(x_{n+1}, u_{n+1}) \|_\epsilon \leq b \sum_{i \in I} \theta_i d_{n+1-i} + \epsilon_{n+1}.
\]

(iii) (Continuity condition) There exists a subsequence \( \{(x_{n_j}, u_{n_j})\}_{j \in \mathbb{N}} \) and \( (\bar{x}, \bar{u}) \in \mathbb{R}^N \times \mathbb{R}^P \) such that
\[
(x_{n_j}, u_{n_j}) \xrightarrow{\mathcal{F}} (\bar{x}, \bar{u}) \quad \text{as} \quad j \to \infty.
\]

(iv) (Distance condition) It holds that
\[
d_n \to 0 \implies \| x_{n+1} - x_n \|_2 \to 0 \quad \text{and} \quad \exists n' \in \mathbb{N}: \forall n \geq n': d_n = 0 \implies \exists n'' \in \mathbb{N}: \forall n \geq n'': x_{n+1} = x_n
\]

(v) (Parameter condition) It holds that
\[
(b_n)_{n \in \mathbb{N}} \not\in \ell_1, \quad \sup_{n \in \mathbb{N}} \frac{1}{b_n a_n} < \infty, \quad \inf_n a_n =: a > 0.
\]

Such an assumption is crucial in order to obtain global convergence of the sequences generated by Model BPG. Assumption H is more general compared to the conditions that arise in standard Gradient-like Descent sequence [28], which is basically based on the first three conditions.

We now provide the global convergence statement from [136], based on Assumption H. Firstly, denote the following. The set of limit points of a bounded sequence \( \{(x_n, u_n)\}_{n \in \mathbb{N}} \) is given by \( \omega(x_0, u_0) := \limsup_{n \to \infty} \{(x_n, u_n)\} \), and the subset of \( \mathcal{F} \)-attentive limit points is denoted by
\[
\omega_\mathcal{F}(x_0, u_0) := \left\{(\bar{x}, \bar{u}) \in \omega(x_0, u_0) \mid (x_{n_j}, u_{n_j}) \xrightarrow{\mathcal{F}} (\bar{x}, \bar{u}) \text{ for } j \to \infty \right\}.
\]

Theorem 9.4.0.1 (Global convergence [136, Theorem 10]). Suppose \( \mathcal{F} \) is a proper lower semi-continuous Kurdyka-Łojasiewicz function that is bounded from below. Let \( (x_n)_{n \in \mathbb{N}} \) be a bounded sequence generated by an abstract algorithm parametrized by a bounded sequence \( (u_n)_{n \in \mathbb{N}} \) that satisfies Assumption H. Assume that \( \mathcal{F} \)-attentive convergence holds along converging subsequences of \( (x_{n_j}, u_{n_j})_{n_j \in \mathbb{N}}, \) i.e. \( \omega(x_0, u_0) = \omega_\mathcal{F}(x_0, u_0) \). Then, the following holds:

(i) The sequence \( (d_n)_{n \in \mathbb{N}} \) satisfies \( \sum_{k=0}^{\infty} d_k < +\infty \), i.e., the trajectory of the sequence \( (x_n)_{n \in \mathbb{N}} \) has finite length with respect to the abstract distance measures \( (d_n)_{n \in \mathbb{N}} \).

(ii) Suppose \( d_k \) satisfies \( \| x_{k+1} - x_k \|_2 \leq \bar{c} d_{k+k'} \) for some \( k' \in \mathbb{Z} \) and \( \bar{c} \in \mathbb{R} \), then \( \sum_{k=0}^{\infty} \| x_{k+1} - x_k \|_2 < +\infty \), and the trajectory of the sequence \( (x_n)_{n \in \mathbb{N}} \) has a finite Euclidean length, and thus \( (x_n)_{n \in \mathbb{N}} \) converges to \( \bar{x} \) from (iii).

(iii) Moreover, if \( (u_n)_{n \in \mathbb{N}} \) is a converging sequence, then each limit point of \( ((x_n, u_n))_{n \in \mathbb{N}} \) is a critical point, which in the situation of (ii) is the unique point \( (\bar{x}, \bar{u}) \) from (iii).
9.5 Global convergence analysis of Model BPG algorithm

The convergence analysis of most algorithms in non-convex optimization is based on a descent property. Usually, the objective value is shown to decrease, for example, as in Proposition 9.3.0.1 and in the analysis of additive composite problems [28, Lemma 4.1]. However, function values proved to be restrictive, primarily because the same techniques as additive composite problems do not work anymore for general composite problems, and alternatives like [142] are sought after.

9.5.1 New Lyapunov function

Here, we discuss one of our main contribution. We propose a Lyapunov function as our measure of progress. The Lyapunov function \( F_{hL} \) is given by

\[
F_{hL}(x, \bar{x}) = f(x; \bar{x}) + \bar{L}D_h(x, \bar{x}), \tag{9.5.1}
\]

and \( \text{dom} F_{hL} = (\text{dom} f) \cap (\text{dom} h \times \text{int dom} h) \). The set of critical points of the above given Lyapunov function is given by

\[
\text{crit } F_{hL} := \{ (x, \bar{x}) \in \mathbb{R}^N \times \mathbb{R}^N : (0, 0) \in \partial F_{hL}(x, \bar{x}) \}. \tag{9.5.2}
\]

Usage of Lyapunov functions is a popular strategy in the analysis of inertial methods [137] (Chapter 5). Even though our algorithm is non-inertial in nature, we show that the above defined Lyapunov function is suitable for the global convergence analysis. Certain previous works such as [114] considered a Lyapunov function based analysis for (non-inertial) Forward–Douglas–Rachford splitting method. Also, Lyapunov function based analysis is popular in the context of dynamical systems [81].

The motivation for using the Lyapunov function \( F_{hL} \) instead of the function \( f \) is the following. In each iteration of Model BPG, we optimize the model function with a proximity measure, and the analysis with our proposed Lyapunov function reflects this explicitly, unlike the function value. The proposed Lyapunov function is related to the Bregman-Moreau envelope [98] of the model function \( f(\cdot; \bar{x}) \) where \( \bar{x} \in \text{dom } f \cap \text{int dom } h \).

Under certain special case of the model function (Section 9.6.1), such a Bregman-Moreau envelope is related to the Bregman forward-backward envelope [2]. In the context where the Bregman distance is set to the Euclidean distance, the related works which consider value function based analysis is provided [25, 142, 158].

We now look at some properties of \( F_{hL} \).

**Proposition 9.5.1.1.** The Lyapunov function defined in (9.5.1) satisfies the following properties:

(i) For all \( x \in \text{dom } f \cap \text{dom } h \) and \( y \in \text{dom } f \cap \text{int dom } h \), we have \( f(x) \leq F_{hL}(x, y) \).

(ii) For all \( x \in \text{dom } f \cap \text{int dom } h \), we have \( F_{hL}(x, x) = f(x) \).

(iii) Moreover, we have

\[
\inf_{(x,y) \in \mathbb{R}^N \times \mathbb{R}^N} F_{hL}(x, y) \geq v(\mathcal{P}_M) > -\infty. \tag{9.5.3}
\]

**Proof.**

(i) This follows from MAP property and the definition of \( F_{hL} \).

(ii) Substituting \( y = x \) in (9.5.1) gives the result.

(iii) By MAP property, for all \( (x,y) \in \text{dom } F_{hL} \) we have the following:

\[
v(\mathcal{P}_M) \leq f(x) \leq f(x; y) + \bar{L}D_h(x, y).
\]
Furthermore, we obtain the following:

\[ \inf_{x \in \text{dom } f \cap \text{dom } h} f(x) \leq \inf_{(x,y) \in \text{dom } F^h_L} (f(x; y) + \bar{L}D_h(x, y)). \]

The statement follows using \( \inf_{x \in \mathbb{R}^N} f(x) = v(P_M) > -\infty \) due to Assumption F.

Equipped with the Lyapunov function \( F^h_L \), we focus now on the global convergence result of Model BPG. Our global convergence analysis is broadly divided into the following five parts.

- **Sufficient descent property.** In Section 9.5.2, we show that the sequence generated by Model BPG results in monotonically nonincreasing Lyapunov function values.

- **Relative error condition.** In Section 9.5.3, based on certain additional assumptions, we show that the infimal norm of the subdifferential of the Lyapunov function can be upper bounded by an entity that depends on the difference of successive iterates, and that entity tends towards zero asymptotically, implying stationarity in the limit.

- **Subsequential convergence.** In Section 9.5.4, we explore the behavior of limit points obtained from the sequence generated by Model BPG. We prove \( F^h_L \)-attentive convergence along converging subsequences. Moreover, we prove that the set of \( F^h_L \)-attentive limit points is compact, connected and \( F^h_L \) is constant on this set. When all limit points of the sequence generated by Model BPG lie in \( \text{int dom } h \), we show that all the limit points are critical points of the Lyapunov function.

- **Global convergence to stationarity point of the Lyapunov function.** Under the condition that the Lyapunov function satisfies Kurdyka–Łojasiewicz property, we show in Section 9.5.5 that the full sequence generated by Model BPG converges to a point \( x \) such that \( (x, x) \) is a critical point of the Lyapunov function. However, the relation of \( x \) to the function \( f \) is not imminent here.

- **Global convergence to stationarity point of the function.** In Section 9.5.6, we prove that the update mapping is continuous and also show that fixed points of the update mapping are critical points of \( f \). We exploit these properties to deduce that the full sequence of iterates generated by Model BPG converges to a critical point of \( f \).

### 9.5.2 Sufficient descent property

We have already proved the sufficient descent property in terms of function values in Proposition 9.3.0.1. Here, we prove the sufficient descent property of the Lyapunov function.

**Proposition 9.5.2.1** (Sufficient descent property). Let Assumptions F, G hold. Also, let \((x_k)_{k \in \mathbb{N}} \) be a sequence generated by Model BPG, then the following holds for \( k \geq 1 \)

\[ F^h_L(x_{k+1}, x_k) \leq F^h_L(x_k, x_{k-1}) - \varepsilon_k D_h(x_{k+1}, x_k). \quad (9.5.4) \]

**Proof.** By global optimality of \( x_{k+1} \) as in (9.3.4), we have

\[ f(x_{k+1}; x_k) + \frac{1}{\tau_k} D_h(x_{k+1}, x_k) \leq f(x_k; x_k) = f(x_k). \]
We have the following inequality from the MAP property
\[
f(x_k; x_k) = f(x_k) \leq f(x_k; x_{k-1}) + \bar{LD}_h(x_k, x_{k-1}).
\]

Thus, the result follows from the definition of $F^h_L$ in (9.5.1).

**Proposition 9.5.2.2.** Let Assumptions $F$, $G$ hold and let $(x_k)_{k \in \mathbb{N}}$ be a sequence generated by Model BPG.

The following assertions hold:

(i) The sequence $\{F^h_L(x_{k+1}, x_k)\}_{k \in \mathbb{N}}$ is nonincreasing and converges to a finite value.

(ii) $\sum_{k=1}^{\infty} D_h(x_{k+1}, x_k) < \infty$, and hence the sequence $\{D_h(x_{k+1}, x_k)\}_{k \in \mathbb{N}}$ converges to zero.

(iii) For any $n \in \mathbb{N}$, the condition
\[
\min_{1 \leq k \leq n} D_h(x_{k+1}, x_k) \leq \frac{F^h_L(x_1, x_0) - v(P_M)}{\varepsilon n}
\]
holds true.

**Proof.** (i) Nonincreasing property follows trivially from Proposition 9.5.2.1 and as $\varepsilon_k > 0$. We know from Proposition 9.5.1.1(iii) that the Lyapunov function is lower bounded, which implies convergence of $\{F^h_L(x_{k+1}, x_k)\}_{k \in \mathbb{N}}$ to a finite value.

(ii) Let $n$ be a positive integer. Summing (9.5.4) from $k = 1$ to $n$ and using $\varepsilon \leq \varepsilon_k$ we get
\[
\sum_{k=1}^{n} D_h(x_{k+1}, x_k) \leq \frac{1}{\varepsilon} \left( F^h_L(x_1, x_0) - F^h_L(x_{n+1}, x_n) \right) \leq \frac{1}{\varepsilon} \left( F^h_L(x_1, x_0) - v(P_M) \right),
\]
(9.5.5)
since $F^h_L(x_{n+1}, x_n) \geq v(P_M)$. Taking the limit as $n \to \infty$, we obtain the first assertion, from which we immediately deduce that $\{D_h(x_{k+1}, x_k)\}_{k \in \mathbb{N}}$ converges to zero.

(iii) From (B.4.1) we also obtain,
\[
n \min_{1 \leq k \leq n} (D_h(x_{k+1}, x_k)) \leq \sum_{k=1}^{n} (D_h(x_{k+1}, x_k)) \leq \frac{1}{\varepsilon} \left( F^h_L(x_1, x_0) - v(P_M) \right),
\]
which after division by $n$ yields the result. \qed

### 9.5.3 Relative error condition

For the purposes of analysis, we require the following assumption.

**Assumption I.** We have the following conditions:

- Consider any bounded set $B \subset \text{dom } f$. There exists $c > 0$ such that for any $x, y \in B$ we have
  \[
  ||\partial_y f(x; y)|| \leq c\|x - y\|.
  \]

- The function $h$ has bounded second derivative on any compact subset $B \subset \text{int dom } h$. 
• For bounded \((u_k)_{k \in \mathbb{N}}, (v_k)_{k \in \mathbb{N}}\) in \(\text{int dom } h\), the following holds as \(k \to \infty\):

\[
D_h(u_k, v_k) \to 0 \iff \|u_k - v_k\| \to 0.
\]

Through Example 9.5.3.1, we illustrate Assumption I(i), which governs the variation of the model function w.r.t. model center. Assumption I(ii) is a standard condition required for the analysis of Bregman proximal methods [28, 139] (Chapter 5). Assumption I(iii) essentially states that the asymptotic behavior of vanishing Bregman distance is equivalent to that of vanishing Euclidean distance (cf. [139, Remark 18]). Such a condition is satisfied for many Bregman distances, such as those distances based on Boltzmann–Shannon entropy [139, Example 40] and Burg entropy [139, Example 41].

**Example 9.5.3.1.** We continue Example 9.3.0.1 to illustrate Assumption I(i). A quick calculation reveals that \(\nabla^2 g(x)\) is bounded over bounded sets. Consider any bounded set \(B \subset \mathbb{R}^N\). Define \(c := \sup_{x \in B} \|\nabla^2 g(x)\|\) and choose any \(\bar{x} \in B\), then consider the model function given by:

\[
f(x; \bar{x}) := \|g(\bar{x}) + \langle \nabla g(\bar{x}), x - \bar{x} \rangle\|.
\]

The subdifferential of the model function is given by

\[
\partial_x f(x; \bar{x}) = u \nabla^2 g(\bar{x})(x - \bar{x}),
\]

where \(u \in \partial g(\bar{x}) + (\nabla g(\bar{x}), x - \bar{x}) \mid g(\bar{x}) + \langle \nabla g(\bar{x}), x - \bar{x} \rangle\|\). Considering the fact that \(\|u\| \leq 1\) and by the definition of \(c\) we have the following:

\[
\inf_{v \in \partial_x f(x; \bar{x})} \|v\| \leq c\|x - \bar{x}\|,
\]

which verifies Assumption I(i).

Now, we look at the relative error condition, which bounds the infimal norm of the subdifferential of the Lyapunov function, i.e., \(\inf_{v \in \partial F^h_L(x_{k+1}, x_k)} \|v\|\), with the term \(\|x_{k+1} - x_k\|\) up to a scaling factor. Such a bound is useful to achieve stationarity asymptotically, and plays a crucial role in proving global convergence. Note that with the descent property (Proposition 9.5.2.1) and Assumption I(iii), we have \(\|x_{k+1} - x_k\| \to 0\).

**Lemma 9.5.3.1 (Relative error).** Let Assumptions F, G, I hold. Let the sequence \((x_k)_{k \in \mathbb{N}}\) be generated by Model BPG lie in a compact set in \(\text{int dom } h\), then there exists a constant \(C > 0\) such that for certain \(k \geq 0\), we have

\[
\|\partial F^h_L(x_{k+1}, x_k)\| - C\|x_{k+1} - x_k\|,
\]

where \(\|\partial F^h_L(x_{k+1}, x_k)\| = \inf_{v \in \partial F^h_L(x_{k+1}, x_k)} \|v\|\).

**Proof.** As per [150, Exercise 8.8] or [116, Theorem 2.19], the subdifferential \(\partial F^h_L(x_{k+1}, x_k)\) is given by

\[
\partial F^h_L(x_{k+1}, x_k) = \partial f(x_{k+1}; x_k) + \bar{L} \nabla D_h(x_{k+1}, x_k),
\]

because the Bregman distance is continuously differentiable around \(x_k \in \text{dom } f \cap \text{int dom } h\). Using [150, Corollary 10.11], Assumption G(iv), and using the fact that \(h\) is \(C^2\) over \(\text{int dom } h\) (cf. Assumption G) we
obtain
\[
\partial F_L^k(x_{k+1}, x_k) = \left( \partial_{x_{k+1}} f(x_{k+1}; x_k) + \bar{L}(\nabla h(x_{k+1}) - \nabla h(x_k)), \right.
\partial_{x_k} f(x_{k+1}; x_k) - \bar{L}\nabla^2 h(x_k)(x_{k+1} - x_k)) .
\] (9.5.8)

Consider the following:
\[
\inf_{\xi \in \partial f(x_{k+1}; x_k)} \|v\| = \inf_{\xi \in \partial f(x_{k+1}; x_k)} \|\xi + \bar{L}\nabla D_h(x_{k+1}; x_k)\|,
\]
\[
= \left( \inf_{(\xi_x, \xi_y) \in \partial f(x_{k+1}; x_k)} \|\xi_x + \bar{L}\nabla D_h(x_{k+1}; x_k)\| \right) ,
\]
\[
\leq \left( \inf_{\xi_x \in \partial_{x_{k+1}} f(x_{k+1}; x_k)} \|\xi_x + \bar{L}(\nabla h(x_{k+1}) - \nabla h(x_k))\| \right),
\]
\[
+ \left( \inf_{\xi_y \in \partial_{x_k} f(x_{k+1}; x_k)} \|\xi_y + \bar{L}^2 h(x_k)(x_{k+1} - x_k)\| \right) ,
\] (9.5.9)

where in the first equality we use (9.5.7), in the second equality we use the result in (9.5.8) with \(\xi := (\xi_x, \xi_y)\) such that \(\xi_x \in \partial_{x_{k+1}} f(x_{k+1}; x_k)\) and \(\xi_y \in \partial_{x_k} f(x_{k+1}; x_k)\), and in the last step we used
\[
\nabla D_h(x_{k+1}, x_k) = (\nabla h(x_{k+1}) - \nabla h(x_k), \nabla^2 h(x_k)(x_{k+1} - x_k)) .
\] (9.5.10)

The optimality of \(x_{k+1}\) in (9.3.4) implies the existence of \(x_{k+1}^{\text{opt}} \in \partial_{x_{k+1}} f(x_{k+1}; x_k)\) such that the following condition holds:
\[
\xi_x^{k+1} + \frac{1}{\tau_k} (\nabla h(x_{k+1}) - \nabla h(x_k)) = 0 .
\] (9.5.11)

Therefore, the first block coordinate in (9.5.8) satisfies
\[
\xi_x^{k+1} + \bar{L}(\nabla h(x_{k+1}) - \nabla h(x_k)) = \varepsilon_k (\nabla h(x_{k+1}) - \nabla h(x_k)) .
\] (9.5.12)

Now consider the first term of the right hand side in (9.5.9). We have
\[
\inf_{\xi_x \in \partial_{x_{k+1}} f(x_{k+1}; x_k)} \|\xi_x + \bar{L}(\nabla h(x_{k+1}) - \nabla h(x_k))\| \leq \|\xi_x^{k+1} + \bar{L}(\nabla h(x_{k+1}) - \nabla h(x_k))\| ,
\]
\[
\leq \varepsilon_k \|\nabla h(x_{k+1}) - \nabla h(x_k)\| ,
\]
\[
\leq \varepsilon_k \bar{L}_h \|x_{k+1} - x_k\| ,
\]
where in the second step we used (9.5.12) and in the last step we applied mean value theorem along with the fact that the entity \(\|\nabla^2 h(x_{k+1} + s(x_{k+1} - x_k))\|\) is bounded by a constant \(\bar{L}_h > 0\) for certain \(s \in [0, 1]\), due to Assumption I(ii). Considering the second term of the right hand side in (9.5.9), we have
\[
\inf_{\xi_y \in \partial_{x_k} f(x_{k+1}; x_k)} \|\xi_y + \bar{L}\nabla^2 h(x_k)(x_{k+1} - x_k)\| \leq \inf_{\xi_y \in \partial_{x_k} f(x_{k+1}; x_k)} \|\xi_y\| + \|\bar{L}\nabla^2 h(x_k)(x_{k+1} - x_k)\| ,
\]
\[
\leq c \|x_{k+1} - x_k\| + \bar{L}_h \|x_{k+1} - x_k\| ,
\]
where in the last step we used Assumption I(i) and the fact that $\|\nabla^2 h(x_k)\|$ is bounded by $L_h$. The result follows from combining the results obtained for (9.5.12).

### 9.5.4 Subsequential convergence

We now consider results on generic limit points and show that stationarity can indeed be attained for iterates produced by Model BPG. The set of limit points of some sequence $(x_k)_{k \in \mathbb{N}}$ is denoted as follows

$$\omega(x_0) := \left\{ x \in \mathbb{R}^N \mid \exists K \subset \mathbb{N} : x_k \to x \right\},$$

and its subset of $f$-attentive limit points

$$\omega_f(x_0) := \left\{ x \in \mathbb{R}^N \mid \exists K \subset \mathbb{N} : (x_k, f(x_k)) \to (x, f(x)) \right\}.$$

We explore below certain properties that are generic to any bounded sequence, and are later helpful to quantify properties of the sequence generated by Model BPG.

**Proposition 9.5.4.1.** For a bounded sequence $(x_k)_{k \in \mathbb{N}}$ such that $\|x_{k+1} - x_k\| \to 0$ as $k \to \infty$, the following holds:

(i) $\omega(x_0)$ is connected and compact,

(ii) $\lim_{k \to \infty} \operatorname{dist}(x_k, \omega(x_0)) = 0$.

The proof relies on the same technique as the proof of [26, Lemma 3.5] (also see [26, Remark 3.3]).

We now show that the sequence generated by Model BPG $(x_k)_{k \in \mathbb{N}}$ indeed attains $\|x_{k+1} - x_k\| \to 0$ as $k \to \infty$, which in turn enables the application of Proposition 9.5.4.1 to deduce the properties of the sequence generated by Model BPG, which later proves to be crucial for the proof of global convergence.

**Proposition 9.5.4.2.** Let Assumption $F, G, I$ hold. Let $(x_k)_{k \in \mathbb{N}}$ be a sequence generated by Model BPG. Then, we have

$$\varepsilon D_h(x_{k+1}, x_k) \to 0, \quad \text{as } k \to \infty.$$  \hspace{1cm} (9.5.13)

The condition $\varepsilon > 0$ implies that $x_{k+1} - x_k \to 0$ as $k \to \infty$.

**Proof.** Note that the sequence $(x_k)_{k \in \mathbb{N}}$ is a bounded sequence (see Remark 9.3.0.2). By the descent property (Proposition 9.5.2.1) and using $\varepsilon_k \geq \varepsilon$ we have after rearranging

$$\varepsilon D_h(x_{k+1}, x_k) \leq F^h_L(x_k, x_{k-1}) - F^h_L(x_{k+1}, x_k).$$

Summing on both sides and due to the convergence of Lyapunov function, using Proposition 9.5.2.1, we obtain

$$\sum_{k=1}^{\infty} (\varepsilon D_h(x_{k+1}, x_k)) \leq F^h_L(x_0, x_1) - \lim_{k \to \infty} F^h_L(x_{k+1}, x_k) < \infty,$$

which implies (10.4.4). For $\varepsilon > 0$, Assumption I(iii) together with (10.4.4) imply $x_{k+1} - x_k \to 0$ as $k \to \infty$.

Analyzing the full set of limit points of the sequence generated by Model BPG is difficult, as illustrated in [139]. Obtaining the global convergence is still an open problem. Moreover, the work in [139] relies on convex model functions.
In order to simplify slightly the setting, we restrict the set of limit points to the set $\text{int dom } h$. Such a choice may appear to be restrictive, however, Model BPG when applied to many practical problems results in sequences that have this property as illustrated in Section 9.7.

To this regard, denote the following

$$\omega^\text{int dom } h(x_0) := \omega(x_0) \cap \text{int dom } h \quad \text{and} \quad \omega_f^\text{int dom } h(x_0) := \omega_f(x_0) \cap \text{int dom } h.$$  

The subset of $F^h_L$-attentive (similar to $f$-attentive) limit points is

$$\omega_{F^h_L}(x_0) := \left\{ (y, x) \in \mathbb{R}^N \times \mathbb{R}^N \mid \exists K \subset \mathbb{N}: (x_k, F^h_L(x_k, x_{k-1})) \xrightarrow{K} (x, F^h_L(y, x)) \right\}.$$  

Also, we define $\omega_{F^h_L}^2 := \omega_{F^h_L} \cap (\text{int dom } h \times \text{int dom } h)$.

**Proposition 9.5.4.3.** Let Assumptions F, G, I hold. Let $(x_k)_{k \in \mathbb{N}}$ be a sequence generated by Model BPG. Then, the following holds:

(i) $\omega^\text{int dom } h(x_0) = \omega_f^\text{int dom } h(x_0)$,

(ii) $x \in \omega_f^\text{int dom } h(x_0)$ if and only if $(x, x) \in \omega_{F^h_L}^2(x_0)$.

(iii) $F^h_L$ is constant and finite on $\omega_{F^h_L}^2(x_0)$ and $f$ is constant and finite on $\omega_f^\text{int dom } h(x_0)$ with same value.

**Proof.** (i) We show the inclusion $\omega^\text{int dom } h(x_0) \subset \omega_f^\text{int dom } h(x_0)$ and $\omega_f^\text{int dom } h(x_0) \subset \omega^\text{int dom } h(x_0)$ is clear by definition. Let $x^* \in \omega^\text{int dom } h(x_0)$, then we obtain the following

$$f(x^*) + \left( L + \frac{1}{\tau_k} \right) D_h(x^*, x_k) \overset{(9.3.3)}{\geq} f(x^*; x_k) + \frac{1}{\tau_k} D_h(x^*, x_k) \overset{(9.3.4)}{\geq} f(x_{k+1}; x_k) + \frac{1}{\tau_k} D_h(x_{k+1}; x_k) \geq f(x_{k+1}) - \left( L - \frac{1}{\tau_k} \right) D_h(x_{k+1}, x_k) \geq f(x_{k+1}).$$

Obviously, by Assumption I(iii) combined with the fact that $x_k \xrightarrow{K} x^*$, we have $D_h(x^*, x_k) \to 0$ as $k \to \infty$, which, together with the lower semicontinuity of $f$, implies

$$f(x^*) \geq \liminf_{k \to \infty} f(x_{k+1}) \geq f(x^*),$$

thus $x^* \in \omega_f^\text{int dom } h(x_0)$.

(ii) If $x \in \omega_f^\text{int dom } h(x_0)$, then we have $x_k \xrightarrow{K} x$ for $K \subset \mathbb{N}$, and $f(x_k) \xrightarrow{K} f(x)$. As a consequence of Proposition 9.5.2.2 and Assumption I(iii), $D_h(x_{k+1}, x_k) \to 0$ as $k \to \infty$, which implies that $x_{k+1} \xrightarrow{K} x$. The first part of the proof implies $f(x_{k+1}) \xrightarrow{K} f(x)$. We also have $F^h_L(x_{k+1}, x_k) \xrightarrow{K} f(x)$ which we prove below, which implies that $(x, x) \in \omega_{F^h_L}^2(x_0)$. Note that by definition of $F^h_L$ we have the following

$$F^h_L(x_{k+1}, x_k) = f(x_{k+1}; x_k) + \bar{L}D_h(x_{k+1}, x_k),$$

$$= f(x_{k+1}) + (f(x_{k+1}; x_k) - f(x_{k+1})) + \bar{L}D_h(x_{k+1}, x_k),$$
and with the MAP property we have
\[ f(x_{k+1}) \leq F^h_L(x_{k+1}, x_k) \leq f(x_{k+1}) + (\bar{L} + L)D_h(x_{k+1}, x_k). \] (9.5.14)

Thus, we have that \( F^h_L(x_{k+1}, x_k) \to f(x) \) as \( D_h(x_{k+1}, x_k) \to 0 \). Conversely, suppose \((x, x) \in \omega^{\text{int dom } h}(x_0)\) and \(x_k \to x\) for \(K \in \mathbb{N}\). This, together with \(D_h(x_{k+1}, x_k) \to 0\) as \(K \to \infty\), induces \( F^h_L(x_{k+1}, x_k) \to f(x)\), which further implies \( f(x_{k+1}) \to f(x) \) due to the following. Note that we have
\[ f(x_{k+1}) = F^h_L(x_{k+1}, x_k) + (f(x_{k+1}) - f(x_{k+1}; x_k)) + \bar{L}D_h(x_{k+1}, x_k) \geq F^h_L(x_{k+1}, x_k) + (\bar{L} - L)D_h(x_{k+1}, x_k). \]

Finally we have
\[ F^h_L(x_{k+1}, x_k) + (\bar{L} - L)D_h(x_{k+1}, x_k) \leq f(x_{k+1}) \leq F^h_L(x_{k+1}, x_k). \]

Thus, with \(D_h(x_{k+1}, x_k) \to 0\) as \(K \to \infty\) and \(F^h_L(x_{k+1}, x_k) \to f(x)\), we deduce that \(f(x_{k+1}) \to f(x)\). And therefore \(x \in \omega^{\text{int dom } h}(x_0)\).

(iii) By Proposition 9.5.2.1, the sequence \((F^h_L(x_{k+1}, x_k))_{k \in \mathbb{N}}\) converges to a finite value \(F^h\). Note that \(D_h(x_{k+1}, x_k) \to 0\) as \(K \to \infty\) due to Proposition 9.5.2.2 (ii), when combined with Assumption I(iii) implies that \(\|x_{k+1} - x_k\| \to 0\). For \((x^*, x^*) \in \omega^{(\text{int dom } h)^2}(x_0, x_0)\) there exists \(K \subset \mathbb{N}\) such that \(x_k \to x^*\) and \(F^h_L(x_{k+1}, x_k) \to F^h_L(x^*, x^*) = f(x^*)\), i.e., the value of the limit point is independent of the choice of the subsequence. The result follows directly and by using (i).

The following result summarizes that \(F^h_L\)-attentive sequences converge to a stationary point.

**Theorem 9.5.4.1** (Sub-sequential convergence to stationary points). Let Assumptions F, G, I hold. If the sequence \((x_k)_{k \in \mathbb{N}}\) is generated by Model BPG, then
\[ \omega^{(\text{int dom } h)^2}(x_0) \subset \text{crit } (F^h_L). \] (9.5.15)

**Proof.** From (9.5.6), we have \(\|\partial F^h_L(x_{k+1}, x_k)\|_\infty \leq C\|x_{k+1} - x_k\|\) for some constant \(C > 0\). Using \(\|x_{k+1} - x_k\| \to 0\), convergence of \((\tau_k)_{k \in \mathbb{N}}\), and Proposition 9.5.4.3(i) yields (10.4.5), by the closedness property of the limiting subdifferential.

**Discussion.** Subsequential convergence to a stationary point was already considered in few works. In particular, the work in [60] already provides such a result, however, it relies on certain abstract assumptions. Even though such assumptions are valid for some practical algorithms, the authors do not consider a concrete algorithm. Moreover, their abstract update step depends on the minimization of the model function, which can require additional regularity conditions on the problem. For example, if the model function is linear, then the domain must be compact to guarantee the existence of a solution. A related line-search variant of Model BPG was considered in [139], for which subsequential convergence to a stationarity point was proven. The subsequential convergence results in [139] are more general than our work, as they analyse the behavior of limit points in \(\text{dom } h, \text{cl dom } h, \text{int dom } h\) (cf. [139, Theorem 22]). Our analysis is restricted to limit points in \(\text{int dom } h\), as typically such an assumption holds in practice (see Section 9.7). Though subsequential
convergence is satisfactory, proving global convergence is nontrivial, in general. It is not yet clear from our work, whether global convergence can be proven if the limit points lie on the boundary of \( \text{dom } h \). Both the above-mentioned works rely on function values to obtain a subsequential convergence result. We change this trend. In this chapter, we rely on Lyapunov function and obtain an even stronger result, that is global convergence of the sequence generated by Model BPG to a stationarity point.

### 9.5.5 Global convergence to a stationary point of the Lyapunov function

**Assumption J.** Let \( O \) be an \( \alpha \)-minimal structure. The functions \( f : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}, (x, \bar{x}) \mapsto f(x; \bar{x}) \) with \( \text{dom } \tilde{f} := \text{dom } f \times \text{dom } f \), and \( h : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}, (x, \bar{x}) \mapsto h(\bar{x}) + \langle \nabla h(\bar{x}), x - \bar{x} \rangle \) with \( \text{dom } \tilde{h} := \text{dom } h \times \text{int dom } h \) are definable in \( O \).

**Lemma 9.5.5.1.** Let Assumptions \( F, G, I, J \) hold. Then, the Lyapunov function \( F^h_L \) is definable in \( O \), and satisfies KL property at any point of \( \text{dom } \partial F^h_L \).

**Proof.** As per the conditions of Lemma 3.7.0.2, we deduce that functions that are definable in an \( \alpha \)-minimal structure are closed under addition and multiplication. With Assumption J, it is easy to deduce that the \( F^h_L \) is also definable in \( O \) using Lemma 3.7.0.2. Invoking Theorem 3.7.0.3, we deduce that \( F^h_L \) satisfies KL property at any point of \( \text{dom } \partial F^h_L \). \( \square \)

In the context of additive composite problems, the global convergence analysis of BPG based methods [28] (Chapter 5) relies on strong convexity of \( h \). However, in our setting we relax such a requirement on \( h \), via the following assumption. Note that imposing such an assumption (Assumption K) is weaker than imposing the strong convexity property to hold over a compact convex set. Such a property can be satisfied even if \( h \) is not strongly convex, for example, Burg’s entropy (see Section 9.7.3).

**Assumption K.** For any compact convex set \( B \subset \text{int dom } h \), there exists \( \sigma_B > 0 \) such that \( h \) is \( \sigma_B \)-strongly convex over \( B \), i.e., for any \( x, y \in B \) the condition \( D_h(x, y) \geq \frac{\sigma_B}{2} \|x - y\|^2 \) holds.

Now, we present the global convergence result of the sequence generated by Model BPG.

**Theorem 9.5.5.2** (Global convergence to a stationary point under KL property). Let Assumptions \( F, G, I, J, K \) hold. Let the sequence \( (x_k)_{k \in \mathbb{N}} \) be generated by Model BPG (Algorithm 7) with \( \tau_k \to \tau \) for certain \( \tau > 0 \) and the condition \( \omega^{\text{int dom } h}(x_0) = \omega(x_0) \) holds true. Then, convergent subsequences are \( F^h_L \)-attentive convergent, and

\[
\sum_{k=0}^{\infty} \|x_{k+1} - x_k\| < +\infty \quad \text{(finite length property)}.
\]

Moreover, the sequence \( (x_k)_{k \in \mathbb{N}} \) converges to \( x \) such that \( (x, x) \) is a critical point of \( F^h_L \).

**Proof.** Note that the sequence \( (x_k)_{k \in \mathbb{N}} \) generated by Model BPG is a bounded sequence (see Remark 9.3.0.2). The proof relies on Theorem 9.4.0.1 provided in Section 9.4, for which we need to verify the conditions (i)–(v). Due to Lemma 9.5.5.1, \( F^h_L \) satisfies Kurdyka–Lojasiewicz property at each point of \( \text{dom } \partial F^h_L \).

Note that as \( \omega^{\text{int dom } h}(x_0) = \omega(x_0) \) holds true, there exists a sufficiently small \( \varepsilon > 0 \) such that \( \tilde{B} := \{x : \text{dist}(x, \omega(x_0)) \leq \varepsilon \} \subset \text{int dom } h \). As \( \omega(x_0) \) is compact due to Proposition 9.5.4.1(i), the set \( \tilde{B} \) is also compact. Moreover, the convex hull of the set \( \tilde{B} \) denoted by \( B := \text{conv } \tilde{B} \) is also compact, as the convex hull of a compact set is also compact in finite dimensional setting. A simple calculation reveals that the set \( B \) lies in the set \( \text{int dom } h \). Thus, due to Proposition 10.4.3.1 along with Proposition 9.5.4.1(ii), without loss of
The global convergence result in Theorem 9.5.5.2 shows that Model BPG converges to a point, which in turn implies the finite length property from which we deduce that the sequence which is (ii) with

\[ d_k = \frac{\varepsilon_k \sigma_B}{2} \|x_{k+1} - x_k\|^2 \]

and \( a_k = 1 \). We also have existence of \( w_{k+1} \in \partial F^h_L(x_{k+1}, x_k) \) due to Lemma 9.5.3.1 such that for some \( C > 0 \) we have

\[ \|\partial F^h_L(x_{k+1}, x_k)\| \leq C \|x_{k+1} - x_k\|, \]

which is (ii) with \( b = C \), since the coefficients for both Euclidean distances are bounded from above. The continuity condition (iii) is deduced from a converging subsequence, whose existence is guaranteed by boundedness of \( (x_k)_{k \in \mathbb{N}} \), and Proposition 9.5.4.3 guarantees that such convergent subsequences are \( F^h_L \)-attentive convergent. The distance condition (iv) holds trivially as \( \varepsilon_k > 0 \) and \( \sigma_B > 0 \). The parameter condition (v), holds because \( b_n = 1 \) in this setting, hence \( (b_n)_{n \in \mathbb{N}} \not\in \ell_1 \) and also we have

\[ \sup_{n \in \mathbb{N}} \frac{1}{b_n a_n} = 1 < \infty, \quad \inf_{n} a_n = 1 > 0. \]

Theorem 9.4.0.1 implies the finite length property from which we deduce that the sequence \( (x_k)_{k \in \mathbb{N}} \) generated by Model BPG converges to a single point, which we denote by \( x \). As \( (x_{k+1})_{k \in \mathbb{N}} \) also converges to \( x \), the sequence \( ((x_{k+1}, x_k))_{k \in \mathbb{N}} \) converges to \( (x, x) \), which is a critical point of \( F^h_L \) due to Theorem 9.5.4.1.

9.5.6 Global convergence to a stationary point of the objective function

The global convergence result in Theorem 9.5.5.2 shows that Model BPG converges to a point, which in turn can be used to represent a critical point of the Lyapunov function. However, our goal is to find a critical point of the objective function \( f \). We now establish the connection between a critical point of the Lyapunov function and a critical point of the objective function. Such a connection can later be exploited to conclude that the sequence generated by Model BPG converges to a critical point of \( f \).

Firstly, we need the following result, which establishes the connection between fixed points of the update mapping and critical points of \( f \).

**Lemma 9.5.6.1.** Let Assumptions \( F, G \) hold. For any \( 0 < \tau < (1/\bar{L}) \) and \( \bar{x} \in \text{dom } f \cap \text{int dom } h \), the fixed points of the update mapping \( T_\tau(\bar{x}) \) are critical points of \( f \).

**Proof.** Let \( \bar{x} \in \text{dom } f \cap \text{int dom } h \) be a fixed point of \( T_\tau \), in the sense the condition \( \bar{x} \in T_\tau(\bar{x}) \) holds true. By definition of \( T_\tau(\bar{x}) \), the following condition holds true:

\[ 0 \in \partial f(x; \bar{x}) + \frac{1}{\tau}(\nabla h(x) - \nabla h(\bar{x})) \]

at \( x = \bar{x} \), which implies that \( 0 \in \partial f(\bar{x}; \bar{x}) \). As a consequence of Lemma F.2.0.1, we have \( \partial f(\bar{x}; \bar{x}) \subset \partial f(\bar{x}) \), thus \( \bar{x} \) is a critical point of the function \( f \). \( \square \)
We also require the following technical result.

**Lemma 9.5.6.2** (Continuity property). Let Assumptions F, G, I hold. Let the sequence \((x_k)_{k \in \mathbb{N}}\) be bounded such that \(x_k \to \bar{x}\), where \(x_k \in \text{dom } f \cap \text{int dom } h\) for all \(k \in \mathbb{N}\), and \(\bar{x} \in \text{dom } f \cap \text{int dom } h\). Let \(\tau_k \to \tau\), such that \(0 < \tau \leq \tau_k \leq \bar{\tau} < 1/L\). Let there exist a bounded set \(B \subset \text{int dom } h\), such that \(T_{\tau_k}(x_k) \subset B\), \(x_k \in B\) for all \(k \in \mathbb{N}\). If \(\lim \sup_{k \to \infty} T_{\tau_k}(x_k) \subset \text{dom } f \cap \text{int dom } h\), then \(\lim \sup_{k \to \infty} T_{\tau_k}(x_k) \subset T_{\tau}(\bar{x})\).

**Proof.** Consider any sequence \((y_k)_{k \in \mathbb{N}}\) such that for any \(k \in \mathbb{N}\), the condition \(y_k \in T_{\tau_k}(x_k)\) holds true. Recall that \(f(x;y)\) is continuous on its domain due to Assumption G(iv). By optimality of \(y_k \in T_{\tau_k}(x_k)\), for any \(z \in \mathbb{R}^N\) we have the following:

\[
f(y_k; x_k) + \frac{1}{\tau_k}D_h(y_k, x_k) \leq f(z; x_k) + \frac{1}{\tau_k}D_h(z, x_k). \tag{9.5.17}
\]

As a consequence of boundedness of the sequence \((y_k)_{k \in \mathbb{N}}\), by Bolzano–Weierstrass Theorem there exists a convergent subsequence. Let \(y_k \to \pi\) such that \(\pi \in \text{dom } f \cap \text{int dom } h\). Note that \(\tau_k \to \tau\) for some \(K \subset \mathbb{N}\). Applying limit on both sides of (9.5.17) using the continuity of the model function and the Bregman distance gives

\[
f(\pi; \bar{x}) + \frac{1}{\tau}D_h(\pi, \bar{x}) \leq f(z; \bar{x}) + \frac{1}{\tau}D_h(z, \bar{x}), \quad \forall z \in \text{dom } f \cap \text{dom } h, \tag{9.5.18}
\]

which implies that \(\pi\) minimizes the function \(f(.; \bar{x}) + \frac{1}{\tau}D_h(.; \bar{x})\). This implies that \(\pi \in T_{\tau}(\bar{x})\) and the result follows. \(\square\)

The following result establishes the fact the sequence generated by Model BPG indeed converges to a critical point of the objective function.

**Theorem 9.5.6.3** (Global convergence to a stationary point of the objective function). Under the conditions of Theorem 9.5.5.2, the sequence generated by Model BPG converges to a critical point of \(f\).

**Proof.** The sequence \((x_k)_{k \in \mathbb{N}}\) generated by Model BPG under the assumptions as in Theorem 9.5.5.2 is globally convergent, thus let \(x_k \to x\) and also \(x_k+1 \to x\). As \(x_{k+1} \in T_{\tau_k}(x_k)\) and \(\tau_k\) converges to \(\tau\), with Lemma 9.5.6.2 we deduce that \(x \in T_{\tau}(x)\). Additionally, with the result in Lemma 9.5.6.2, we deduce that \(x\) is the fixed point of the mapping \(T_{\tau}(x)\), i.e., \(x \in T_{\tau}(x)\). Then, using Lemma 9.5.6.1 we conclude that \(x\) is a critical point of the function \(f\). \(\square\)

### 9.5.7 Convergence rates

It is possible to deduce convergence rates for a certain class of desingularizing functions. Based on [6, 26, 69], we provide the following result, which provides the convergence rates for the sequence generated by Model BPG.

**Theorem 9.5.7.1** (Convergence rates). Under the conditions of Theorem 9.5.5.2, let the sequence \((x_k)_{k \in \mathbb{N}}\) generated by Model BPG converge to \(x \in \text{dom } f \cap \text{int dom } h\), and let the Lyapunov function \(F^h_L\) satisfy Kurdyka–Lojasiewicz property with the following desingularizing function:

\[
\varphi(s) = cs^{1-\theta},
\]

for certain \(c > 0\) and \(\theta \in [0, 1)\). Then, we have the following:

- If \(\theta = 0\), then \((x_k)_{k \in \mathbb{N}}\) converges in finite number of steps.
• If $\theta \in (0, \frac{1}{2}]$, then there exists $\rho \in [0, 1)$ and $G > 0$ such that for all $k \geq 0$ we have
$$\|x_k - x\| \leq G\rho^k.$$

• If $\theta \in (\frac{1}{2}, 1)$, then there exists $G > 0$ such that for all $k \geq 0$ we have
$$\|x_k - x\| \leq Gk^{\frac{1-\theta}{2\theta-1}}.$$

**Proof.** Here, we consider the same notions as in the proof of Theorem 9.5.5.2. First, using the convexity of the function $-s^{1-\theta}$ we obtain

$$\begin{align*}
&(F^h_L(x_k, x_{k-1}) - v(P_M))^{1-\theta} - (F^h_L(x_{k+1}, x_k) - v(P_M))^{1-\theta} \\
&\geq (1 - \theta)(F^h_L(x_k, x_{k-1}) - v(P_M))^{-\theta}(F^h_L(x_k, x_{k-1}) - F^h_L(x_{k+1}, x_k)) \\
&\geq (1 - \theta)(F^h_L(x_k, x_{k-1}) - v(P_M))^{-\theta}\frac{\varepsilon_k \sigma_B}{2}\|x_{k+1} - x_k\|^2, \\
&\geq (1 - \theta)(F^h_L(x_k, x_{k-1}) - v(P_M))^{-\theta}\frac{\varepsilon_k \sigma_B}{2}\|x_{k+1} - x_k\|^2,
\end{align*}$$

where in the second inequality we used the Proposition 9.5.2.1 along with the definition of $\sigma_B$, and in the last step we used $\varepsilon_k \geq \varepsilon$. Denote $U := \omega^{(\int \text{dom } h)^2}(x_0)$, and thanks to Theorem 9.5.4.1 we have $U \subset \text{crit } (F^h_L)$. Due to Proposition 9.5.4.1, we already know that $U$ is a connected compact set and

$$\lim_{k \to \infty} \text{dist } ((x_{k+1}, x_k), U) = 0.$$

Continuing the calculation, following the proof technique of [26, Theorem 3.1], using Lemma 3.7.0.1 with $\Omega = U$, we deduce that there exists $l \in \mathbb{N}$, $C_1 > 0$ such that for any $k > l$, the following holds:

$$\sum_{i=l+1}^{k} \|x_{i+1} - x_i\| \leq \|x_{l+1} - x_l\| + C_1(F^h_L(x_l, x_{l+1}) - v(P_M))^{1-\theta}.$$

Denote $\Delta_l := \sum_{i=l}^{\infty} \|x_{i+1} - x_i\|$. On application of Lemma 3.7.0.1 with $\Omega = U$, and Lemma 9.5.3.1, we deduce that there exists $C_2 > 0$ such that

$$\Delta_{l+1} \leq \Delta_l - \Delta_{l+1} + C_2(\Delta_l - \Delta_{l+1})^{1-\theta}.$$

The rest of the proof is only a slight modification to the proof of [6, Theorem 5].

### 9.6 Examples

In this section we consider special instances of $(P_M)$, namely, additive composite problems and a broad class of composite problems. The goal is to quantify assumptions for these problems such that the global convergence result (Theorem 9.5.6.3) of Model BPG is applicable. To this regard, we only consider the functions that satisfy Assumption F. Typically, function is made up of function components and these components govern the function behavior. Thus, it is beneficial to introduce properties on the components of $f$, for which certain plausible conditions will enable the applicability of Model BPG. In this section, henceforth we enforce the following blanket assumptions.
Chapter 9. Model BPG

We consider the following non-convex additive composite problem:

\[ D_h(u_k, v_k) \to 0 \iff \|u_k - v_k\| \to 0. \]

(B1) The function \( h \) is a Legendre function that is \( C^2 \) over \( \text{int dom } h \). For any compact convex set \( B \subset \text{int dom } h \), there exists \( \sigma_B > 0 \) such that \( h \) is \( \sigma_B \)-strongly convex over \( B \). Also, \( h \) has bounded second derivative on any bounded subset \( B_1 \subset \text{int dom } h \). Moreover, for bounded \( (u_k)_{k \in \mathbb{N}}, (v_k)_{k \in \mathbb{N}} \) in \( \text{int dom } h \), the following holds as \( k \to \infty \):

\[ \text{(B2) The function } f \text{ is coercive and additionally the conditions } \text{dom } f \cap \text{int dom } h \neq \emptyset, \text{crit } f \cap \text{int dom } h \neq \emptyset, \text{dom } f \subset \text{cl dom } h \text{ hold true.} \]

\[ \text{(B3) The functions } \tilde{f} : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}, (x, \bar{x}) \mapsto f(x; \bar{x}) \text{ with } \tilde{f} := \text{dom } f \times \text{dom } f, \text{ and } \tilde{h} : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}, (x, \bar{x}) \mapsto h(\bar{x}) + \langle \nabla h(\bar{x}), x - \bar{x} \rangle \text{ with } \tilde{h} := \text{dom } h \times \text{int dom } h \text{ are definable in an o-minimal structure } \mathcal{O}. \]

Note that \( h \) satisfies Assumption (B1) which considers the same conditions on \( h \) as in Assumptions G, I, K. The function satisfies Assumption (B2), which is a consolidation of function specific assumptions in Assumptions F, G. Clearly, Assumption (B3) implies Assumption J.

9.6.1 Additive composite problems

We consider the following non-convex additive composite problem:

\[ \inf_{x \in \mathbb{R}^N} f(x), \quad f(x) := f_0(x) + f_1(x), \]  

(9.6.1)

which is a special case of \((P_M)\). Additive composite problems arise in several applications, such as standard phase retrieval [28], low rank matrix factorization (Chapter 6), deep linear neural networks (Chapter 7), and many more. We impose the following conditions that are common in the analysis of Forward–Backward algorithms [137], which are used to optimize additive composite problems.

(C1) \( f_0 : \mathbb{R}^N \to \mathbb{R} \) is a proper, lsc function and is regular at any \( x \in \text{dom } f_0 \). Also, the following qualification condition holds true:

\[ \partial^{\infty} f_0(x) \cap (-N_{\text{dom } h}(x)) = \{0\}, \quad \forall x \in \text{dom } f_0 \cap \text{dom } h. \]  

(9.6.2)

(C2) \( f_1 : \mathbb{R}^N \to \mathbb{R} \) is a proper, lsc function and is \( C^2 \) on an open set that contains \( \text{dom } f_0 \). Also, there exist \( \bar{L}, \underline{L} > 0 \) such that for any \( \bar{x} \in \text{dom } f_0 \cap \text{int dom } h \), the following condition holds true:

\[ -\underline{L} D_h(x, \bar{x}) \leq f_1(x) - f_1(\bar{x}) - \langle \nabla f_1(\bar{x}), x - \bar{x} \rangle \leq \bar{L} D_h(x, \bar{x}), \quad \forall x \in \text{dom } f_0 \cap \text{dom } h. \]  

(9.6.3)

Note that with Assumption (C1), (C2) it is easy to deduce that \( \text{dom } f_0 = \text{dom } f \). For \( \bar{x} \in \text{dom } f \), the model function \( f(\cdot; \bar{x}) : \mathbb{R}^N \to \mathbb{R} \) which, when evaluated at \( x \in \text{dom } f \) gives

\[ f(x; \bar{x}) := f_0(x) + f_1(\bar{x}) + \langle \nabla f_1(\bar{x}), x - \bar{x} \rangle. \]  

(9.6.4)

Using the model function in (9.6.4) and the condition (9.6.3), we deduce that there exist \( \underline{L}, \bar{L} > 0 \) such that for any \( \bar{x} \in \text{dom } f \cap \text{int dom } h \), MAP property is satisfied at \( \bar{x} \) with \( \underline{L}, \bar{L} \) as the following holds true:

\[ -\bar{L} D_h(x, \bar{x}) \leq f(x) - f(x; \bar{x}) \leq \underline{L} D_h(x, \bar{x}), \quad \forall x \in \text{dom } f \cap \text{dom } h, \]  

(9.6.5)
as \( f(x) - f(x; \bar{x}) := f_1(x) - f_1(\bar{x}) - \langle \nabla f_1(\bar{x}), x - \bar{x} \rangle \), thus satisfying Assumption G(i). The condition in (9.6.5) is similar to the popular L-smad property in [28]. The main addition is that \( x \in \text{dom} f \cap \text{dom} h \) and \( \bar{x} \in \text{dom} f \cap \text{int} \text{dom} h \), whereas the L-smad property requires \( x, \bar{x} \in \text{dom} f \cap \text{int} \text{dom} h \). We illustrate this below.

**Remark.** Consider \( f_1(x) := \frac{1}{2}x^2 \), \( f_0(x) := \delta_{[0,\infty)}(x) \) and \( h(x) = x \log(x) \) with \( \text{dom} h = [0,\infty) \) under \( 0 \log(0) = 0 \). Clearly, \( \text{dom} h \subset \text{dom} f_1 \) and \( \text{dom} f \subset \text{dom} h \) hold true. The function \( f_1 \) is differentiable at \( x = 0 \), and condition in (9.6.3) holds true for \( x = 0 \). This scenario is not considered in the L-smad property (see [28, Lemma 2.1]).

We present below Model BPG algorithm that is applicable for additive composite problems. Using the model function in (9.6.4) in Model BPG we recover the BPG algorithm from [28].

\[
\text{BPG is Model BPG (Algorithm 7) with}
\]

\[
f(x; x_k) := f_0(x) + f_1(x_k) + \langle \nabla f_1(x_k), x - x_k \rangle.
\]  

(9.6.6)

For \( h(x) = \frac{1}{2}||x||^2 \), Model BPG is equivalent to Proximal Gradient Method. Assumptions (C1), (C2) along with (B2) imply proper, lsc property of \( f \) and lower-boundedness of \( f \), thus satisfying Assumption F. Considering (C1) we deduce that \( f_0(x) \) is regular at \( x \in \text{dom} f_0 \). Using [150, Proposition 10.5] we note that \( f_0(x) \) is regular at all \( (x, \bar{x}) \in \text{dom} f \times \text{dom} f \). Let \( (x, \bar{x}) \in \text{dom} f \times \text{dom} f \), using [150, Proposition 10.5] on \( f_0 \), we obtain the following result:

\[
\partial_{(x,y)} f_0(x) = (\partial_x f_0(x), 0),\quad \partial^\infty_{(x,y)} f_0(x) = (\partial^{\infty}_{\bar{x}} f_0(x), 0).
\]  

(9.6.7)

Let \((x, \bar{x}) \in \text{dom} f \times \text{dom} f\), we consider the following entity:

\[
\partial f(x; \bar{x}) = \partial (f_0(x) + f_1(\bar{x}) + \langle \nabla f_1(\bar{x}), x - \bar{x} \rangle),
\]

and in order for the summation rule of subdifferential ([150, Corollary 10.9]) to be applicable at \((x, \bar{x})\), we need finiteness of \( f_0(x) \) and continuously differentiability of \( f_1(x, \bar{x}) := f_1(\bar{x}) + \langle \nabla f_1(\bar{x}), x - \bar{x} \rangle \) (also see [150, Exercise 8.8]). Clearly, \( f_0 \) is finite at \((x, \bar{x})\), and \( f_1 \) is finite and also continuously differentiable around \((x, \bar{x})\) due to Assumption (C2). Thus, using (9.6.7) and [150, Corollary 10.9] we obtain the following conditions:

\[
\partial f(x; \bar{x}) = (\partial_x f_0(x) + \nabla f_1(\bar{x}), \nabla^2 f_1(\bar{x})(x - \bar{x})), \quad \partial^\infty f(x; \bar{x}) = (\partial^{\infty}_{\bar{x}} f_0(x), 0),
\]  

(9.6.8)

and as a result (Assumption G(iii’)) is satisfied. Using the condition (9.6.2) and (9.6.8), we deduce that Assumption G(ii) is satisfied. Now, we verify Assumption I(i). Consider a bounded subset \( S \) in \( \text{dom} f \). For fixed \( x \in \text{dom} f \), and for all \( \bar{x} \in S \) we have

\[
\partial \bar{x} f(x; \bar{x}) = \{\nabla \bar{x}(f(x; \bar{x}))\} = \{\nabla^2 f_1(\bar{x})(x - \bar{x})\}.
\]  

(9.6.9)

Note that \( \nabla f_1 \) is Lipschitz continuous on any bounded subset of \( \text{dom} f \), as \( f_1 \) is \( C^2 \) on \( \text{dom} f \). This implies that the Hessian is bounded on bounded sets of \( \text{dom} f \). Thus, based on the same notions in (9.6.9), we deduce that there exists a constant \( M > 0 \) such that

\[
\|\nabla \bar{x}(f(x; \bar{x}))\| \leq M\|x - \bar{x}\|,
\]
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holds true, thus verifying Assumption I(i). As a simple consequence of Assumption (C1), (C2) the condition Assumption G(iv) is satisfied.

As discussed above, Assumptions (C1), (C2), (B1), (B2), (B3) imply Assumptions F, G, I, J, K. Thus, as a consequence of Theorem 9.5.5.2, 9.5.6.3 we obtain the following result which provides the global convergence of the sequence generated by BPG to a stationary point.

**Theorem 9.6.1.1** (Global convergence of BPG sequence). Let Assumptions (C1), (C2), (B1), (B2), (B3) hold. Let the sequence $(x_k)_{k \in \mathbb{N}}$ be generated by BPG and the condition $\omega^{\text{int \ dom \ } h}(x_0) = \omega(x_0)$ holds true. Let $\tau_k \to \tau$ for certain $\tau > 0$. Then, the sequence $(x_k)_{k \in \mathbb{N}}$ has finite length, that is

$$\sum_{k=0}^{\infty} \|x_{k+1} - x_k\| < +\infty,$$

and the sequence $(x_k)_{k \in \mathbb{N}}$ converges to $x$, which is a critical point of $f$.

### 9.6.2 Composite problems

We consider the following non-convex composite problem:

$$\inf_{x \in \mathbb{R}^N} f(x), \quad f(x) := f_0(x) + g(F(x)), \quad (9.6.10)$$

which is a special case of the problem $(P_M)$. Composite problems arise in robust phase retrieval, robust PCA, censored $\mathbb{Z}_2$ synchronization [59, 61, 62, 102, 125]. We require the following conditions.

**D1** $f_0 : \mathbb{R}^N \to \mathbb{R}$ is a proper, lsc function and is regular at any $x \in \text{dom } f_0$. Also, the following qualification condition holds true:

$$\partial^\infty f_0(x) \cap (-N_{\text{dom } h}(x)) = \{0\}, \quad \forall x \in \text{dom } f_0 \cap \text{dom } h. \quad (9.6.11)$$

**D2** $g : \mathbb{R}^M \to \mathbb{R}$ is a Q-Lipschitz continuous function and a regular function. Also, there exists $P > 0$ such that at any $x \in \mathbb{R}^M$, the following condition holds true:

$$\sup_{v \in \partial g(x)} \|v\| \leq P. \quad (9.6.12)$$

**D3** $F : \mathbb{R}^N \to \mathbb{R}^M$ is $C^2$ over $\mathbb{R}^N$. Also, there exist $L > 0$ such that for any $\bar{x} \in \text{dom } f_0 \cap \text{int } \text{dom } h$, the following condition holds true:

$$\|F(x) - F(\bar{x}) - \nabla F(\bar{x})(x - \bar{x})\| \leq LD_h(x, \bar{x}), \quad \forall x \in \text{dom } f_0 \cap \text{dom } h,$$

where $\nabla F(\bar{x})$ is the Jacobian of $F$ at $\bar{x}$.

Note that when $M = 1$, $g(x) = x$, the problem in (9.6.10) is a special case of (9.6.1). However, for a generic $g$ satisfying (D2), the problem in (9.6.10) cannot be captured under the additive composite problem setting given in Section 9.6.1. Thus, in this section we consider a separate analysis for generic composite problems in (9.6.10).

The properties (D1), (D2), (D3) along with (B2) imply proper, lsc property and lower-boundedness of $f$, thus satisfying Assumption F. Note that with Assumption (D1), (D2), (D3) it is easy to deduce that
dom \( f_0 = \text{dom } f \). Let \( \bar{x} \in \text{dom } f \) and we consider the following model function which, when evaluated at \( x \in \text{dom } f \) gives:

\[
 f(x; \bar{x}) = f_0(x) + g(F(\bar{x}) + \nabla F(\bar{x})(x - \bar{x})).
\]  

(9.6.13)

Using (D2), (D3) we deduce that there exists \( \bar{L} := LQ > 0 \) such that for any \( \bar{x} \in \text{dom } f \cap \text{int } \text{dom } h \), the following MAP property holds at \( \bar{x} \) with \( \bar{L} \):

\[
 |f(x) - f(x; \bar{x})| = |g(F(x)) - g(F(\bar{x}) + \nabla F(\bar{x})(x - \bar{x}))| \leq \bar{L}D_h(x, \bar{x}),
\]

for all \( x \in \text{dom } f \cap \text{dom } h \), as \( g \) is \( Q \)-Lipschitz continuous and (D3) holds true. Thus, Assumption G(i) is satisfied with \( \bar{L} = L = LQ \). Before we verify other assumptions, we present Prox-Linear BPG, a specialization of Model BPG that is applicable to composite problems.

**Prox-Linear BPG** is Model BPG (Algorithm 7) with

\[
 f(x; x_k) := f_0(x) + g(F(x_k) + \nabla F(x_k)(x - x_k)).
\]  

(9.6.14)

For \( h(x) = \frac{1}{2}\| x \|^2 \), Prox-Linear BPG is related to Prox-Linear method [61, 102]. Considering (D1), we deduce that \( f_0(x) \) is regular at \( x \in \text{dom } f_0 \). Using [150, Proposition 10.5] we note that \( f_0(x) \) is regular at all \( (x, \bar{x}) \in \text{dom } f \times \text{dom } f \). Using [150, Theorem 10.6] and (D2) we deduce that \( g(F(\bar{x}) + \nabla F(\bar{x})(x - \bar{x})) \) is regular for all \( (x, \bar{x}) \in \mathbb{R}^N \times \mathbb{R}^N \). Furthermore, as a consequence of [150, Corollary 10.9], the function \( f(x; \bar{x}) \) is regular at \( (x, \bar{x}) \in \text{dom } f \times \text{dom } f \).

Using [150, Proposition 10.5] on \( f_0 \) we deduce that for all \( (x, \bar{x}) \in \text{dom } f \times \text{dom } f \), the following conditions hold true:

\[
 \partial_{(x, \bar{x})} f_0(x) = (\partial_x f_0(x), 0), \quad \partial_{(x, \bar{x})}^\infty f_0(x) = (\partial_{\bar{x}}^\infty f_0(x), 0).
\]  

(9.6.15)

For this section, henceforth, we set \( (x, \bar{x}) \in \text{dom } f \times \text{dom } f \) and denote \( F(x; \bar{x}) := F(\bar{x}) + \nabla F(\bar{x})(x - \bar{x}) \). Note that as \( \partial_{F(x; \bar{x})}^\infty g(F(x; \bar{x})) = \{0\} \) due to (D1) and [150, Theorem 9.13], we deduce that the only \( y \) such that

\[
 y \in \partial_{(x, \bar{x})}^\infty g(F(x; \bar{x})) \text{ with } (\nabla F(\bar{x})^* y, (\nabla F(\bar{x}) + \nabla_x (\nabla F(\bar{x})(x - \bar{x})))^* y) = (0, 0) \text{ is } y = 0,
\]  

(9.6.16)

where \( \nabla F(\bar{x})^* \) denotes the adjoint of \( \nabla F(\bar{x}) \), and \( \nabla_x (\nabla F(\bar{x})(x - \bar{x})) \) denotes the Jacobian of the mapping \( \nabla F(\bar{x})(x - \bar{x}) \) at \( \bar{x} \) with fixed \( x \). Due to (D3), regularity of \( g \) and (9.6.16) we have

\[
 \partial g(F(x; \bar{x})) = (\nabla F(\bar{x})^* \partial_{F(x; \bar{x})} g(F(x; \bar{x})), (\nabla F(\bar{x}) + \nabla_x (\nabla F(\bar{x})(x - \bar{x})))^* \partial_{F(x; \bar{x})} g(F(x; \bar{x}))).
\]

A similar statement also holds for \( \partial^\infty g(F(x; \bar{x})) \) which on using \( \partial_{F(x; \bar{x})}^\infty g(F(x; \bar{x})) = \{0\} \) due to [150, Theorem 9.13] results in \( \partial^\infty g(F(x; \bar{x})) = \{0, 0\} \). This further implies that the following qualification condition holds true:

\[
 \partial_{(x, \bar{x})}^\infty f_0(x) \cap (-\partial^\infty g(F(x; \bar{x}))) = \{(0, 0)\}.
\]  

(9.6.17)

Using the qualification condition (9.6.17) along with [150, Corollary 10.9], we obtain the following:

\[
 \partial f(x; \bar{x}) = \partial_{(x, \bar{x})} f_0(x) + \partial g(F(x; \bar{x}))), \quad \partial^\infty f(x; \bar{x}) = (\partial_{\bar{x}}^\infty f_0(x), 0).
\]  

(9.6.18)

Thus, (Assumption G(iii)’) is satisfied. Additionally, using the condition (9.6.11) in (D1), we deduce that Assumption G(ii) is satisfied. Now, we verify Assumption I(i). Let’s consider a bounded subset \( S \) in \( \text{dom } f \).
For \( \bar{x} \in \text{dom } f \), there exists a constant \( M_S > 0 \) (dependent on \( S \)) such that for all \( w \in \partial \bar{x}f(x; \bar{x}) := (\nabla F(\bar{x}) + \nabla \bar{x}(\nabla F(\bar{x})(x - \bar{x})))^\ast \partial F(x; \bar{x})g(F(x; \bar{x})) \) the following condition holds true:

\[
\|w\| \leq M_S \|x - \bar{x}\|, \quad \forall x \in S,
\]

where we have used the boundedness of second order derivatives of components of \( F \) over \( S \), as \( F \) is a twice continuously differentiable mapping, and boundedness of subgradients of \( g \) as per (9.6.12). As a simple consequence of Assumption (D1), (D2), (D3) the condition Assumption G(iv) is satisfied.

As discussed above, Assumptions (D1), (D2), (D3), (B1), (B2), (B3) imply Assumptions F, G, I, J, K. Thus, as a consequence of Theorem 9.5.5.2, 9.5.6.3 we obtain the following result which provides the global convergence of the sequence generated by Prox-Linear BPG to a stationary point.

**Theorem 9.6.2.1** (Global convergence of Prox-Linear BPG sequence). Let Assumptions (D1), (D2), (D3), (B1), (B2), (B3) hold. Let the sequence \((x_k)_{k \in \mathbb{N}}\) be generated by Prox-Linear BPG and the condition \( \omega^{\text{int dom } h(x_0)} = \omega(x_0) \) holds true. Let \( \tau_k \to \tau \) for certain \( \tau > 0 \). Then, the sequence \((x_k)_{k \in \mathbb{N}}\) has finite length, that is

\[
\sum_{k=0}^{\infty} \|x_{k+1} - x_k\| < +\infty,
\]

and the sequence \((x_k)_{k \in \mathbb{N}}\) converges to \( x \), which is a critical point of \( f \).

### 9.7 Experiments

For the purpose of empirical evaluation we consider many practical problems, namely, standard phase retrieval problems, robust phase retrieval problems and Poisson linear inverse problems. We compare our algorithms with inexact Bregman proximal minimization line search (IBPM-LS) [138], which is a popular algorithm to solve generic non-smooth non-convex problems. Before we provide the empirical results, we comment below on a variant of Model BPG based on the backtracking technique, which we used in the experiments.

**Model BPG with backtracking.** It is possible that the value of \( \bar{L} \) in the MAP property is unknown. This issue can be solved by using a backtracking technique, where in each iteration a local constant \( \bar{L}_k \) is found such that the following condition holds:

\[
f(x_{k+1}) \leq f(x_{k+1}; x_k) + \bar{L}_k D_h(x_{k+1}, x_k).
\]

The value of \( \bar{L}_k \) is found by taking an initial guess \( \bar{L}_0^k \). If the condition \( \text{(B.8.2)} \) fails to hold, then with a scaling parameter \( \nu > 1 \), we set \( \bar{L}_k \) to the smallest value in the set \( \{\nu \bar{L}_0^k, \nu^2 \bar{L}_0^k, \nu^3 \bar{L}_0^k, \ldots\} \) such that \( \text{(B.8.2)} \) holds true. Enforcing \( \bar{L}_k \geq \bar{L}_km \) for \( k \geq 1 \) ensures that after finite number of iterations there is no change in the value of \( \bar{L}_k \), which takes us to the situation that we analyzed in the chapter. The condition \( \bar{L}_k \geq \bar{L}_km \) can be enforced by choosing \( \bar{L}_0^k = \bar{L}_km \).

**Code.** The code is open sourced at the following link: https://github.com/mmahesh/composite-optimization-code. It contains the implementation of the algorithms, the random synthetic datasets generation process, the choices for hyper-parameters, the plots generation process and all the other related details.
9.7.1 Standard phase retrieval

The phase retrieval problem involves approximately solving a system of quadratic equations. Let \( b_i \in \mathbb{R} \) and \( A_i \in \mathbb{R}^{N \times N} \) be a symmetric positive semi-definite matrix, for all \( i = 1, \ldots, M \). The goal of standard phase retrieval problem is to find \( x \in \mathbb{R}^N \) such that the following system of quadratic equations is satisfied:

\[
x^T A_i x \approx b_i, \quad \text{for } i = 1, \ldots, M.
\]

(9.7.2)

In standard terminology, \( b_i \)'s are measurements and \( A_i \)'s are so-called sampling matrices. In the context of Bregman proximal algorithms, regarding the phase retrieval problem, we refer the reader to [28] and Chapter 5. Further references regarding the phase retrieval problem include [40, 110, 164]. The standard technique to solve such system of quadratic equations is to solve the following optimization problem:

\[
\min_{x \in \mathbb{R}^N} \mathcal{P}_0(x), \quad \mathcal{P}_0(x) := \frac{1}{M} \sum_{i=1}^{M} (x^T A_i x - b_i)^2 + \mathcal{R}(x),
\]

(9.7.3)

where \( \mathcal{R}(x) \) is the regularization term. We consider here L1 regularization with \( \mathcal{R}(x) = \lambda \|x\|_1 \) and squared L2 regularization with \( \mathcal{R}(x) = \frac{\lambda}{2} \|x\|_2^2 \), with some \( \lambda > 0 \). We consider two model functions in order to solve the problem in (9.7.3).

Model 1. Here, the analysis falls under the category of additive composite problems given in Section 9.6.1, where we set the following:

\[
f_0(x) := \mathcal{R}(x), \quad \text{and} \quad f_1(x) := \frac{1}{M} \sum_{i=1}^{M} (x^T A_i x - b_i)^2.
\]

We consider the standard model for additive composite problems from [28], where around \( y \in \mathbb{R}^N \), the model function \( \mathcal{P}_0(\cdot; y) : \mathbb{R}^N \to \mathbb{R} \) at \( x \in \mathbb{R}^N \) is given by

\[
\mathcal{P}_0(x; y) := \frac{1}{M} \sum_{i=1}^{M} ((y^T A_i y - b_i)^2 + (y^T A_i y - b_i) (2A_i y - x) \langle 2A_i y - x, -y \rangle) + \mathcal{R}(x).
\]

(9.7.4)

Consider the following Legendre function:

\[
h(x) = \frac{1}{4} \|x\|^4 + \frac{1}{2} \|x\|^2.
\]

Then, due to [28, Lemma 5.1] the following L-smad property or the MAP property is satisfied:

\[
|\mathcal{P}_0(x) - \mathcal{P}_0(x; y)| \leq L_0 D_h(x, y), \quad \text{for all } x, y \in \mathbb{R}^N,
\]

(9.7.5)

where \( L_0 \geq \sum_{i=1}^{M} (3\|A_i\|_F^2 + \|A_i\|_F \|b_i\|) \). In this setting, Model BPG subproblems have closed form solutions (see [28] and Chapter 5).

Model 2. The importance of finding better models suited to a particular problem was emphasized in [5]. The above provided model function in (9.7.4) is satisfactory, however, we would like take advantage of the structure of the function (9.7.3). Taking inspiration from [5], a simple observation that the objective is
Figure 9.1: In this experiment we compare the performance of Model BPG, Model BPG with backtracking (denoted as Model BPG-WB), and IBPM-LS [138] on standard phase retrieval problems, with both L1 and squared L2 regularization. For this purpose, we consider M1 model function as in (9.7.4) without absolute sign (which is the same setting as [28]), and with M2 model function as in (9.7.6). Model BPG with M2 (9.7.6) is faster in both the settings and Model BPG variants perform significantly better than IBPM-LS. By reg, we mean regularization.

nonnegative can be exploited to create a new model function. We incorporate such a behavior in our second model function provided below. We use the Prox-Linear setting described in Section 9.6.2, where for any \( x \in \mathbb{R}^N \) we set the following:

\[
f_0(x) := \mathcal{R}(x),
\]

\[
(F(x))_i = (x^T A_i x - b_i)^2, \quad \text{for all } i = 1, \ldots, M,
\]

and for any \( \tilde{y} \in \mathbb{R}^M \) we set

\[
g(\tilde{y}) := \frac{1}{M} \| \tilde{y} \|_1, \quad \text{for } \tilde{y} \in \mathbb{R}^M.
\]

Based on the model function (9.6.13), for fixed \( y \in \mathbb{R}^N \), we consider the model function \( \mathcal{P}_1(\cdot; y) : \mathbb{R}^N \to \mathbb{R} \) which, when evaluated at \( x \in \mathbb{R}^N \) gives

\[
\mathcal{P}_1(x; y) := \frac{1}{M} \sum_{i=1}^M \left( (y^T A_i y - b_i)^2 + (y^T A_i y - b_i) (2A_i y, x - y) \right) + \mathcal{R}(x).
\]

(9.7.6)

Considering the Legendre function \( h(x) = \frac{1}{4} \| x \|^4 + \frac{1}{2} \| x \|^2 \) and [28, Lemma 5.1], a simple calculation reveals that the following MAP property holds true:

\[
|\mathcal{P}_0(x) - \mathcal{P}_1(x; y)| \leq L_0 D_h(x, y), \quad \text{for all } x, y \in \mathbb{R}^N,
\]

(9.7.7)

with \( L_0 \geq \sum_{i=1}^M \left( 3 \| A_i \|_F^2 + \| A_i \|_F |b_i| \right) \). In this setting, Model BPG subproblems are solved using Primal-Dual Hybrid Gradient algorithm (PDHG) [143].

We provide empirical results in Figure 9.1, where we show superior performance of Model BPG variants compared to IBPM-LS, in particular, with the model function provided in (9.7.6). For simplicity, we choose a constant step-size \( \tau \) in all the iterations, such that \( \tau \in (0, 1/L_0) \). We empirically validate Proposition 9.5.2.1 in Figure 9.2. All the assumptions required to deduce the global convergence of Model BPG are straightforward to verify, and we leave it as an exercise to the reader. Note that here \( \text{int dom } h = \mathbb{R}^N \), thus the condition \( \omega^{\text{int dom } h}(x_0) = \omega(x_0) \) holds trivially.
9.7. Experiments

Figure 9.2: We illustrate that when Model BPG applied to standard phase retrieval problem in (9.7.3), with model function chosen to be either Model 1 in (9.7.4) or Model 2 in (9.7.6), result in sequences where the Lyapunov function value evaluations are monotonically nonincreasing. In terms of iterations, Model BPG with Model 2 (Model BPG M2) is better than Model BPG with Model 1 (Model BPG M1). In terms of time, Model BPG M1 and Model BPG M2 perform almost the same, however, towards the end Model BPG M2 is faster in both the cases. By reg we mean regularization, and by Lyapunov f.v. we mean Lyapunov function values.

9.7.2 Robust phase retrieval

Now, we consider the robust phase retrieval problem, where the goal is the same as standard phase retrieval problem, that is to solve the system of quadratic equations in (9.7.2). It is well known that L1 loss is more robust to noise compared to squared L2 loss [70]. The problem in (9.7.3) uses squared L2 loss. Here, we consider L1 loss based robust phase retrieval problem, which involves solving the following optimization problem:

\[
\min_{x \in \mathbb{R}^N} f(x), \quad f(x) := \frac{1}{M} \sum_{i=1}^{M} |x^T A_i x - b_i| + \mathcal{R}(x),
\]

where we set \( \mathcal{R}(x) = \lambda \|x\|_1 \) (L1 regularization) or \( \mathcal{R}(x) = \frac{1}{2} \|x\|^2 \) (squared L2 regularization), for some \( \lambda > 0 \). Such an objective is preferred if the data obtained is noisy, and we require the solution that is robust to noise. We use the Prox-Linear setting described in Section 9.6.2, where for any \( x \in \mathbb{R}^N \) we set the following:

\[
f_0(x) := \mathcal{R}(x),
\]

\[
(F(x))_i = x^T A_i x - b_i, \quad \text{for all } i = 1, \ldots, M,
\]

and for any \( \tilde{y} \in \mathbb{R}^M \) we set

\[
g(\tilde{y}) := \frac{1}{M} \|\tilde{y}\|_1, \quad \text{for } \tilde{y} \in \mathbb{R}^M.
\]

We consider the following model function. For fixed \( y \in \mathbb{R}^N \), the model function \( f(x; y) \) at \( x \in \mathbb{R}^N \) is given by

\[
f(x; y) := \frac{1}{M} \sum_{i=1}^{M} |y^T A_i y - b_i + \langle 2A_i y, x - y \rangle| + \mathcal{R}(x).
\]  

(9.7.8)

With the Legendre function \( h(x) = \frac{1}{2} \|x\|^2 \) and as a consequence of triangle property, a simple calculation reveals that for all \( x, y \in \mathbb{R}^N \) we have

\[
|f(x) - f(x; y)| \leq 0.5L_1 \|x - y\|^2,
\]
with $L_1 \geq \frac{2\sum_{i=1}^{M} \lambda_{\text{max}}(A_i)}{M}$. We use a constant step-size $\tau_k = \tau$ such that $\tau \in (0, 1/L_1)$. All the other assumptions of Model BPG are straightforward to verify and we leave it as an exercise to the reader. In each iteration of Model BPG, subproblems take the following form:

$$\text{Argmin}_{x \in \mathbb{R}^N} \left\{ \frac{1}{M} \sum_{i=1}^{M} |y^T A_i y - b_i + \langle 2A_i y, x - y \rangle| + \mathcal{R}(x) + \frac{1}{2\tau} \|x - y\|^2 \right\},$$

which we solve using Primal-Dual Hybrid Gradient algorithm (PDHG) [143]. The empirical results are reported in Figure 9.3, where we illustrate the better performance of Model BPG based methods compared to IBPM-LS [138] on robust phase retrieval problems. We empirically validate Proposition 9.5.2.1 in Figure 9.4. Note that here int dom $h = \mathbb{R}^N$, thus the condition $\omega^{\text{int dom} h}(x_0) = \omega(x_0)$ holds trivially.

### 9.7.3 Poisson linear inverse problems

We now consider a broad class of problems with varied practical applications, known as Poisson inverse problems [10, 18, 131, 139]. The problem setting is as follows. For all $i = 1, \ldots, M$, let $b_i > 0$, $a_i \neq 0$ and $a_i \in \mathbb{R}_+^N$ be known. Moreover, we have for any $x \in \mathbb{R}_+^N$, $(a_i, x) > 0$ and $\sum_{i=1}^{M} (a_i)_j > 0$, for all $j = 1, \ldots, N$, $i = 1, \ldots, M$. Equipped with these notions, one can write the optimization problem of Poisson linear inverse...
problems as following:
\[
\min_{x \in \mathbb{R}^+} \left\{ f(x) := \sum_{i=1}^{M} (\langle a_i, x \rangle - b_i \log(\langle a_i, x \rangle)) + \phi(x) \right\},
\]
(9.7.9)

where \( \phi \) is the regularizing function, which is potentially non-convex. For simplicity, we set \( \phi = 0 \). The function \( f_1 : \mathbb{R}^N \to \mathbb{R} \) at any \( x \in \mathbb{R}^N \) is defined as following:
\[
f_1(x) := \sum_{i=1}^{M} (\langle a_i, x \rangle - b_i \log(\langle a_i, x \rangle)).
\]

Note that the function \( f_1 \) is coercive. Since \( f_1 \) is a continuous function, its level set restricted to \( \mathbb{R}^+ \), i.e.,
\[
C := \{ x \geq 0 : f_1(x) \leq f_1(x_0) \}
\]

is compact, for any \( x_0 \in \mathbb{R}^+ \). In order to apply Model BPG, we need \( h \) such that the MAP property is satisfied. We consider the Legendre function \( h : \mathbb{R}^N_+ \to \mathbb{R} \) that is given by
\[
h(x) = -\sum_{i=1}^{N} \log(x_i), \quad \text{for all } x \in \mathbb{R}^N_+,
\]
(9.7.10)

where \( x_i \) is the \( i \)th coordinate of \( x \). The above given function \( h \) is also known as Burg’s entropy. Consider the following lemma.

**Lemma 9.7.3.1.** Let \( h \) be defined as in (9.7.10). For \( L \geq \sum_{i=1}^{M} b_i \), the function \( Lh - f_1 \) and \( Lh + f_1 \) is convex on \( \mathbb{R}^N_+ \), or equivalently the following \( L \)-smad property or the MAP property holds true:
\[
-LD_h(x, \bar{x}) \leq f_1(x) - f_1(\bar{x}) - \langle \nabla f_1(\bar{x}), x - \bar{x} \rangle \leq LD_h(x, \bar{x}), \quad \text{for all } x, \bar{x} \in \mathbb{R}^N_+.
\]
(9.7.11)

**Proof.** The proof of convexity of \( Lh - f_1 \) follows from [10, Lemma 7]. The function \( Lh + f_1 \) is convex as \( f_1 \) is convex. \( \square \)

When Model BPG is applied to solve (9.7.9) with \( h \) given in (9.7.10), if the limit points of the sequence generated by Model BPG lie in \( \text{int dom } h \), our global convergence result is valid. However, it is difficult to guarantee such a condition. This is because, there can exist subsequences for which certain components of the iterates can tend to zero. In such a scenario, some components of \( \nabla^2 h(x_k) \) will tend to \( \infty \), which will lead to the failure of the relative error condition in Lemma 9.5.3.1. In that case, our analysis cannot guarantee the global convergence of the sequence generated by Model BPG.

Thus, in such a scenario it is important to guarantee that the iterates of Model BPG lie in \( \mathbb{R}^N_+ \). To this regard, we modify the problem (9.7.9), by adding certain constraint set, such that all the limit points lie in \( \text{int dom } h \). Then, the global convergence of the sequence generated by Model BPG sequence can be guaranteed. The full objective after the modification is provided below
\[
\min_{x \in \mathbb{R}^N} \left\{ f(x) := \delta_{C_\varepsilon}(x) + \sum_{i=1}^{M} (\langle a_i, x \rangle - b_i \log(\langle a_i, x \rangle)) + \phi(x) \right\},
\]
(9.7.12)

where for certain \( \varepsilon > 0 \) we denote
\[
C_\varepsilon = \{ x : x_i \geq \varepsilon, \forall i = 1, \ldots, N \},
\]
and \( \delta_{C_\varepsilon}(\cdot) \) is the indicator function of the set \( C_\varepsilon \). We consider \( \phi = 0 \) or \( \phi(x) = \lambda \|x\|_1 \) or \( \phi(x) = \lambda \|x\|^2 \), with certain \( \lambda > 0 \). Note that \( C_\varepsilon \subset \mathbb{R}_+ \). For practical purposes, \( C_\varepsilon \) is almost the same as \( \mathbb{R}_+ \), when \( \varepsilon \) is chosen sufficiently small. Note that the choice of \( \varepsilon \) is only heuristic. To this end, with \( \bar{x} \in C_\varepsilon \), we consider the following model function which, when evaluated at \( x \) gives:

\[
    f(x; \bar{x}) := \delta_{C_\varepsilon}(x) + f_1(\bar{x}) + \langle \nabla f_1(\bar{x}), x - \bar{x} \rangle + \phi(x).
\]

The Legendre function in (9.7.10) is still valid as \( C_\varepsilon \subset \mathbb{R}_+ \), and the MAP property holds true as a consequence of Lemma 9.7.3.1. The coercivity of the function \( f \) along with Proposition 9.3.0.1 implies that the iterates of Model BPG will lie in the compact convex set \( \{ x : f(x) \leq f(x_0) \} \). Thus, the sequence generated by Model BPG is bounded. The analysis falls under the category of additive composite problems given in Section 9.6.1, where we set \( f_1 := f_1 \) and \( f_0(\cdot) := \delta_{C_\varepsilon}(\cdot) + \phi(\cdot) \). In the earlier discussion, we have proved the crucial assumptions for applying Model BPG to Poisson linear inverse problems. The rest of the assumptions in Theorem 10.5.1.1 are straightforward to verify and we leave it as an exercise to the reader. We now provide closed form expressions for the update step (9.3.4) in three settings of \( \phi \).

**Closed form update step - No regularization.** Set \( \phi = 0 \). The update step of Model BPG involves solving the following subproblem:

\[
    x_{k+1} \in \arg\min_x \delta_{C_\varepsilon}(x) + f(x_k) + \langle \nabla f(x_k), x - x_k \rangle + \frac{1}{\tau_k}D_h(x, x_k).
\]

The optimality condition for the \( i \)-th component of \( x_{k+1} \) due to Fermat’s rule is given by

\[
    0 = (v_{k+1})_i + \nabla f(x_k)_i + \frac{1}{\tau_k} \left( \frac{1}{(x_k)_i} - \frac{1}{(x_{k+1})_i} \right),
\]

for some \( v_{k+1} \in N_{C_\varepsilon}(x_{k+1}) \). Thus, we deduce that with \( \tau_k \) chosen such that \( 1 + \tau_k \nabla f(x_k)_i(x_k)_i > 0 \), for \( i = 1, \ldots, N \), the solution is given by

\[
    x_{k+1} = \max \left\{ \varepsilon, \frac{x_k}{1 + \tau_k \nabla f(x_k)x_k} \right\},
\]

(9.7.14)

where all the operations are performed element-wise.

**Closed form update step - L1 regularization.** We consider here the standard L1 regularization setting, where with certain \( \lambda > 0 \) we set \( \phi(x) = \lambda \|x\|_1 \). The update step of Model BPG involves solving the following subproblem:

\[
    x_{k+1} \in \arg\min_x \delta_{C_\varepsilon}(x) + \lambda \|x\|_1 + f(x_k) + \langle \nabla f(x_k), x - x_k \rangle + \frac{1}{\tau_k}D_h(x, x_k).
\]

Based on [10, Section 5.2] and Fermat’s rule we deduce that with \( \tau_k \) chosen such that \( 1 + \tau_k \lambda(x_k)_i + \tau_k \nabla f(x_k)_i(x_k)_i > 0 \), for \( i = 1, \ldots, N \), the closed form solution is given by

\[
    x_{k+1} = \max \left\{ \varepsilon, \frac{x_k}{1 + \tau_k \lambda x_k + \tau_k \nabla f(x_k)x_k} \right\},
\]

(9.7.15)

where all the operations are performed element-wise.
9.7. Experiments

Figure 9.5: In this experiment we compare the performance of Model BPG, Model BPG with Backtracking (denoted as Model BPG-WB) and IBPM-LS [138] on Poisson linear inverse problems with L1 regularization, squared L2 regularization and with no regularization. We set the regularization parameter $\lambda$ to 0.1. The plots illustrate that Model BPG-WB is faster in all the settings, followed by Model BPG.

Figure 9.6: By Lyapunov f.v. we mean Lyapunov function values. Under the same setting as in Figure 9.5, we illustrate here that Model BPG results in sequences that have monotonically nonincreasing Lyapunov function value evaluations.

**Closed form update step - L2 regularization.** We consider here the standard L2 regularization setting, where with certain $\lambda > 0$ we set $\phi(x) = \frac{\lambda}{2} \|x\|^2_2$. The update step of Model BPG involves solving the following subproblem:

$$x_{k+1} \in \arg \min_x \delta_{C_{\varepsilon}}(x) + \frac{\lambda}{2} \|x\|^2_2 + f(x_k) + \langle \nabla f(x_k), x - x_k \rangle + \frac{1}{\tau_k} D_h(x, x_k).$$

The optimality condition for the $i^{th}$ component of $x_{k+1}$ due to Fermat’s rule is given by

$$0 = (v_{k+1})_i + \lambda (x_{k+1})_i + \nabla f(x_k)_i + \frac{1}{\tau_k} \left( \frac{1}{(x_k)_i} - \frac{1}{(x_{k+1})_i} \right),$$

for some $v_{k+1} \in N_{C_{\varepsilon}}(x_{k+1})$. Based on [10, Section 5.2] we deduce that with $\tau_k$ chosen such that $1 + \tau_k \nabla f(x_k)_i(x_k)_i + \tau_k \lambda \varepsilon > 0$, for $i = 1, \ldots, N$, the closed form solution is given by

$$x_{k+1} = \max \left\{ \varepsilon, \frac{\sqrt{(1 + \tau_k x_k \nabla f(x_k))^2 + 4 \lambda \tau_k x_k^2} - (1 + \tau_k x_k \nabla f(x_k))}{2\lambda \tau_k x_k} \right\}, \quad (9.7.16)$$
where all the operations are performed element-wise.

The empirical results are reported in Figure 9.5, where we illustrate the better performance of Model BPG based methods compared to IBPM-LS [138], when applied on Poisson linear inverse problems. We empirically validate Proposition 9.5.2.1 in Figure 9.6. Note that here \( \text{int dom } h = \mathbb{R}^N_+ \). Based on the aforementioned closed form solutions it is clear that the sequence generated by Model BPG lies in \( C_\varepsilon \). The condition \( C_\varepsilon \subset \text{int dom } h \) implies that \( \omega^{\text{int dom } h} (x_0) = \omega(x_0) \) holds true.

9.8 Chapter conclusion

Bregman proximal minimization framework is prominent in solving additive composite problems, in particular, using BPG [28] algorithm or its variants (Chapter 5). However, extensions to generic composite problems was an open problem. To this regard, based on foundations of [60, 139], we proposed Model BPG algorithm that is applicable to a vast class of non-convex non-smooth problems, including generic composite problems. Model BPG relies on certain function approximation, known as model function, which preserves first order information about the function. The model error is bounded via certain Bregman distance, which drives the global convergence analysis of the sequence generated by Model BPG. The analysis is nontrivial and requires significant changes compared to the standard analysis of [6, 7, 26, 28]. Moreover, we numerically illustrate the superior performance of Model BPG on various real world applications.
Chapter 10

Inertial Model BPG

10.1 Abstract

In this chapter, we propose an inertial variant of the Model BPG algorithm. In particular, we use the inertial technique of CoCaIn BPG algorithm along with Model BPG, to propose Model CoCaIn BPG algorithm. We also show that the sequence generated by Model CoCaIn BPG is globally convergent to a critical point of the function. We use similar convergence analysis techniques used in Model BPG and CoCaIn BPG convergence analysis, however, using a new Lyapunov function. We also supplement our theory with empirical results on robust phase retrieval problem, where we show that when function value vs iterations is considered, the Model CoCaIn BPG outperforms other state of the art optimization methods.

10.2 Introduction

We continue the setting of Chapter 9. In this chapter, we answer the question “Can we incorporate Nesterov’s inertia into Model BPG?”. In this regard, we incorporate the inertial strategy of CoCaIn BPG (proposed in
Chapter 5) in Model BPG setting to propose Model CoCaIn BPG. As mentioned in Chapter 9, the Model BPG framework is helpful in a unified analysis of several objectives, in particular the objectives arising in additive composite problems and composite problems. Thus, Model BPG can be used as a foundation to propose and analyse related algorithms, which otherwise need to be explored for each individual problem setting.

The crucial idea behind Model CoCaIn BPG is that the local lower and upper bounds of the function in the MAP property can be leveraged to use appropriate inertia, similar to CoCaIn BPG algorithm using the bounds in the $L$-smad property. In particular, the lower bounds governs the inertial parameter and the upper bound governs the step-size parameter. A straightforward advantage of Model CoCaIn BPG is the ready applicability to generic composite problems, whereas CoCaIn BPG is valid only for additive composite problems.

10.2.1 Contributions

Our main contribution is the proposal of Model CoCaIn BPG. Even though the high level idea of its convergence analysis remains the same as that of Model BPG, there are few significant changes that are crucial, which we detail below.

- Firstly, the Lyapunov function used for Model BPG analysis is not suitable anymore. Thus, we propose a new Lyapunov function which incorporates the inertial nature of Model CoCaIn BPG via a dependency on the inertial parameter.

- The analysis of CoCaIn BPG relies on a Lyapunov function that includes additive components of the objective function and the Bregman distance up to a scaling factor. However, as mentioned in the Model BPG setting, using the objective value in the measure of progress can be restrictive for analyzing generic composite setting. Thus, the Lyapunov function we use has additive components that involve the model function rather than the function. We note that we heavily rely on the ideas used in the CoCaIn BPG analysis (Chapter 5) to prove the descent property for the Lyapunov function.

- A new semi-convexity assumption (see Assumption L) of the model function is considered for the analysis of Model CoCaIn BPG and it is strictly weaker than the condition considered for CoCaIn BPG convergence analysis.

10.2.2 Related work

Using the Nesterov’s inertial strategy [15, 126], in this chapter we propose Model CoCaIn BPG, an inertial variant of the Model BPG. The theoretical tools [136] we used for the global convergence analysis of Model CoCaIn BPG are essentially the same as that of Model BPG (Chapter 9). Our work generates ideas that can possibly be used to analyse several similar algorithms. For example, various other inertial variants using Polyak’s momentum [145] or regularized nonlinear acceleration technique [153] can be analysed using similar ideas as that of Model CoCaIn BPG.

10.3 Model CoCaIn BPG

In addition to Assumptions F, G, I, J, K in Chapter 9, we also require the following assumption.

**Assumption L (Algorithm).** We make the following assumptions:
(i) For any $\bar{x} \in \text{int dom } h \cap \text{dom } f$, the function $f(x; \bar{x}) - \frac{\alpha(\bar{x})}{2} \|x\|^2$ is convex for certain constant $\alpha(\bar{x}) \leq 0$.

(ii) For all $x_1, x_2 \in \text{dom } f \cap \text{int dom } h$, there exists $\gamma \in [0, 1]$ such that $y := x_1 + \gamma(x_1 - x_2)$ lies in $\text{dom } f \cap \text{int dom } h$.

Based on the above assumption, we propose the following algorithm.

**Algorithm 8:** Model CoCaIn BPG: Model based CoCaIn Bregman Proximal Gradient

- **Initialization:** Select $x_0 = x_1 \in \text{dom } f \cap \text{int dom } h$. Choose $\tau, \bar{\tau}$ such that $0 < \tau < \bar{\tau} < (1/\bar{L})$. Set $\epsilon > 0$ with $1 > \delta > \epsilon$ and $\bar{L}_0 \geq -\frac{\alpha(x_0)}{(1-\delta)\sigma}$.

- **For each** $k \geq 1$: Compute

  $$y_k = x_k + \gamma_k (x_k - x_{k-1}) \in \text{int dom } h,$$

  where $\gamma_k$ is chosen such that

  $$(\delta - \epsilon) D_h (x_{k-1}, x_k) \geq (1 + \bar{L}_k \tau_{k-1}) D_h (x_k, y_k)$$

  holds and such that $\bar{L}_k$ satisfies

  $$f(x_k) \geq f(x_k; y_k) - \bar{L}_k D_h (x_k, y_k).$$

- **Now, choose** $\bar{L}_k \geq \max \left\{ L_{k-1}, -\frac{\alpha(y_k)}{(1-\delta)\sigma} \right\}$, set $\tau_k \leq \min \left\{ \tau_{k-1}, \bar{L}_k^{-1} \right\}$ and compute

  $$x_{k+1} \in \text{Argmin}_{x \in \mathbb{R}^N} \left\{ f(x; y_k) + \frac{1}{\tau_k} D_h (x, y_k) \right\}$$

  with $\bar{L}_k$ fulfilling

  $$f(x_{k+1}) \leq f(x_{k+1}; y_k) + \bar{L}_k D_h (x_{k+1}, y_k).$$

The steps are essentially the same as that of CoCaIn BPG, however the update step is similar to Model BPG. For brevity, we skip the discussion regarding the steps of the algorithm.

### 10.3.1 Implementation and double backtracking

The crucial aspect of Model CoCaIn BPG is the double backtracking technique. Note that there are two backtracking steps in the algorithm, one to control step-size and the other to control inertia. The standard way of doing double backtracking might not be feasible as pointed out in Chapter 5, however double backtracking technique from CoCaIn BPG (see Chapter 5) makes this feasible. We extend this strategy to incorporate the model function hence the name Model CoCaIn BPG. The implementation of Model CoCaIn BPG is similar to the implementation of CoCaIn BPG (see Section 5.6.4), with only involving minor modification due to the usage of model functions. Thus, we skip the discussion here. Note that when $\gamma_k = 0$ in Model CoCaIn BPG, then the resulting algorithm is Model BPG with Backtracking.
10.4 Global convergence analysis of Model CoCaIn BPG

10.4.1 Descent property

Similar to Model BPG, we use a Lyapunov function in order to analyse Model CoCaIn BPG. Here, with \( \delta > 0 \) we consider the following Lyapunov function:

\[
G_L^h : \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R},
\]

\[
(x_1, x_2, x_3, \gamma, \tau, \theta) \rightarrow \tau (f(x_1; y) + \delta D_h(x_1, y) - v(\mathcal{P}_M)) + \delta D_h(x_2, x_1).
\]

where \( y = x_2 + \gamma (x_2 - x_3) \) for certain \( \gamma \in \mathbb{R} \). Firstly, we need the following technical result.

**Lemma 10.4.1.1** (Function descent property). Let \( (x_k)_{k \in \mathbb{N}} \) be a sequence generated by Model CoCaIn BPG. Then, for all \( k \in \mathbb{N} \), we have

\[
f(x_k; y_{k-1}) + \bar{L}_{k-1} D_h(x_k, y_{k-1}) \geq f(x_{k+1}; y_k) + \bar{L}_k D_h(x_{k+1}, y_k) + \frac{\alpha(y_k)}{2} \|x_{k+1} - x_k\|^2
\]

\[
+ \frac{1}{\tau_k} D_h(x_k, x_{k+1}) - \left( \frac{1}{\tau_k} + \bar{L}_k \right) D_h(x_k, y_k). \tag{10.4.1}
\]

The proof is provide in Section G.1 in the appendix.

We now provide the descent property in terms of Lyapunov function values for the sequence generated by Model CoCaIn BPG.

**Proposition 10.4.1.1.** Let \( (x_k)_{k \in \mathbb{N}} \) be a sequence generated by Model CoCaIn BPG. Then, for all \( k \in \mathbb{N} \), we have

\[
G_L^h (x_k, x_{k-1}, x_{k-2}, \gamma_{k-1}, \tau_{k-1}, \bar{L}_{k-1}) \geq G_L^h (x_{k+1}, x_k, x_{k-1}, \gamma_k, \tau_k, \bar{L}_k) + \varepsilon D_h(x_{k-1}, x_k). \tag{10.4.2}
\]

**Proposition 10.4.1.2.** Let \( (x_k)_{k \in \mathbb{N}} \) be a sequence generated by Model CoCaIn BPG. Then, the following assertions hold:

(i) The sequence \( \{G_L^h (x_{k+1}, x_k, x_{k-1}, \gamma_k, \tau_k, \bar{L}_k)\}_{k \in \mathbb{N}} \) is nonincreasing.

(ii) \( \sum_{k=1}^{\infty} D_h(x_k, x_{k+1}) < \infty \), and hence the sequence \( \{D_h(x_{k+1}, x_k)\}_{k \in \mathbb{N}} \) converges to zero.

(iii) \( \min_{1 \leq k \leq n} D_h(x_{k-1}, x_k) \leq \frac{G_L^h(x_1, x_0, x_{n-1}, \gamma_0, \tau_0, \bar{L}_0, \varepsilon_n)}{\varepsilon_n} \).

**Proof.** (i) This follows trivially from Proposition 10.4.1.1, since \( \varepsilon > 0 \).

(ii) Let \( n \) be a positive integer. Summing (10.4.2) from \( k = 1 \) to \( n \) we get

\[
\sum_{k=1}^{n} D_h(x_{k-1}, x_k) \leq \frac{1}{\varepsilon} \left( G_L^h (x_1, x_0, x_{n-1}, \gamma_0, \tau_0, \bar{L}_0) - G_L^h (x_{n+1}, x_n, x_{n-1}, \gamma_n, \tau_n, \bar{L}_n) \right)
\]

\[
\leq \frac{1}{\varepsilon} G_L^h (x_1, x_0, x_{n-1}, \gamma_0, \tau_0, \bar{L}_0),
\]

since \( G_L^h (x_{n+1}, x_n, x_{n-1}, \gamma_n, \tau_n, \bar{L}_n) \geq 0 \). Taking the limit as \( n \rightarrow \infty \), we obtain the first desired assertion, from which we immediately deduce that \( \{D_h(x_{k-1}, x_k)\}_{k \in \mathbb{N}} \) converges to zero.
(iii) From (B.4.1) we also obtain,

\[ \min_{1 \leq k \leq n} D_h(x_{k-1}, x_k) \leq \sum_{k=1}^{n} D_h(x_{k-1}, x_k) \leq \frac{1}{\varepsilon} \left( G^h_L(x_1, x_0, x_{-1}, \gamma_0, \tau_0, \tilde{L}_0) \right), \]

which after division by \( n \) yields the desired result. \( \square \)

Note that there is a finite increase of \( \tilde{L}_k \) in each iteration. This implies that after a finite number of iterations there is no increase in the value of \( \tilde{L}_k \), resulting in stagnant value of \( \tau_k \). This means, there exists a \( K > 1 \), such that for all \( k \geq K \), we set \( \tau_k = \tau \).

For a comprehensive discussion, please see Section 5.6.2. Thus, for \( k \geq K \), we use the Lyapunov function \( G^h_L : \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R} \to \mathbb{R} \) that is given by

\[ G^h_L(x, y, z, \gamma) := f(x; y_1) + \bar{L}D_h(x, y_1) + \delta_1 D_h(y, x) \]

where \( \delta_1 = \frac{\varepsilon}{2} \), \( x, y, z \in \text{dom } f \cap \text{int dom } h \), \( \gamma \in [0, 1] \) satisfying \( y_1 := y + \gamma(y - z) \in \text{dom } f \cap \text{int dom } h \) and \( \infty \) otherwise. Without loss of generality, we denote \( k \geq K \) as \( k \geq 1 \), as the subsequent analysis relies only on \( G^h_L \) defined above. Note that we removed the dependency on \( \tau_k, \tilde{L}_k \) in the Lyapunov function, as \( \tilde{L}_k, \tau_k \) become constant.

**Proposition 10.4.1.3.** Let \((x_k)_{k \in \mathbb{N}}\) be a sequence generated by Model CoCaIn BPG. Then, the following assertions hold for \( k \geq 1 \):

(i) The sequence \( \{G^h_L(x_k, x_{k-1}, x_{k-2}, \gamma_{k-1})\}_{k \in \mathbb{N}} \) is nonincreasing.

(ii) \( \sum_{k=1}^{\infty} D_h(x_{k-1}, x_k) < \infty \), and hence the sequence \( \{D_h(x_{k-1}, x_k)\}_{k \in \mathbb{N}} \) converges to zero.

(iii) \( \min_{1 \leq k \leq n} D_h(x_{k-1}, x_k) \leq \frac{G^h_L(x_1, x_0, x_{-1}, \gamma_0, v(P_M))}{(cn)} \).

**Proof.** The proof is similar to the proof of Proposition 10.4.1.2, thus we skip it. \( \square \)

### 10.4.2 Relative error condition

We now consider the relative error condition, that is crucial for the global convergence analysis of Model CoCaIn BPG.

**Lemma 10.4.2.1.** Let Assumptions F, G, I hold and let \( h \in C^2 \). Then, there exists a constant \( D_1, D_2, B_1, B_2 > 0 \) such that the following holds:

\[ \| \partial G^h_L(x_{k+1}, x_k, x_{k-1}, \gamma_k) \|_{\infty} \leq D_1 \| x_{k+1} - x_k \|_2 + D_2 \| x_k - x_{k-1} \|_2 + B_1 \| (x_{k+1} - x_k) \|_2^2 + B_2 \| (x_k - x_{k-1}) \|_2^2, \]

where \( \| \partial G^h_L(x_{k+1}, x_k, x_{k-1}, \gamma_k) \|_{\infty} := \inf_{\xi \in \partial G^h_L(x_{k+1}, x_k, x_{k-1}, \gamma_k)} \| \xi \|. \)

The proof of the above lemma is provided in Section G.3 in the appendix.

### 10.4.3 Subsequential convergence

We now show that the sequence generated by Model CoCaIn BPG \((x_k)_{k \in \mathbb{N}}\) indeed attains \( \| x_{k+1} - x_k \| \to 0 \) as \( k \to \infty \), which in turn enables the application of Proposition 9.5.4.1 to deduce the properties of the sequence generated by Model BPG, which later proves to be crucial for the proof of global convergence.
Proposition 10.4.3.1. Let Assumption F, G, I hold. Let \((x_k)_{k \in \mathbb{N}}\) be a sequence generated by Model CoCaIn BPG. Then, we have
\[ \varepsilon D_h(x_{k+1}, x_k) \to 0, \quad \text{as } k \to \infty. \] (10.4.4)

The condition \(\varepsilon > 0\) implies that \(x_{k+1} - x_k \to 0\) as \(k \to \infty\).

Proof. Note that the sequence \((x_k)_{k \in \mathbb{N}}\) is a bounded sequence (see Remark 9.3.0.2). By the descent property (Proposition 10.4.2) we have
\[ G^h_L(x_k, x_{k-1}, x_{k-2}, \gamma_{k-1}) \geq G^h_L(x_{k+1}, x_k, x_{k-1}, \gamma_k) + \varepsilon D_h(x_{k+1}, x_k). \]

Summing on both sides and due to the convergence of Lyapunov function, using Proposition 10.4.2, we obtain
\[ \sum_{k=1}^{\infty} (\varepsilon D_h(x_{k+1}, x_k)) \leq G^h_L(x_0, x_1, x_2, \gamma_1) - \lim_{k \to \infty} G^h_L(x_{k+1}, x_k, x_{k-1}, \gamma_k) < \infty, \]
which implies (10.4.4). For \(\varepsilon > 0\), Assumption I(iii) together with (10.4.4) imply \(x_{k+1} - x_k \to 0\) as \(k \to \infty\). \(\square\)

Analyzing the full set of limit points of the sequence generated by Model CoCaIn BPG is difficult, as illustrated in [139]. Obtaining the global convergence is still an open problem. Moreover, the work in [139] relies on convex model functions.

In order to simplify slightly the setting, we restrict the set of limit points to the set \( \text{int dom } h \). Such a choice may appear to be restrictive, however, Model BPG when applied to many practical problems results in sequences that have this property as illustrated in Section 9.7.

The subset of \(G^h_L\)-attentive (similar to \(f\)-attentive) limit points is
\[ \omega_{G^h_L}(x_0) := \{(x, y, z, \gamma) \in \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}^N \times [0, 1] \mid \exists K \subset \mathbb{N}: (x_k, x_{k-1}, x_{k-2}, \gamma_k, G^h_L(x_k, x_{k-1}, x_{k-2}, \gamma_k)) \to K_{(x, y, z, \gamma)}(x_k, x_{k-1}, x_{k-2}, \gamma_k) \}. \]

Also, we define \(\omega_{G^h_L}^{(\text{int dom } h)^3 \times [0, 1]} := \omega_{G^h_L} \cap (\text{int dom } h \times \text{int dom } h \times \text{int dom } h \times [0, 1])\).

Proposition 10.4.3.2. Let Assumptions F, G, I hold. Let \((x_k)_{k \in \mathbb{N}}\) be a sequence generated by Model CoCaIn BPG with \(\gamma_k \to \gamma\). Then, the following holds:

(i) \(\omega_{G^h_L}^{(\text{int dom } h)}(x_0) = \omega_{f}^{(\text{int dom } h)}(x_0)\),

(ii) \(x \in \omega_{f}^{(\text{int dom } h)}(x_0)\) if and only if \((x, x, x, \gamma) \in \omega_{G^h_L}^{(\text{int dom } h)^3 \times [0, 1]}(x_0)\).

(iii) \(G^h_L\) is constant and finite on \(\omega_{G^h_L}^{(\text{int dom } h)^3 \times [0, 1]}(x_0)\) and \(f\) is constant and finite on \(\omega_{f}^{(\text{int dom } h)}(x_0)\) with same value.

The proof is provided in Section G.4 in the appendix. The set of critical points of \(G^h_L\) is denoted as
\[ \text{crit } (G^h_L) := \left\{(x, y, z, \gamma) \in \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}^N \times [0, 1] : (0, 0, 0, 0) \in \partial G^h_L(x, y, z, \gamma) \right\}. \]
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Theorem 10.4.3.1 (Sub-sequential convergence to a stationary point). Let Assumptions F, G, I hold and let \( \varepsilon > 0 \). If the sequence \((x_k)_{k\in\mathbb{N}}\) generated by Model CoCaIn BPG is bounded then

\[
\omega^{\text{int dom } h} \times [0,1] (x_0) \subset \text{crit } (G_L^h) .
\]  

(10.4.5)

Proof. From (10.4.3), we have

\[
\|\partial G_L^h(x_{k+1}, x_k, x_{k-1}, \gamma_k)\| - \leq D_1 \|x_{k+1} - x_k\|_2 + D_2 \|x_k - x_{k-1}\|_2 + B_1 \|x_{k+1} - x_k\|^2 + B_2 \|x_k - x_{k-1}\|^2
\]  

(10.4.6)

for some constants \( D_1, D_2, B_1, B_2 > 0 \). Using \( \|x_{k+1} - x_k\|_2 \to 0 \) and \( \|x_k - x_{k-1}\|_2 \to 0 \) and Proposition 10.4.3.2(i) yields (10.4.5), by the closedness property of the limiting subdifferential .

\[\square\]

10.4.4 Global convergence

Using the similar strategy as in Lemma 9.5.5.1, under Assumption J it is straightforward to deduce that the Lyapunov function \( G_L^h \) is definable in \( O \), and satisfies KL property at any point of \( \text{dom } \partial G_L^h \). Based on the strategy used in the proof of Theorem 9.5.5.2, we arrive at the following global convergence result of Model CoCaIn BPG.

Theorem 10.4.4.1 (Global convergence to a stationary point under KL property). Let Assumptions F, G, I, J, K hold. Let the sequence \((x_k)_{k\in\mathbb{N}}\) be generated by Model CoCaIn BPG (Algorithm 8) with \( \tau_k = \tau \) for certain \( \tau > 0 \), \( \gamma_k \to \gamma \) for certain \( \gamma > 0 \), and the condition \( \omega^{\text{int dom } h} (x_0) = \omega(x_0) \) holds true. Then, convergent subsequences are \( G_L^h \)-attentive convergent, and

\[
\sum_{k=0}^{\infty} \|x_{k+1} - x_k\| < +\infty \quad \text{(finite length property)}.
\]

Moreover, the sequence \((x_k)_{k\in\mathbb{N}}\) converges to \( x \) such that \((x, x, x, \gamma)\) is a critical point of \( G_L^h \). Additionally, the point \( x \) is a critical point of \( f \).

The proof is provided in Section G.5 in the appendix.

10.4.5 Convergence rates

It is possible to deduce the following convergence rates for Model CoCaIn BPG for a certain class of desingularizing functions.

Theorem 10.4.5.1 (Convergence rates). Under the conditions of Theorem 10.4.4.1, let the sequence \((x_k)_{k\in\mathbb{N}}\) generated by Model CoCaIn BPG converge to \( x \in \text{dom } f \cap \text{int dom } h \), and let the Lyapunov function \( G_L^h \) satisfy Kurdyka–Łojasiewicz property with the following desingularizing function:

\[
\varphi(s) = cs^{1-\theta} ,
\]

for certain \( c > 0 \) and \( \theta \in [0,1) \). Then, we have the following:

• If \( \theta = 0 \), then \((x_k)_{k\in\mathbb{N}}\) converges in finite number of steps.
• If \( \theta \in (0, \frac{1}{2}] \), then there exists \( \rho \in [0, 1) \) and \( G > 0 \) such that for all \( k \geq 0 \) we have
\[
\|x_k - x\| \leq G\rho^k.
\]

• If \( \theta \in (\frac{1}{2}, 1) \), then there exists \( G > 0 \) such that for all \( k \geq 0 \) we have
\[
\|x_k - x\| \leq Gk^{-\frac{1-\theta}{2-\theta}}.
\]

The proof technique remains the same as that of Theorem 9.5.7.1, hence we skip it for brevity.

10.5 Examples

Similar to the Chapter 9, we consider examples suitable for Model CoCaIn BPG. In particular, we consider
the additive composite problems and the generic composite problems.

10.5.1 Additive composite problems

We consider the same setting as in 9.6.1. We require the following assumption, apart from the assumptions
mentioned in 9.6.1.

(\( \tilde{C}1 \)) \( f_0 \) is semi-convex with modulus \( \alpha \in \mathbb{R} \).

(\( \tilde{C}2 \)) For all \( x_1, x_2 \in \text{dom } f \cap \text{int } \text{dom } h \), there exists \( \gamma \in [0, 1] \) such that \( y := x_1 + \gamma(x_1 - x_2) \) lies in
\( \text{dom } f \cap \text{int } \text{dom } h \).

The adaptation of Model CoCaIn BPG to additive composite setting is provided below.

\[
\textbf{CoCaIn BPG} \text{ is Model CoCaIn BPG (Algorithm 8) with}
\]
\[
f(x; y_k) := f_0(x) + f_1(y_k) + \langle \nabla f_1(y_k), x - y_k \rangle.
\]  

Clearly, the Assumption (\( \tilde{C}1 \)) implies the Assumption L(i) and Assumption (\( \tilde{C}2 \)) implies the Assumption L(ii).
As discussed above and in Section 9.6.1, Assumptions (C1), (\( \tilde{C}1 \)), (\( \tilde{C}2 \)), (C2), (B1), (B2), (B3) imply
Assumptions F, G, I, J, K. Thus, as a consequence of Theorem 10.4.4.1 we obtain the following result which
provides the global convergence of the sequence generated by CoCaIn BPG to a stationary point.

**Theorem 10.5.1.1** (Global convergence of CoCaIn BPG sequence). Let Assumptions (C1), (\( \tilde{C}1 \)), (\( \tilde{C}2 \)),
(C2), (B1), (B2), (B3) hold. Let the sequence \((x_k)_{k \in \mathbb{N}}\) be generated by CoCaIn BPG and the condition
\( \omega_{\text{int } \text{dom } h}(x_0) = \omega(x_0) \) holds true. Let \( \tau_k \to \tau \) for certain \( \tau > 0 \). Then, the sequence \((x_k)_{k \in \mathbb{N}}\) has finite length,
that is
\[
\sum_{k=0}^{\infty} \|x_{k+1} - x_k\| < +\infty,
\]
and the sequence \((x_k)_{k \in \mathbb{N}}\) converges to \( x \), which is a critical point of \( f \).

The conclusion we obtained in Chapter 5 matches with the above theorem.
10.5.2 Composite problems

We consider the same setting as in 9.6.2. We require the following assumption, apart from the assumptions mentioned in 9.6.2.

$(\tilde{D}1)$ $f_0$ is semi-convex with modulus $\alpha_1 \in \mathbb{R}$.

$(\tilde{D}2)$ Let $\bar{x} \in \mathbb{R}^N$, then $g(F(\bar{x}) + \nabla F(\bar{x})(\cdot - \bar{x})$ is semi-convex with modulus $\alpha_2(\bar{x}) \leq 0$. Additionally, $\sup_{x \in \mathbb{R}^N}(-\alpha_2(\bar{x})) < +\infty$.

$(\tilde{D}3)$ For all $x_1, x_2 \in \text{dom } f \cap \text{int } \text{dom } h$, there exists $\gamma \in [0, 1]$ such that $y := x_1 + \gamma(x_1 - x_2)$ lies in $\text{dom } f \cap \text{int } \text{dom } h$.

_Prox-Linear CoCaIn BPG_ is Model CoCaIn BPG (Algorithm 8) with

$$f(x; y_k) := f_0(x) + g(F(y_k) + \nabla F(y_k)(x - y_k))$$

(10.5.2)

Using the Assumption $(\tilde{D}1)$ and $(\tilde{D}2)$, at $\bar{x} \in \text{dom } f \cap \text{int } \text{dom } h$, we deduce that the semi-convexity modulus of $f(\cdot; \bar{x})$ is $\alpha_1 + \alpha_2(\bar{x})$. Thus, the Assumption L(i) holds true. Clearly, the Assumption $(\tilde{C}2)$ implies the Assumption L(ii).

As discussed above and in Section 9.6.2, Assumptions (D1), (D2), (D3), $(\tilde{D}1)$, $(\tilde{D}2)$, $(\tilde{D}3)$, (B1), (B2), (B3) imply Assumptions F, G, I, J, K. Thus, as a consequence of Theorem 10.4.4.1 we obtain the following result which provides the global convergence of the sequence generated by Prox-Linear CoCaIn BPG to a stationary point.

**Theorem 10.5.2.1** (Global convergence of Prox-Linear CoCaIn BPG sequence). Let Assumptions (D1), (D2), (D3), $(\tilde{D}1)$, $(\tilde{D}2)$, $(\tilde{D}3)$, (B1), (B2), (B3) hold. Let the sequence $(x_k)_{k \in \mathbb{N}}$ be generated by Prox-Linear CoCaIn BPG and the condition $\omega_{\text{int } \text{dom } h}(x_0) = \omega(x_0)$ holds true. Let $\tau_k \to \tau$ for certain $\tau > 0$. Then, the sequence $(x_k)_{k \in \mathbb{N}}$ has finite length, that is

$$\sum_{k=0}^{\infty} \|x_{k+1} - x_k\| < +\infty,$$

and the sequence $(x_k)_{k \in \mathbb{N}}$ converges to $x$, which is a critical point of $f$.

10.6 Experiments

For the additive composite problems, the experiments in Chapter 5 illustrate that CoCaIn BPG is competitive to several existing state of the art optimization methods. For generic composite problems, we consider the same experiment as in Section 9.7.2 where we considered the robust phase retrieval problem. However, we additionally use Model CoCaIn BPG to the comparisons, and as evident from Figures 10.1, Model CoCaIn BPG outperforms Model BPG, Model BPG-WB and IBPM-LS methods, when function values vs iterations are considered.
Figure 10.1: In this experiment we consider the performance of Model CoCaIn BPG vs Model BPG vs Model BPG with Backtracking (denoted as Model BPG-WB) vs IBPM-LS [138] on robust phase retrieval problem setting given in Section 9.7.2, with both L1 and squared L2 regularization. We illustrate that Model CoCaIn BPG outperforms IBPM-LS by a significant margin and other methods by a small margin, in terms of function value vs iterations. However, when function value vs time plots are considered, Model BPG is faster compared to Model CoCaIn BPG.

10.7 Chapter conclusion

In this chapter, we propose an inertial variant of Model BPG algorithm, namely, Model CoCaIn BPG. The inertial strategy used is the same as that of CoCaIn BPG. For the purpose of global convergence analysis of Model CoCaIn BPG, a novel Lyapunov function is proposed and the global convergence guarantees are obtained. As a special case of Model CoCaIn BPG, in the context of generic composite problems we obtain a novel algorithm, namely, Prox-Linear CoCaIn BPG. We supplement our theoretical developments with appropriate experiments and show that Model CoCaIn BPG is competitive to Model BPG and other state of the art optimization methods. As a future work, extensions of Model BPG based on the popular inertial technique of Polyak’s Heavy-ball method [145] can be explored.
Chapter 11

Conclusion and outlook

11.1 Conclusion

In this thesis, we focussed on non-convex and non-smooth optimization. Based on the $L$-smad property, a generalization of the Lipschitz continuous gradient property, we propose an inertial variant of the popular BPG algorithm, namely the CoCaIn BPG algorithm. We also show that the sequence generated by CoCaIn BPG is globally convergent. The applicability of the $L$-smad property is restricted to additive composite problems. In order to tackle composite problems, we develop an extension of the $L$-smad property, namely the MAP property. The transition from the $L$-smad property to the MAP property has many important consequences. In particular, one can design algorithms for generic composite problems using just the MAP property via the so-called model framework. We developed the relevant theory and propose the Model BPG algorithm based on the MAP property. We also show that under certain assumptions such that the Model BPG sequence is globally convergent to a critical point of the function. Later on, incorporating the ideas of CoCaIn BPG and Model BPG, we develop Model CoCaIn BPG that is essentially an inertial variant of Model BPG algorithm. Considering the practical component of the thesis, a major part of the thesis has been dedicated to the optimization of the objectives that arise in the context of matrix factorization, deep matrix factorization and deep non-linear neural networks. Other practical applications such Poisson linear inverse problems, standard phase retrieval, robust phase retrieval, image deblurring etc were also considered. For most of the above mentioned problems, we develop the relevant Bregman distances such that either the $L$-smad property or the MAP property holds true. Developing such Bregman distances entails further technical issues, such as developing closed form solutions for the sub-problems that arise in BPG based methods and developing closed form inertia for CoCaIn BPG. All such issues were successfully tackled. The Bregman distances proposed in this thesis have far reaching implications as they provide various insights into designing new Bregman distances to problems similar to what we have considered in this thesis. For example, Bregman distances for tensor factorization or tensor completion problems can be designed using similar ideas of Section 4.5, 4.6. We analysed the Model BPG algorithm via a Lyapunov function contrary to the usual technique of using the objective function as measure of progress. The exact implications of this technique need
to be explored further and possibly several insights can be obtained for already known algorithms. We believe our work has several important consequences for the fields of Machine Learning, Computer Vision, Statistics, Natural Language Processing and many others. In particular, it would be interesting if certain future works in these fields use our algorithms and benchmark with already known state of the art problem-dependent algorithms.

11.2 Outlook

Our research can give rise to several new research problems. We list below a few of them.

- **Non-linear inertia**: The inertial strategy that is used in CoCaIn BPG and Model CoCaIn BPG is based on the linear extrapolation due to Nesterov. However, it is relevant to consider any other strategies, where non-linear extrapolation can be incorporated. In particular, for the CoCaIn BPG algorithm in Chapter 5, the extrapolation parameter is found such that the following inequality is satisfied:

\[
D_h(x^k, y^k) \leq \kappa D_h(x^{k-1}, x^k). \tag{11.2.1}
\]

for a constant \(\kappa > 0\). However, for most of the proof of the global convergence of CoCaIn BPG, there is no requirement that \(y^k\) has to be a linear extrapolation. In principle, \(y^k\) can possibly obtained via some other strategy, such as non-linear extrapolation. Such strategies need to be explored in detail and possible implications need to be deduced.

- **Matrix factorization**: The Bregman distances we proposed in the context of matrix factorization in Section 4.5 arises after a lot of technical calculations. However, it is interesting to consider other approaches where such long calculations can be avoided. We relied on comparing the second order forms that arise in the Taylor expansion of the function in order to verify the \(L\)-smad property. In this regard, it would be interesting to explore if there are any other alternative techniques.

- **Deep non-linear neural networks**: We considered the objectives that arise in the context of deep non-linear neural networks and developed the relevant Bregman distances in Sections 4.7, 4.8. Our empirical observations in Chapter 8 are only preliminary, and it would be interesting to conduct a thorough comparisons of the algorithms on various deep neural networks, in particular using large scale datasets. In such a case, the numerical issues that arise in BPG methods might prove to be a challenge and novel techniques to resolves these issues must be sought. There are many other classes of deep non-linear neural networks, such as residual networks for which our theory is not valid. Hence, such extensions would be interesting and possibly a unified theory can be sought. Moreover, our analysis does not consider the effect of bias terms in the linear layers, and appropriate Bregman distances in such a realistic setting is interesting to be explored. The calculation of coefficients involved in the Legendre functions proposed in Sections 4.7, 4.8 is quite cumbersome and in this regard efficient techniques must be developed.

- **Stochastic and adaptive variants of BPG for deep neural networks**: It is well-established that the stochastic gradient methods are suitable for large-scale machine learning problems [32]. Several algorithms that rely on the so-called adaptive gradient technique, as in Adam [93], Adagrad [63], SC-Adagrad [119] are popular when used in conjunction with stochastic gradients. It is interesting to explore such a setting within the context of Bregman Proximal Gradient algorithms. Solving the subproblems can be challenging here as the stochastic gradient obtained is used along with a rotation
matrix. Recently, a variant of stochastic BPG was proposed in [55]. It would be interesting to see if the Bregman distances proposed in this thesis are applicable in [55] setting. If not, suitable Bregman distances needs to be developed.
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Appendix for Bregman distances - Chapter 4

A.1 Technical lemmas and proofs

Before we proceed to the proof of Proposition 4.5.0.1 we require the following technical lemma.

**Lemma A.1.0.1.** Let \( f_1 := \frac{1}{2} \|A - UZ\|_F^2 \), then we have the following

\[
\nabla f_1(A,UZ) = (-(A - UZ)Z^T, -U^T(A - UZ))
\]

\[
\left\langle (H_1, H_2), \nabla^2 f_1(A,UZ)(H_1, H_2) \right\rangle = -2 \left\langle A - UZ, H_1 H_2 \right\rangle + \left\langle U H_2 + H_1 Z, U H_2 + H_1 Z \right\rangle .
\]

**Proof.** With the Forbenius dot product, we have

\[
\|A - UZ\|_F^2 = \langle A - UZ, A - UZ \rangle .
\]

In the above expression by substituting \( U \) with \( U + H_1 \) and \( Z \) with \( Z + H_2 \), we obtain

\[
\left\langle A - (U + H_1)(Z + H_2), A - (U + H_1)(Z + H_2) \right\rangle ,
\]

\[
= \left\langle A - UZ - UH_2 - H_1 Z - H_1 H_2, A - UZ - UH_2 - H_1 Z - H_1 H_2 \right\rangle ,
\]

\[
= \langle A, A \rangle - \langle A, UZ \rangle - \langle A, U H_2 \rangle - \langle A, H_1 Z \rangle - \langle A, H_1 H_2 \rangle ,
\]

\[
- \langle UZ, A \rangle + \langle UZ, UZ \rangle + \langle UZ, U H_2 \rangle + \langle UZ, H_1 Z \rangle + \langle UZ, H_1 H_2 \rangle
\]

\[
- \langle U H_2, A \rangle + \langle U H_2, UZ \rangle + \langle U H_2, U H_2 \rangle + \langle U H_2, H_1 Z \rangle + \langle U H_2, H_1 H_2 \rangle
\]

\[
- \langle H_1 Z, A \rangle + \langle H_1 Z, UZ \rangle + \langle H_1 Z, U H_2 \rangle + \langle H_1 Z, H_1 Z \rangle + \langle H_1 Z, H_1 H_2 \rangle
\]

\[
- \langle H_1 H_2, A \rangle + \langle H_1 H_2, UZ \rangle + \langle H_1 H_2, U H_2 \rangle + \langle H_1 H_2, H_1 Z \rangle + \langle H_1 H_2, H_1 H_2 \rangle .
\]
Collecting all the first order terms we have

\[-\langle A, UH_2 \rangle - \langle A, H_1 Z \rangle + \langle UZ, UH_2 \rangle + \langle UZ, H_1 Z \rangle\]
\[-\langle UH_2, A \rangle + \langle UH_2, UZ \rangle - \langle H_1 Z, A \rangle + \langle H_1 Z, UZ \rangle\]
\[= - \langle A, H_1 Z \rangle + \langle UZ, H_1 Z \rangle - \langle H_1 Z, A \rangle + \langle H_1 Z, UZ \rangle\]
\[-\langle A, UH_2 \rangle + \langle UZ, UH_2 \rangle - \langle UH_2, A \rangle + \langle UH_2, UZ \rangle\]
\[= -2 \langle A, H_1 Z \rangle - 2 \langle A, UH_2 \rangle + 2 \langle UZ, H_1 Z \rangle + 2 \langle UZ, UH_2 \rangle\]
\[= -2tr((A - UZ)Z^TH_1^T) - 2tr((A - UZ)H_2^TU^T)\]
\[= -2tr((A - UZ)Z^TH_1^T) - 2tr(U^T(A - UZ)H_2^T)\]

and similarly collecting all the second order terms we have

\[-\langle A, H_1 H_2 \rangle + \langle UZ, H_1 H_2 \rangle + \langle UH_2, UH_2 \rangle + \langle UH_2, H_1 Z \rangle\]
\[+ \langle H_1 Z, UH_2 \rangle + \langle H_1 Z, H_1 Z \rangle - \langle H_1 H_2, A \rangle + \langle H_1 H_2, UZ \rangle\]
\[= -2 \langle A - UZ, H_1 H_2 \rangle + \langle UH_2 + H_1 Z, UH_2 + H_1 Z \rangle\]

Thus the statement follows using the second order Taylor expansion.

Lemma A.1.0.2. Given $h_1 := \left(\frac{\|U\|_F^2 + \|Z\|_F^2}{2}\right)^2$, then we have the following

\[
\nabla h_1(U, Z) = \left(\frac{\|U\|_F^2 + \|Z\|_F^2}{2}\right)U,\left(\frac{\|U\|_F^2 + \|Z\|_F^2}{2}\right)Z
\]

\[
\langle (H_1, H_2), \nabla^2 h_1(U, Z)(H_1, H_2) \rangle = (\|H_1\|_F^2 + \|H_2\|_F^2)(\|U\|_F^2 + \|Z\|_F^2) + 2 \|H_1 U^T + ZH_2^T\|_F^2
\]

Proof. By the definition of Forbenius dot product, we have

\[
\frac{1}{4}\|U\|_F^4 + \frac{1}{4}\|Z\|_F^4 + \frac{1}{2}\|U\|_F^2\|Z\|_F^2 = \frac{1}{4}\langle U, U \rangle^2 + \frac{1}{4}\langle Z, Z \rangle^2 + \frac{1}{2}\langle U, U \rangle \langle Z, Z \rangle
\]
Thus the statement follows.

Lemma A.1.0.3. Given $h_2(U, Z) := \frac{\|U\|^2 + \|Z\|^2}{2}$, then we have the following

$$\nabla h_2(U, Z) = (U, Z),$$

$$\langle (H_1, H_2), \nabla^2 h_2(U, Z)(H_1, H_2) \rangle = \|H_1\|^2 + \|H_2\|^2.$$

Proof. Considering $h_2(U + H_1, Z + H_2)$, we have

$$\frac{1}{2} \langle U + H_1, U + H_1 \rangle + \frac{1}{2} \langle Z + H_2, Z + H_2 \rangle + \frac{1}{2} \langle U + H_1, U + H_1 \rangle \langle Z + H_2, Z + H_2 \rangle$$

$$= \frac{1}{2} \langle (U, U) + 2 \langle H_1, U \rangle + \langle H_1, H_1 \rangle \rangle + \frac{1}{4} \langle (Z, Z) + 2 \langle Z, H_2 \rangle + \langle H_2, H_2 \rangle \rangle$$

$$+ \frac{1}{2} \langle (U, U) + 2 \langle H_1, U \rangle + \langle H_1, H_1 \rangle \rangle \langle (Z, Z) + 2 \langle Z, H_2 \rangle + \langle H_2, H_2 \rangle \rangle$$

$$= \frac{1}{4} \left(4 \langle H_1, U \rangle^2 + 2 \langle H_1, H_1 \rangle \langle U, U \rangle + 4 \langle Z, H_2 \rangle^2 + 2 \langle H_2, H_2 \rangle \langle Z, Z \rangle \right)$$

$$+ \frac{1}{2} \left(2 \langle H_1, U \rangle^2 + \langle H_1, H_1 \rangle \langle U, U \rangle + \langle Z, Z \rangle \right),$$

$$+ \frac{1}{2} \left(2 \langle H_1, H_1 \rangle \langle Z, Z \rangle + 2 \langle H_1, H_1 \rangle \langle Z, H_2 \rangle + 2 \langle H_1, H_1 \rangle \langle H_2, H_2 \rangle \right)$$

Collecting all the first order terms, we have

$$\langle U, U \rangle \langle H_1, U \rangle + \langle Z, H_2 \rangle \langle Z, Z \rangle + \langle U, U \rangle \langle Z, H_2 \rangle + \langle H_1, U \rangle \langle Z, Z \rangle,$$

and similarly collecting all the second order terms we have

$$\frac{1}{4} \left(4 \langle H_1, U \rangle^2 + 2 \langle H_1, H_1 \rangle \langle U, U \rangle + 4 \langle Z, H_2 \rangle^2 + 2 \langle H_2, H_2 \rangle \langle Z, Z \rangle \right)$$

$$+ \frac{1}{2} \left(2 \langle H_1, U \rangle^2 + \langle H_1, H_1 \rangle \langle U, U \rangle + \langle Z, Z \rangle \right),$$

Thus the statement follows. □

Lemma A.1.0.3. Given $h_2(U, Z) := \frac{\|U\|^2 + \|Z\|^2}{2}$, then we have the following

$$\nabla h_2(U, Z) = (U, Z),$$

$$\langle (H_1, H_2), \nabla^2 h_2(U, Z)(H_1, H_2) \rangle = \|H_1\|^2 + \|H_2\|^2.$$

Proof. Considering $h_2(U + H_1, Z + H_2)$, we have

$$\frac{1}{2} \langle U + H_1, U + H_1 \rangle + \frac{1}{2} \langle Z + H_2, Z + H_2 \rangle$$

$$= \frac{1}{2} \langle (U, U) + 2 \langle U, H_1 \rangle + \langle H_1, H_1 \rangle \rangle + \frac{1}{2} \langle (Z, Z) + 2 \langle Z, H_2 \rangle + \langle H_2, H_2 \rangle \rangle.$$

Thus the statement follows. □
Collecting all the first order terms we have
\[ \langle U, H_1 \rangle + \langle Z, H_2 \rangle , \]
and similarly collecting all the second order terms we have
\[ \frac{1}{2} (\langle H_1, H_1 \rangle + \langle H_2, H_2 \rangle) . \]
Thus the statement holds.

\[ \square \]

### A.2 Proof of Proposition 4.5.0.1

**Proof.** We prove here the convexity of $Lh_a - f_1$ for a certain constant $L \geq 1$. With Lemma C.4.0.1 we obtain

\[
\langle \langle H_1, H_2 \rangle, \nabla^2 f_1(A, UZ)(H_1, H_2) \rangle \\
= \| H_1 Z + U H_2 \|_F^2 - 2 \langle A - U Z, H_1 H_2 \rangle ,
\]
\[
\leq 2 \| H_1 Z \|_F^2 + 2 \| U H_2 \|_F^2 + 2 \| A \|_F \| H_1 H_2 \|_F + 2 \| U Z \|_F \| H_1 H_2 \|_F ,
\]
\[
\leq 2 \| H_1 \|_F^2 \| Z \|_F^2 + 2 \| U \|_F^2 \| H_2 \|_F^2 + 2 \| A \|_F \| H_1 \|_F \| H_2 \|_F + 2 \| U \|_F \| Z \|_F \| H_1 \|_F \| H_2 \|_F .
\]

With AM-GM inequality, for non-negative real numbers $a, b$ we have $2\sqrt{ab} \leq a + b$, we have
\[
2 \| U \|_F \| Z \|_F \| H_1 \|_F \| H_2 \|_F \leq \| H_1 \|_F^2 \| Z \|_F^2 + \| U \|_F^2 \| H_2 \|_F^2 ,
\]
and similarly we have
\[
2 \| A \|_F \| H_1 \|_F \| H_2 \|_F \leq \| A \|_F \| H_1 \|_F^2 + \| A \|_F \| H_2 \|_F^2 .
\]

Using the above two inequalities, we obtain
\[
\langle \langle H_1, H_2 \rangle, \nabla^2 f_1(A, UZ)(H_1, H_2) \rangle \leq (3 \| Z \|_F^2 + \| A \|_F) \| H_1 \|_F^2 + (3 \| U \|_F^2 + \| A \|_F) \| H_2 \|_F^2 . \tag{A.2.1}
\]

Now, considering the kernel generating distances, via Lemma D.3.2.1 and A.1.0.3 we obtain
\[
\langle \langle H_1, H_2 \rangle, \nabla^2 h_1(U, Z)(H_1, H_2) \rangle \\
= 2 \| H_1 U + H_2 Z \|_F^2 + (\| U \|_F^2 + \| Z \|_F^2) \| H_1 \|_F^2 + (\| U \|_F^2 + \| Z \|_F^2) \| H_2 \|_F^2 ,
\]
\[
\geq \| Z \|_F^2 \| H_1 \|_F^2 + \| U \|_F^2 \| H_2 \|_F^2 ,
\]
\[
\langle \langle H_1, H_2 \rangle, \nabla^2 h_2(U, Z)(H_1, H_2) \rangle = \| H_1 \|_F^2 + \| H_2 \|_F^2 .
\]

Now, it is easy to see that
\[
\langle \langle H_1, H_2 \rangle, \nabla^2 h_a(U, Z)(H_1, H_2) \rangle \geq \langle \langle H_1, H_2 \rangle, \nabla^2 f_1(A, UZ)(H_1, H_2) \rangle .
\]

A similar proof holds for the convexity of $Lh_a + f_1$, however the choice of $L$ here need not be the same as it is for $Lh_a - f_1$ (see [28, Remark 2.1]).
A.3 Bregman distance and L-smad property

Proposition A.3.0.1. Denote $f_1(W_1, \ldots, W_N) := \frac{1}{2} \left\| W_1 W_2 \cdots W_N X - Y \right\|_F^2$ as in the setting of (4.6.1). Then the gradient with respect to weights $W_i$ is given by

$$\nabla_{W_i} f_1(W_1, \ldots, W_N) = \left( \Pi_{j=1}^{i-1} W_j \right)^T \left( (W_1 W_2 \cdots W_N X - Y) \left( (\Pi_{j=i+1}^N W_j) X \right) \right)^T .$$

We have for $N = 2$,

$$\langle (H_1, \ldots, H_N), \nabla^2 f_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq 3 \left\| X \right\|_F^2 \sum_{i=1}^N \left\| H_i \right\|_F^2 \Pi_{j=1, j \neq i}^N \left\| W_j \right\|_F^2 \left\| X \right\|_F^2 + \left\| Y \right\|_F \left\| X \right\|_F \left( \left( \Pi_{i=1}^N \left\| H_i \right\|_F^2 \right) \left( \sum_{k=1}^N \left\| W_k \right\|_F^2 \right) \right)^{\frac{N-2}{2}} \left( \sum_{i=1}^N \left\| W_i \right\|_F^2 \right)^{\frac{N-2}{2}} .$$

If $N > 2$ and even, we have

$$\langle (H_1, \ldots, H_N), \nabla^2 f_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq (2N - 1) \sum_{i=1}^N \left\| H_i \right\|_F^2 \Pi_{j=1, j \neq i}^N \left\| W_j \right\|_F^2 \left\| X \right\|_F^2 + \frac{\left\| Y \right\|_F \left\| X \right\|_F (N-1)}{(N-2)^{\frac{N-2}{2}}} \left( \sum_{i=1}^N \left\| H_i \right\|_F^2 \right) \left( \sum_{k=1}^N \left\| W_k \right\|_F^2 \right)^{\frac{N-2}{2}} \left( \sum_{k=1}^N \left\| W_k \right\|_F^2 \right)^{\frac{N-2}{2}} .$$

If $N > 2$ and odd, we have

$$\langle (H_1, \ldots, H_N), \nabla^2 f_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq (2N - 1) \sum_{i=1}^N \left\| H_i \right\|_F^2 \Pi_{j=1, j \neq i}^N \left\| W_j \right\|_F^2 \left\| X \right\|_F^2 + \frac{\left\| Y \right\|_F \left\| X \right\|_F (N-1)}{(N-1)^{\frac{N-1}{2}}} \left( \sum_{i=1}^N \left\| H_i \right\|_F^2 \right) \left( \sum_{k=1, k \neq (i,j)}^N \left\| W_k \right\|_F^2 \right)^{\frac{N-1}{2}} \left( \sum_{k=1}^N \left\| W_k \right\|_F^2 \right)^{\frac{N-1}{2}} .$$

Proof. Consider the following

$$\frac{1}{2} \left\| (W_1 + H_1)(W_2 + H_2) \cdots (W_N + H_N)X - Y \right\|_F^2 . \quad \text{(A.3.1)}$$

We are only interested in terms till second order, thus we have

$$(W_1 + H_1)(W_2 + H_2) \cdots (W_N + H_N)X = W_1 W_2 \cdots W_N X + \sum_{i=1}^N \left( \Pi_{j=1}^{i-1} W_j \right) H_i \left( \Pi_{j=i+1}^N W_j X \right) + \sum_{i=1}^N \sum_{j>i} \left( \Pi_{k=j+1}^N W_k \right) H_i \left( \Pi_{k=i+1}^{j-1} W_k \right) H_j \left( \Pi_{k=j+1}^N W_k X \right) .$$
Now expanding (A.3.1), we have terms up to second order as following

\[
\frac{1}{2} \| W_1 W_2 \ldots W_N X - Y \|_F^2 \\
+ \left\langle W_1 W_2 \ldots W_N X - Y, \sum_{i=1}^N \left( \Pi_{j=1}^{i-1} W_j \right) H_i \left( \Pi_{k=i+1}^N W_j \right) X \right\rangle \\
+ \frac{1}{2} \left\| \sum_{i=1}^N \left( \Pi_{j=1}^{i-1} W_j \right) H_i \left( \Pi_{k=i+1}^N W_j \right) X \right\|_F^2 \\
- \left\langle Y, \sum_{i=1}^{N-1} \sum_{j>i} \left( \Pi_{k=1}^{i-1} W_k \right) H_i \left( \Pi_{k=i+1}^N W_k \right) H_j \left( \Pi_{k=j+1}^N W_k \right) X \right\rangle \\
+ \left\langle W_1 W_2 \ldots W_N X, \sum_{i=1}^{N-1} \sum_{j>i} \left( \Pi_{k=1}^{i-1} W_k \right) H_i \left( \Pi_{k=i+1}^N W_k \right) H_j \left( \Pi_{k=j+1}^N W_k \right) X \right\rangle .
\]

Consider the first order terms, we have

\[
\left\langle W_1 W_2 \ldots W_N X - Y, \sum_{i=1}^N \left( \Pi_{j=1}^{i-1} W_j \right) H_i \left( \Pi_{k=i+1}^N W_j \right) X \right\rangle \\
= \sum_{i=1}^N \left\langle W_1 W_2 \ldots W_N X - Y, \left( \Pi_{j=1}^{i-1} W_j \right) H_i \left( \Pi_{k=i+1}^N W_j \right) X \right\rangle ,
\]

thus, the gradient is

\[
\nabla W_i f_1 (W_1, \ldots, W_N) = \left( \Pi_{j=1}^{i-1} W_j \right)^T (W_1 W_2 \ldots W_N X - Y) \left( \Pi_{j=i+1}^N W_j \right)^T .
\]

Now, considering second order terms we have with repetitive application of Cauchy-Schwarz inequality, the following

\[
\frac{1}{2} \left\| \sum_{i=1}^N \left( \Pi_{j=1}^{i-1} W_j \right) H_i \left( \Pi_{k=i+1}^N W_j \right) X \right\|_F^2 \leq \frac{N}{2} \sum_{i=1}^N \left\| \left( \Pi_{j=1}^{i-1} W_j \right) H_i \left( \Pi_{k=i+1}^N W_j \right) X \right\|_F^2 \\
\leq \frac{N}{2} \sum_{i=1}^N \| H_i \|_F^2 \Pi_{j=1,j\neq i}^N \| W_j \|_F^2 \| X \|_F^2 .
\]
and

\[
\left\langle W_1 W_2 \ldots W_N X, \sum_{i=1}^{N-1} \sum_{j>i}^N (\Pi_{k=1}^{i-1} W_k) H_i \left( \Pi_{k=i+1}^{j-1} W_k \right) H_j \left( \Pi_{k=j+1}^N W_k \right) X \right\rangle \\
\leq \sum_{i=1}^{N-1} \sum_{j>i}^N \|X\|_F^2 \|H_i\|_F \|H_j\|_F \|W_i\|_F \|W_j\|_F \Pi_{k=1,k\notin\{i,j\}}^N \|W_k\|_F^2 \\
\leq \sum_{i=1}^{N-1} \sum_{j>i}^N \|X\|_F^2 \left( \frac{\|H_i\|_F^2 \|W_j\|_F^2 + \|H_j\|_F^2 \|W_i\|_F^2}{2} \right) \Pi_{k=1,k\notin\{i,j\}}^N \|W_k\|_F^2 \\
\leq \|X\|_F^2 \left( \frac{N-1}{2} \right) \sum_{i=1}^N \|H_i\|_F^2 \Pi_{k=1,k\notin\{i\}}^N \|W_k\|_F^2 \\
\]

and we have

\[
- \left\langle Y, \sum_{i=1}^{N-1} \sum_{j>i}^N (\Pi_{k=1}^{i-1} W_k) H_i \left( \Pi_{k=i+1}^{j-1} W_k \right) H_j \left( \Pi_{k=j+1}^N W_k \right) X \right\rangle \\
\leq \|Y\|_F \sum_{i=1}^{N-1} \sum_{j>i}^N \|H_i\|_F \|H_j\|_F \Pi_{k=1,k\notin\{i,j\}}^N \|W_k\|_F \|X\|_F \\
\]

(A.3.2)

Now with the application of Generalized AM-GM inequality, we have the following three cases:

- When \( N = 2 \) then we have

\[
\|H_i\|_F \|H_j\|_F \|X\|_F \leq \|X\|_F \left( \frac{\|H_j\|_F^2 + \|H_i\|_F^2}{2} \right)
\]

- When \( N \) is even and \( N > 2 \),

\[
\|H_i\|_F \|H_j\|_F \Pi_{k=1,k\notin\{i,j\}}^N \|W_k\|_F \|X\|_F \leq \|X\|_F \left( \frac{\|H_j\|_F^2 + \|H_i\|_F^2}{2} \right) \left( \frac{\sum_{k=1,k\notin\{i,j\}}^N \|W_k\|_F^2}{N-2} \right)^{\frac{N-2}{2}}
\]

- If \( N \) is odd and \( N > 2 \) we have

\[
\|H_i\|_F \|H_j\|_F \Pi_{k=1,k\notin\{i,j\}}^N \|W_k\|_F \|X\|_F \leq \|X\|_F \left( \frac{\|H_j\|_F^2 + \|H_i\|_F^2}{2} \right) \left( \frac{\sum_{k=1,k\notin\{i,j\}}^N \|W_k\|_F^2}{N-1} \right)^{\frac{N-1}{2}}
\]


A.3. Bregman distance and L-smad property

Now using the above given results, on extending the calculation of (A.3.2), for even \( N \) and \( N \geq 2 \), we have

\[
\|Y\|_F \sum_{i=1}^{N-1} \sum_{j>i}^N \|H_i\|_F \|H_j\|_F \prod_{k=1, k \notin \{i,j\}}^N \|W_k\|_F \|X\|_F
\]

\[
\leq \|Y\|_F \|X\|_F \sum_{i=1}^{N-1} \sum_{j>i}^N \left( \frac{\|H_j\|_F^2 + \|H_i\|_F^2}{2} \right) \left( \frac{\sum_{k=1, k \notin \{i,j\}}^N \|W_k\|_F^2}{N-2} \right) \frac{N-2}{2}
\]

\[
\leq \frac{\|Y\|_F \|X\|_F (N-1)}{2(N-1) \frac{N-1}{2}} \left( \sum_{i=1}^N \|H_i\|_F^2 \right) \left( \frac{\sum_{k=1}^N \|W_k\|_F^2}{N-2} \right) \frac{N-2}{2}
\]

where in the first step we used Cauchy-Schwarz inequality. Similarly, we have for \( N > 2 \) and odd,

\[
\|Y\|_F \sum_{i=1}^{N-1} \sum_{j>i}^N \|H_i\|_F \|H_j\|_F \prod_{k=1, k \notin \{i,j\}}^N \|W_k\|_F \|X\|_F
\]

\[
\leq \|Y\|_F \|X\|_F \sum_{i=1}^{N-1} \sum_{j>i}^N \left( \frac{\|H_j\|_F^2 + \|H_i\|_F^2}{2} \right) \left( \frac{\sum_{k=1, k \notin \{i,j\}}^N \|W_k\|_F^2}{N-1} \right) \frac{N-1}{2}
\]

\[
\leq \frac{\|Y\|_F \|X\|_F (N-1)}{2(N-1) \frac{N-1}{2}} \left( \sum_{i=1}^N \|H_i\|_F^2 \right) \left( \frac{\sum_{k=1}^N \|W_k\|_F^2}{N-1} \right) \frac{N-1}{2}
\]

Before we start with the proof of Proposition 4.6.0.1, we require the following technical results.

**Lemma A.3.0.1.** Let \( h \in G(C) \) be twice continuously differentiable on \( C \). Then, the following identity holds

\[
D_h(x^k, y^k) = \int_0^1 (1 - t) \int_0^1 \left\langle \nabla^2 h \left( x^k + (1 - t_1) t (y^k - x^k) \right), (y^k - x^k), (x^k - y^k) \right\rangle dt_1 dt.
\]

**Proof.** With repetitive application of fundamental theorem of calculus we have

\[
h(x^k) - h(y^k) = \left\langle \nabla h(y^k), x^k - y^k \right\rangle
\]

\[
= \int_0^1 \left\langle \nabla h(x^k + t(y^k - x^k)), x^k - y^k \right\rangle dt,
\]

\[
= \int_0^1 \left( \int_0^1 \nabla^2 h \left( (1 - t_1) t (y^k - x^k) + t_1 y^k \right), (1 - t) (x^k - y^k) \right) dt_1, x^k - y^k \right\rangle dt,
\]

\[
= \int_0^1 \left( \int_0^1 \nabla^2 h \left( x^k + t_1 (1 - t_1) t (y^k - x^k) \right), (1 - t) (x^k - y^k) \right) dt_1, x^k - y^k \right\rangle dt,
\]

\[
= \int_0^1 (1 - t) \int_0^1 \left\langle \nabla^2 h \left( x^k + t_1 (1 - t_1) t (y^k - x^k) \right), (x^k - y^k), x^k - y^k \right\rangle dt_1 dt.
\]

\[
\square
\]
Henceforth, we use the following notation. Let \( n \) be a positive integer and let \( k_i \) be a non-negative integer for \( i \in \{1, \ldots, m\} \) satisfying \( k_1 + \ldots + k_m = n \), then we denote
\[
\binom{n}{k_1, k_2, \ldots, k_m} := \frac{n!}{k_1! k_2! \ldots k_m!},
\]
which is also known as multinomial coefficient.

**Lemma A.3.0.2.** With the following kernel generating distance
\[
H_1(W_1, \ldots, W_N) = \left(\frac{\|W_1\|_F^2 + \ldots + \|W_N\|_F^2}{N}\right)^N,
\]
the gradient with respect for \( W_i \), for any \( i \in \{1, \ldots, N\} \), is given by
\[
\nabla_{W_i} H_1(W_1, \ldots, W_N) = \frac{2}{N^N} \binom{N}{N-1, 1} \left(\|W_1\|_F^2 + \ldots + \|W_N\|_F^2\right)^{N-1} W_i,
\]
and the following lower bound holds true
\[
\langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \frac{2N!}{N^N} \sum_{i=1}^N \|H_i\|_F^2 \prod_{k=1, k \neq i}^N \|W_k\|_F^2,
\]
and the following upper bound holds true
\[
\langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \left(\frac{2(2N-1)}{N^{N-1}}\right) \left(\sum_{k=1}^N \|H_k\|_F^2\right) \left(\sum_{k=1}^N \|W_k\|_F^2\right)^{N-1}.
\]

**Proof.** Consider the following
\[
\left(\frac{\|W_1 + H_1\|_F^2 + \ldots + \|W_N + H_N\|_F^2}{N}\right)^N = \left(\frac{\|W_1\|_F^2 + \|H_1\|_F^2 + 2 \langle W_1, H_1 \rangle + \ldots + \|W_N\|_F^2 + \|H_N\|_F^2 + \ldots}{N}\right)^N.
\]
Consider only the first order terms in the expansion, from which the following gradient with respect for \( W_i \), for any \( i \in \{1, \ldots, N\} \), is obtained
\[
\nabla_{W_i} H_1(W_1, \ldots, W_N) = \frac{2}{N^N} \binom{N}{N-1, 1} \left(\|W_1\|_F^2 + \ldots + \|W_N\|_F^2\right)^{N-1} W_i.
\]
Now considering only the second order terms, we have
\[
\frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle
\]
\[
= \frac{1}{2} \frac{2}{N^N} \sum_{i=1}^N \binom{N}{1, N-1} \|H_i\|_F^2 \left(\sum_{k=1}^N \|W_k\|_F^2\right)^{N-1}
\]
\[
+ \frac{1}{2} \frac{2^3}{N^N} \binom{N}{2, N-2} \langle \langle W_1, H_1 \rangle + \ldots + \langle W_N, H_N \rangle \rangle^2 \left(\sum_{k=1}^N \|W_k\|_F^2\right)^{N-2}.
\]
Since, the second term in the right hand side is always non-negative, the following result holds
\[
\frac{1}{2} \left( \langle H_1, \ldots, H_N \rangle, \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \right) \geq \frac{1}{2} \frac{2^N N^2}{N^2} \sum_{i=1}^{N} \| H_i \|_F^2 \Pi_{k=1}^{N} \| W_k \|_F^2.
\]
This proves the lower bound. Now, we prove the upper bound. With application of Cauchy-Schwarz inequality, we have
\[
\frac{1}{2} \frac{2^3}{N^2} \left( \frac{N}{2}, N-2 \right) \left( \sum_{k=1}^{N} \| W_k \|_F^2 \right)^N \leq \frac{1}{2} \frac{2^4}{N^2} \left( \frac{N}{2}, N-2 \right) \left( \sum_{k=1}^{N} \| H_k \|_F^2 \right)^N \leq \frac{2^3}{N^2} \left( \frac{N}{2}, N-2 \right) \left( \sum_{k=1}^{N} \| H_k \|_F^2 \right)^N \frac{2(2N-1)}{N(N-1)} \left( \sum_{k=1}^{N} \| W_k \|_F^2 \right)^N.
\]
Now we finally have
\[
\left( \langle H_1, \ldots, H_N \rangle, \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \right) \leq \frac{2^{N-1}}{N(N-1)} \left( \sum_{k=1}^{N} \| H_k \|_F^2 \right) \left( \sum_{k=1}^{N} \| W_k \|_F^2 \right)^N.
\]

**Lemma A.3.0.3.** Denote for any \( k \geq 1 \), \( x^k = (W_1^k, \ldots, W_N^k) \), \( \Delta_k := x^k - x^{k-1} \) and the following
\[
B_k := \left( \frac{2(N-1)}{N(N-1)} \right) \| \Delta_k \|^2 \left( 2 \| x^k \|^2 + 2 \| \Delta_k \|^2 \right)^{(N-1)}.
\]
The following upper bound holds true
\[
D_{H_1}(x^k, y^k) \leq \gamma_k^2 B_k.
\]

**Proof.** From Lemma A.3.0.1, we have
\[
\int_0^1 (1-t) \int_0^1 \left( \nabla^2 H_1 \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right) \right) \left( x^k - y^k, x^k - y^k \right) dt_1 dt
\]
\[
= \gamma_k^2 \int_0^1 (1-t) \int_0^1 \left( \nabla^2 H_1 \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right) \right) \left( x^k - x^{k-1}, x^k - x^{k-1} \right) dt_1 dt,
\]
\[
\leq \gamma_k^2 \int_0^1 (1-t) \int_0^1 \frac{2(N-1)}{N(N-1)} \left( \| x^k - x^{k-1} \|^2 \right) \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right)^{(2N-2)} dt_1 dt,
\]
where in the last step we used the upper bound from Lemma A.3.0.2. Using the following inequality
\[
\left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right)^2 \leq 2 \left( x^k \right)^2 + 2(t_1 + (1-t_1)t)^2 \gamma_k^2 \left( x^k - x^{k-1} \right)^2
\]
\[
\leq 2 \left( x^k \right)^2 + 2 \left( x^k - x^{k-1} \right)^2,
\]

A.3. Bregman distance and L-smad property
where in the last step we used $\gamma_k^2 \leq 1$ and $(t_1 + (1 - t_1)t)^2 \leq 1$. With $\int_0^1 (1 - t)dt = \frac{1}{2}$ the result follows. \qed

**Lemma A.3.0.4.** With the following kernel generating distance

$$H_2(W_1, \ldots, W_N) = \left(\|W_1\|^2_F + \|W_2\|^2_F + \cdots + \|W_N\|^2_F\right)^{\frac{N}{2}},$$

the gradient with respect for $W_i$, for any $i \in \{1, \ldots, N\}$, is given by

$$\nabla_{W_i} H_2(W_1, \ldots, W_N) = \frac{1}{N^{\frac{N}{2} - 1}} \left(\|W_1\|^2_F + \cdots + \|W_N\|^2_F\right)^{\frac{N}{2} - 1} W_i,$$

and the following lower bound holds true

$$\langle (H_1, \ldots, H_N), \nabla^2 H_2(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \frac{1}{N^{\frac{N}{2} - 1}} \left(\|H_1\|^2_F + \cdots + \|H_N\|^2_F\right) \left(\sum_{k=1}^{N} \|W_k\|^2_F\right)^{\frac{N-2}{2}},$$

and the following upper bound holds true

$$\langle (H_1, \ldots, H_N), \nabla^2 H_2(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \left(\frac{N - 1}{N^{\frac{N}{2} - 1}}\right) \left(\sum_{k=1}^{N} \|H_k\|^2_F\right) \left(\sum_{k=1}^{N} \|W_k\|^2_F\right)^{\frac{N-2}{2}}.$$

The proof of Lemma A.3.0.4 is similar to the proof of Lemma A.3.0.2, thus we skip the details for brevity.

**Lemma A.3.0.5.** Denote for any $k \geq 1$, $x^k = (W_1^k, \ldots, W_N^k)$, $\Delta_k := x^k - x^{k-1}$ and the following

$$C_k := \left(\frac{N - 1}{N^{\frac{N}{2} - 1}}\right) \|\Delta_k\|^2 \left(2 \|x^k\|^2 + 2 \|\Delta\|^2\right)^{\frac{N-2}{2}}.$$

The following holds

$$D_{H_2}(x^k, y^k) \leq \gamma_k^2 C_k.$$

The proof of Lemma A.3.0.5 is similar to the proof of Lemma A.3.0.3, thus we skip the details for brevity.

### A.3.1 Proof of Proposition 4.6.0.1

We need to prove the convexity of $LH_a - g$. From Lemma A.3.0.2 we obtain

$$\frac{N^N}{2N!} \langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \sum_{i=1}^{N} \|H_i\|^2_F \Pi_{k=1, k \notin \{i,j\}}^{N} \|W_k\|^2_F$$

Similarly from Lemma A.3.0.4 we obtain

$$\frac{N^N}{2 \left(\frac{N}{2} - 1\right)} \langle (H_1, \ldots, H_N), \nabla^2 H_2(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \left(\|H_1\|^2_F + \cdots + \|H_N\|^2_F\right) \left(\sum_{k=1}^{N} \|W_k\|^2_F\right)^{\frac{N-2}{2}}$$

Thus, now invoking Proposition A.3.0.1, we obtain the result. \qed
A.3.2 Results for $H_3$.

Lemma A.3.2.1. With the following kernel generating distance

$$H_3(W_1, \ldots, W_N) = \left( \frac{\|W_1\|^2_F + \|W_2\|^2_F + \ldots + \|W_N\|^2_F + 1}{N+1} \right)^{\frac{N+1}{2}},$$

the gradient with respect for $W_i$, for any $i \in \{1, \ldots, N\}$, is given by

$$\nabla_{W_i} H_3(W_1, \ldots, W_N) = 2\left( \frac{\frac{N+1}{2}}{(N+1)\frac{N+1}{2}} \right)^{\frac{N+1}{2}} \left( \sum_{k=1}^{N} \|W_k\|^2_F \right) \left( \sum_{k=1}^{N} \|W_k\|^2_F + 1 \right)^{\frac{N-1}{2}} W_i,$$

and the following lower bound holds true

$$\langle (H_1, \ldots, H_N), \nabla^2 H_3(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \frac{2}{(N+1)^{\frac{N+1}{2}}} \left( \sum_{k=1}^{N} \|H_k\|^2_F \right)^2 \left( \left( \sum_{k=1}^{N} \|W_k\|^2_F \right) + 1 \right)^{\frac{N-1}{2}},$$

and the following upper bound holds true

$$\langle (H_1, \ldots, H_N), \nabla^2 H_3(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \frac{N}{(N+1)^{\frac{N+1}{2}}} \left( \sum_{k=1}^{N} \|H_k\|^2_F \right)^{\frac{N-1}{2}} \left( \left( \sum_{k=1}^{N} \|W_k\|^2_F \right) + 1 \right)^{\frac{N-1}{2}}.$$

The proof of Lemma A.3.2.1 is similar to the proof of Lemma A.3.0.2, thus we skip the details for brevity.

Lemma A.3.2.2. Denote for any $k \geq 1$, $x_k = (W_1^k, \ldots, W_N^k)$, $\Delta_k := x_k - x_{k-1}$ and the following

$$D_k := \frac{N}{(N+1)^{\frac{N+1}{2}}} \|\Delta_k\|^2 \left( 2 \|x_k\|^2 + 2 \|\Delta\|^2 + 1 \right)^{\frac{N-1}{2}}.$$

Then, the condition $D_{H_3}(x^k, y^k) \leq \gamma_k^2 D_k$ holds true.

The proof of Lemma A.3.2.2 is similar to the proof of Lemma A.3.0.3, thus we skip the details for brevity.

A.3.3 Proof of Proposition 4.6.0.2.

We need to prove the convexity of $LH_b - q$. From Lemma A.3.0.2 we obtain

$$\frac{N^N}{2N!} \langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \sum_{i=1}^{N} \|H_i\|^2_F \Pi_{k=1, k \notin \{i,j\}}^{N} \|W_k\|^2_F.$$

Similarly, from Lemma A.3.2.1 we obtain

$$(N+1)^{\frac{N-1}{2}} \langle (H_1, \ldots, H_N), \nabla^2 H_3(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \left( \sum_{i=1}^{N} \|H_i\|^2_F \right) \left( \left( \sum_{k=1}^{N} \|W_k\|^2_F \right) + 1 \right)^{\frac{N-1}{2}}$$
and invoking Proposition A.3.0.1, we obtain the result. The proof of $LH_b + g$ is similar (see Remark 2.1 of [28]).

### A.4 Proof of Lemma 4.7.2.2

**Proof.** In the expansion $S_N(W_1 + H_1, \ldots, W_N + H_N)$, in order to obtain the first order term containing $H_i$, we can set the other $H_i$ terms to zero and perform the expansion. In that case, we obtain the following first order term containing $H_i$:

$$\Delta_{i,N} = \sigma'_N(W_NS_{N-1}) \circ W_N \Delta_{i,N-1},$$

$$\Delta_{i,N-1} = \sigma'_{N-1}(W_{N-1}S_{N-2}) \circ W_{N-1} \Delta_{i,N-2},$$

$$\ldots,$$

$$\Delta_{i,i} = \sigma'_i(W_iS_{i-1}) \circ H_iS_{i-1}.\quad (A.4.1)$$

Here, the only technique we have applied is the first order Taylor expansion as in Lemma 4.7.2.1. Similarly, for the second order term which couples $H_i, H_j$ where $i \neq j$ is the following:

$$\Delta_{i,j,N} = \sigma'_N(W_NS_{N-1}) \circ W_N \Delta_{i,j,N-1},$$

$$\Delta_{i,j,N-1} = \sigma'_{N-1}(W_{N-1}S_{N-2}) \circ W_{N-1} \Delta_{i,j,N-2},$$

$$\ldots,$$

$$\Delta_{i,j,i+1} = \sigma'_{i+1}(W_{i+1}S_{i}) \circ W_{i+1} \Omega_{i,j,i},$$

$$\Omega_{i,j,i} = \sigma'_i(W_iS_{i-1}) \circ H_i \Delta_{i,j,i-1},$$

$$\Delta_{i,j,i-1} = \sigma'_{i-1}(W_{i-1}S_{i-2}) \circ W_{i-1} \Delta_{i,j,i-2},$$

$$\Delta_{i,j,i-2} = \sigma'_{i-2}(W_{i-2}S_{i-3}) \circ W_{i-2} \Delta_{i,j,i-3},$$

$$\ldots,$$

$$\Delta_{i,j,j} = \sigma'_j(W_jS_{j-1}) \circ H_j S_{j-1}.\quad (A.4.2)$$

Using the second order Taylor expansion and first order Taylor expansion, the second order term containing just $H_i$ is the following:

$$\Delta_{i,i,N} = \sigma'_N(W_NS_{N-1}) \circ W_N \Delta_{i,i,N-1},$$

$$\Delta_{i,i,N-1} = \sigma'_{N-1}(W_{N-1}S_{N-2}) \circ W_{N-1} \Delta_{i,i,N-2},$$

$$\ldots,$$

$$\Delta_{i,i,i+1} = \sigma'_{i+1}(W_{i+1}S_{i}) \circ W_{i+1} \Delta_{i,i,i},$$

$$\Delta_{i,i,i} = \frac{1}{2} \sigma''_i(W_iS_{i-1}) \circ H_i S_{i-1} \circ H_i S_{i-1}.\quad (A.4.3)$$

□
A.5 Proof of Lemma 4.7.2.3

Proof. Considering $f_1(W_1 + H_1, \ldots, W_N + H_N)$ we obtain

$$
\frac{1}{2} \left\| Y - S_N - \sum_{i=1}^{N} \Delta_{i,N} - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \Delta_{i,j,N} \right\|^2 = \frac{1}{2} \left\| Y - S_N - \sum_{i=1}^{N} \Delta_{i,N} - \frac{1}{2} \sum_{i=1}^{N} \Delta_{i,N} - \sum_{i=1}^{N} \sum_{j=1,j>i}^{N} \Delta_{i,j,N} \right\|^2.
$$

Considering up to second order terms we obtain

$$
\frac{1}{2} \| Y - S_N \|^2 - \sum_{i=1}^{N} \langle \Delta_{i,N}, Y - S_N \rangle + \frac{1}{2} \left\| \sum_{i=1}^{N} \Delta_{i,N} \right\|^2 - \frac{1}{2} \sum_{i=1}^{N} \langle \Delta_{i,i,N}, Y - S_N \rangle - \sum_{i=1}^{N} \sum_{j=1,j>i}^{N} \langle \Delta_{i,j,N}, Y - S_N \rangle.
$$

Note that the first order term is the following:

$$
- \sum_{i=1}^{N} \langle \Delta_{i,N}, Y - S_N \rangle,
$$

and the second order term is the following:

$$
\frac{1}{2} \left\| \sum_{i=1}^{N} \Delta_{i,N} \right\|^2 - \frac{1}{2} \sum_{i=1}^{N} \langle \Delta_{i,i,N}, Y - S_N \rangle - \sum_{i=1}^{N} \sum_{j=1,j>i}^{N} \langle \Delta_{i,j,N}, Y - S_N \rangle.
$$

The goal is to obtain an upper bound on the second order term. Note that the following holds true:

$$
\frac{1}{2} \left\| \sum_{i=1}^{N} \Delta_{i,N} \right\|^2 \leq \frac{N}{2} \sum_{i=1}^{N} \left\| \Delta_{i,N} \right\|^2.
$$

For certain $i \in \{1, \ldots, N\}$, consider the following calculation using the Assumption B:

$$
\| S_i \|^2 = \| \sigma_i(W_i \ldots \sigma_1(W_1 X)) \|^2 
\leq 2C_i^2 \| W_i \sigma_{i-1}(\ldots) \|^2 + 2D_i^2 d_i d_0 
\leq 2C_i^2 \| W_i \|^2 \| \sigma_{i-1}(\ldots \sigma_1(W_1 X)) \|^2 + 2D_i^2 d_i d_0 
\leq 2C_i^2 \| W_i \|^2 \| S_{i-1} \|^2 + 2D_i^2 d_i d_0
$$

On recursive application of the above result, for certain $i \in \{1, \ldots, N\}$, we have:

$$
\| S_i \|^2 \leq \left( \prod_{j=1}^{i} 2C_j^2 \| W_j \|^2 \right) \| X \|^2 + 2D_i^2 (d_i d_0) + \sum_{j=1}^{i-1} 2D_j^2 (d_j d_0) \left( \prod_{p=j+1}^{i} 2C_p^2 \| W_p \|^2 \right)
= \sum_{j=0}^{i} \delta_{i,j} \left( \prod_{p=j+1}^{i} \| W_p \|^2 \right),
$$

where we denoted coefficients of the second term with $\delta_{i,j}$ in the third term. Using Generalized AM-GM inequality we obtain the following:

$$
\sum_{j=0}^{i} \delta_{i,j} \left( \prod_{p=j+1}^{i} \| W_p \|^2 \right) \leq \sum_{j=0}^{i} \delta_{i,j} \left( \sum_{p=j+1}^{i} \| W_p \|^2 \right)^{i-j} = \sum_{j=0}^{i} \omega_{i,j} \left( \sum_{j=1}^{i} \| W_p \|^2 \right)^{i-j},
$$
where $\omega_{i,j} := \frac{\delta_{i,j}}{(i-j)^{i-j}}$ for $i > j$. Thus, the following holds true:

$$\|S_i\|^2 \leq \sum_{j=0}^{i} \delta_{i,j} \left( \prod_{p=j+1}^{i} \|W_p\|^2 \right) \leq \sum_{j=0}^{i} \omega_{i,j} \left( \sum_{p=1}^{i} \|W_p\|^2 \right)^{i-j}. \quad (A.5.1)$$

For certain $i \in \{1, \ldots, N\}$, considering the second order term $\|\Delta_{i,N}\|^2$, using the previously calculation of $\|S_i\|^2$ and Generalized AM-GM inequality we obtain the following:

$$\|\Delta_{i,N}\|^2 \leq \left( \prod_{j=(i+1)}^{N} E_j \|W_j\|^2 \right) E_i \|H_i\|^2 \|S_{i-1}\|^2,$$

$$\leq (E^2)^{N-i+1} \left( \prod_{j=(i+1)}^{N} \|W_j\|^2 \right) \|H_i\|^2 \|S_{i-1}\|^2,$$

$$\leq (E^2)^{N-i+1} \sum_{j=0}^{i-1} \delta_{i-1,j} \left( \prod_{p=(j+1),p\neq i}^{N} \|W_p\|^2 \right) \|H_i\|^2,$$

$$\leq (E^2)^{N-i+1} \sum_{j=0}^{i-1} \bar{\theta}_{i,j} \left( \sum_{p=(j+1),p\neq i}^{N} \|W_p\|^2 \right)^{N-j-1} \|H_i\|^2,$$

where $\bar{\theta}_{i,j} = \frac{\delta_{i-1,j}}{(N-j-1)^{N-j-1}}$.

For certain $i \in \{1, \ldots, N\}$, considering the second order term $\|\Delta_{i,i,N}\|$, using the previously calculation of $\|S_i\|^2$ and Generalized AM-GM inequality we obtain the following:

$$\|\Delta_{i,i,N}\|$$

$$\leq \frac{1}{2} \left( \prod_{j=(i+1)}^{N} E_j \|W_j\| \right) F_i \|H_i\|^2 \|S_{i-1}\|^2,$$

$$\leq \frac{1}{4} F(E)^{N-i} \left( \prod_{j=(i+1)}^{N} \|W_j\|^2 \right) \|H_i\|^2 \|S_{i-1}\|^2 + \frac{1}{4} F(E)^{N-i} \|H_i\|^2 \|S_{i-1}\|^2,$$

$$\leq \frac{1}{4} F(E)^{N-i} \left( \prod_{j=(i+1)}^{N} \|W_j\|^2 \right) \|H_i\|^2 \|S_{i-1}\|^2 + \frac{1}{4} F(E)^{N-i} \sum_{j=0}^{i-1} \omega_{i-1,j} \left( \sum_{p=1}^{i} \|W_p\|^2 \right)^{i-j-1} \|H_i\|^2,$$

$$\leq \frac{1}{4} F(E)^{N-i} \sum_{j=0}^{i-1} \bar{\theta}_{i,j} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \|H_i\|^2 + \frac{1}{4} F(E)^{N-i} \sum_{j=0}^{i-1} \omega_{i-1,j} \left( \sum_{p=1}^{i} \|W_p\|^2 \right)^{i-j-1} \|H_i\|^2.$$


Similarly, we obtain the following upper bound on $\|\Delta_{i,N}\|_S$:

$$
\|\Delta_{i,N}\|_S \leq \frac{1}{2} \left( \prod_{j=(i+1)}^N E_j \|W_j\| \right) F_i \|H_i\|^2 \|S_{i-1}\|^2 \|S_N\|^2,
$$

$$
\leq \frac{1}{4} E^{N-i} F \left( \prod_{j=(i+1)}^N \|W_j\|^2 \right) \|H_i\|^2 \|S_{i-1}\|^2 + \|H_i\|^2 \|S_{i-1}\|^2 \|S_N\|^2,
$$

$$
\leq \frac{1}{4} E^{N-i} F \sum_{j=0}^{i-1} \theta_{i,j} \left( \sum_{p=1}^N \|W_p\|^2 \right)^{N-j} \|H_i\|^2,
$$

$$
+ \frac{1}{4} E^{N-i} F \left( \sum_{j=0}^{i-1} \sum_{j=0}^{i-1} \omega_{i-j} \omega_{N,j} \left( \sum_{p=1}^N \|W_p\|^2 \right)^{N-j-i+j-1} \right) \|H_i\|^2.
$$

where we use the following bound to bound the second term:

$$
\|H_i\|^2 \|S_{i-1}\|^2 \|S_N\|^2
$$

$$
\leq \left( \sum_{j=0}^{i-1} \omega_{i-j} \left( \sum_{p=1}^N \|W_p\|^2 \right)^{i-j-1} \right) \left( \sum_{j=0}^{N} \omega_{N,j} \left( \sum_{p=1}^N \|W_p\|^2 \right)^{N-j} \right) \|H_i\|^2,
$$

$$
= \left( \sum_{j=0}^{i-1} \sum_{j=0}^{N} \omega_{i-j} \omega_{N,j} \left( \sum_{p=1}^N \|W_p\|^2 \right)^{N-j-1} \right) \|H_i\|^2.
$$

Using similar techniques as above, we obtain the following upper bound on $\|\Delta_{i,j,N}\|$:

$$
\|\Delta_{i,j,N}\|
$$

$$
= \left( \prod_{p=i}^N E_p \right) \left( \prod_{p=i+1,p\neq j}^N \|W_p\| \right) \|H_j\| \|H_i\| \|S_{i-1}\|,
$$

$$
\leq \left( \prod_{p=i}^N E_p \right) \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \left( \prod_{p=i+1,p\neq j}^N \|W_p\|^2 \right) + \|S_{i-1}\|^2,
$$

$$
\leq E^{N-i+1} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \left( \prod_{p=i+1,p\neq j}^N \|W_p\|^2 \right) + E^{N-i+1} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \|S_{i-1}\|^2,
$$

$$
\leq \frac{E^{N-i+1}}{(N-i-1)^{N-i-1}} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \left( \sum_{p=i+1,p\neq j}^N \|W_p\|^2 \right)^{N-i-1} + E^{N-i+1} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \|S_{i-1}\|^2,
$$

$$
\leq E^{N-i+1} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \left( \sum_{p=1}^N \|W_p\|^2 \right)^{N-i-1} + \sum_{q=0}^{i-1} \omega_{i-1,q} \left( \sum_{p=1}^{i-1-q} \|W_p\|^2 \right)^{i-1-q},
$$

\[A.5. \text{Proof of Lemma 4.7.2.3}\]
where we used
\[
\left( \sum_{p=i+1, p \neq j}^{N} ||W_p||^2 \right)^{N-i-1} \leq \left( \sum_{p=1}^{N} ||W_p||^2 \right)^{N-i-1}
\]
and
\[
||S_{i-1}||^2 \leq \sum_{q=0}^{i-1} \omega_{i-1,q} \left( \sum_{p=1}^{i-1} ||W_p||^2 \right)^{i-1-q}.
\]

Based on the previously calculated terms and using similar techniques we obtain the following:

\[
\|\Delta_{i,j,N} \| \|S_N\| \leq \left( \prod_{p=(j+1)}^{N} E_p \|W_p\| \right) E_j \|H_j\| \left( \prod_{q=(i+1)}^{j-1} E_q \|W_q\| \right) E_i \|H_i\| \|S_{i-1}\| \|S_N\|,
\]

\[
\leq E^{N-i+1} \left( \|H_j\|^2 + \|H_i\|^2 \right) \left( \prod_{p=(j+1)}^{N} \|W_p\|^2 \right) \left( \prod_{q=(i+1)}^{j-1} \|W_q\|^2 \right) \|S_{i-1}\|^2 + \|S_N\|^2
\]

\[
\leq E^{N-i+1} \left( \|H_j\|^2 + \|H_i\|^2 \right) \left( \sum_{u=0}^{i-1} \hat{\delta}_{i-1,u} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-u-2} + \sum_{p=0}^{N} \omega_{N,p} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-p} \right),
\]

where with \( \hat{\delta}_{i-1,u} = \frac{\delta_{i-1,u}}{(N-u-2)^{N-u-2}} \), we used

\[
\left( \prod_{p=(i+1), p \neq j}^{N} \|W_p\|^2 \right) \|S_{i-1}\|^2 \leq \sum_{u=0}^{i-1} \delta_{i-1,u} \left( \prod_{p=(u+1), p \neq j}^{N} \|W_p\|^2 \right) \leq \sum_{u=0}^{i-1} \hat{\delta}_{i-1,u} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-u-2},
\]

\[
\|S_N\|^2 \leq \sum_{p=0}^{N} \omega_{N,p} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-p}.
\]

Using the previously calculated entities, we obtain the following upper bound on the second order term:

\[
\frac{1}{2} \left\| \sum_{i=1}^{N} \Delta_{i,N} \right\|^2 \leq \frac{N}{2} \sum_{i=1}^{N} \left\| \Delta_{i,N} \right\|^2 \leq \frac{N}{2} \sum_{i=1}^{N} \sum_{j=0}^{i-1} (E^2)^{N-i+1} \hat{\delta}_{i,j} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \|H_i\|^2.
\]
Consider the other second terms containing $\Delta_{i,i,N}$, we obtain the following result:

$$\left\langle \frac{1}{2} \sum_{i=1}^{N} \Delta_{i,i,N}, Y - S_N \right\rangle \leq \frac{1}{2} \sum_{i=1}^{N} \|\Delta_{i,i,N}\| \|Y\| + \frac{1}{2} \sum_{i=1}^{N} \|\Delta_{i,i,N}\| \|S_N\|,$$

$$\leq \frac{\|Y\|}{8} \sum_{i=1}^{N} \sum_{j=0}^{N-i} E^{N-i} \hat{\theta}_{i,j} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \|H_i\|^2 + \frac{\|Y\|}{8} \sum_{i=1}^{N} \sum_{j=0}^{N-i} \omega_{i,j} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{i-j-1} \|H_i\|^2,$$

$$+ \sum_{i=1}^{N} \sum_{j=0}^{N-i} \left( i-1 \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \|H_i\|^2,$$

$$+ \sum_{i=1}^{N} \sum_{j=0}^{N-i} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-i-1} \|H_i\|^2.$$

Using the notation that $0^0 := 1$ and considering the other second terms containing $\Delta_{i,j,N}$, we obtain the following result:

$$\left\langle \sum_{i=1}^{N} \sum_{j=1, j > i}^{N} \Delta_{i,j,N}, Y - S_N \right\rangle \leq \sum_{i=1}^{N} \sum_{j=1, j > i}^{N} \|\Delta_{i,j,N}\| \|Y\| + \sum_{i=1}^{N} \sum_{j=1, j > i}^{N} \|\Delta_{i,j,N}\| \|S_N\|,$$

$$\leq \sum_{i=1}^{N} \sum_{j=1, j > i}^{N} \|Y\| E^{N-i+1} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right)^{N-i-1} \left( \sum_{p=1}^{N-i} \|W_p\|^2 \right)^{i-1-q} \omega_{i-1,q} \left( \sum_{p=1}^{N-i} \|W_p\|^2 \right)^{i-1-q},$$

$$+ \sum_{i=1}^{N} \sum_{j=1, j > i}^{N} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \left( \sum_{u=0}^{i-1} \hat{\delta}_{i-1,u} \left( \sum_{p=1}^{N-i} \|W_p\|^2 \right)^{N-u-2} \right) + \sum_{i=1}^{N} \sum_{j=1, j > i}^{N} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-p} \omega_{i,j} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-p}.$$

Now, we consider all the terms we obtain in the second order terms to upper bound them even further such that they become manageable for further calculation. Simple manipulations provide the following term:

$$\frac{N}{2} \sum_{i=1}^{N} \sum_{j=0}^{N-i+1} (E^2)^{N-i+1} \hat{\theta}_{i,j} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \|H_i\|^2,$$

$$\leq \frac{N}{2} \max_{\{i \in \{1, \ldots, N\} \}} \quad \max_{\{j \in \{0, \ldots, i-1\} \}} \quad (E^2)^{N-i+1} \hat{\theta}_{i,j} \sum_{i=1}^{N} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{i-j-1} \|H_i\|^2,$$

$$\leq \Theta_1 \left( \sum_{j=0}^{N-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \sum_{i=1}^{N} \|H_i\|^2,$$

where

$$\Theta_1 := \frac{N}{2} \max_{\{i \in \{1, \ldots, N\} \}} \quad \max_{\{j \in \{0, \ldots, i-1\} \}} \quad (E^2)^{N-i+1} \hat{\theta}_{i,j}.$$

(A.5.2)
Similarly, the following calculation considers all the other remaining terms obtained in the upper bounds of the second order terms:

\[
\frac{\|Y\|_F^2}{8} \sum_{i=1}^{N} \sum_{j=0}^{i-1} \Phi_{N^{-i}} \tilde{\theta}_{i,j} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \|H_i\|^2
\]

\[
\leq \frac{\|Y\|_F^2}{8} \left( \max_{i \in \{1, \ldots, N\}} \max_{j \in \{0, \ldots, i-1\}} \Phi_{N^{-i}} \tilde{\theta}_{i,j} \right) \left( \sum_{j=0}^{N-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \left( \sum_{i=1}^{N} \|H_i\|^2 \right) \right),
\]

\[
= \Theta_2 \left( \sum_{j=0}^{N-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \left( \sum_{i=1}^{N} \|H_i\|^2 \right) \right),
\]

where \( \Theta_2 := \frac{\|Y\|_F^2}{8} \left( \max_{i \in \{1, \ldots, N\}} \max_{j \in \{0, \ldots, i-1\}} \Phi_{N^{-i}} \tilde{\theta}_{i,j} \right) \).

Simple manipulations result in the following:

\[
\frac{\|Y\|_F^2}{8} \sum_{i=1}^{N} \sum_{j=0}^{i-1} \Phi_{N^{-i}} \omega_{i,j} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{i-j-1} \|H_i\|^2
\]

\[
\leq \frac{\|Y\|_F^2}{8} \left( \max_{i \in \{1, \ldots, N\}} \max_{j \in \{0, \ldots, i-1\}} \Phi_{N^{-i}} \omega_{i,j} \right) \sum_{i=1}^{N-1} \sum_{j=0}^{i-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{i-j-1} \|H_i\|^2.
\]

\[
\leq \Theta_3 \left( \sum_{j=0}^{N-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \right) \sum_{i=1}^{N} \|H_i\|^2.
\]

where \( \Theta_3 := \frac{\|Y\|_F^2}{8} \left( \max_{i \in \{1, \ldots, N\}} \max_{j \in \{0, \ldots, i-1\}} \omega_{i,j} \Phi_{N^{-i}} \right) \).

Simple manipulations result in the following:

\[
\sum_{i=1}^{N} \sum_{j=0}^{i-1} \frac{F}{8} (E)^{N^{-i}} \tilde{\theta}_{i,j} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \|H_i\|^2
\]

\[
\leq \left( \max_{i \in \{1, \ldots, N\}} \max_{j \in \{0, \ldots, i-1\}} \frac{F}{8} (E)^{N^{-i}} \tilde{\theta}_{i,j} \right) \sum_{i=1}^{N-1} \sum_{j=0}^{i-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \|H_i\|^2,
\]

\[
\leq \Theta_4 \left( \sum_{j=0}^{N-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j-1} \right) \sum_{i=1}^{N} \|H_i\|^2,
\]

where \( \Theta_4 := \left( \max_{i \in \{1, \ldots, N\}} \max_{j \in \{0, \ldots, i-1\}} \frac{F}{8} (E)^{N^{-i}} \tilde{\theta}_{i,j} \right) \).
Simple manipulations result in the following:

\[
\sum_{i=1}^{N} \frac{1}{8} E^{N-i} F \left( \sum_{j=0}^{N-i} \sum_{j=0}^{N} \omega_{i-j} \omega_{N,j} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j+i-j-1} \right) \|H_i\|^2 \\
\leq \Theta_5 \left( \sum_{j=0}^{N} \sum_{j=0}^{N} \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-j+N-j-1} \left( \sum_{i=1}^{N} \|H_i\|^2 \right) \\
\leq \Theta_5 \left( \sum_{j=0}^{2N-2} \sum_{p=1}^{N} \|W_p\|^2 \right)^{j} \left( \sum_{i=1}^{N} \|H_i\|^2 \right)
\]

where \( \Theta_5 = \left( \max_{i=1,\ldots,N} \max_{j=0,\ldots,i-1} \max_{j=0,\ldots,N} \frac{E^{N-i} \omega_{i-j} \omega_{N,j}}{8} \right) \).

Simple manipulations result in the following:

\[
\sum_{i=1}^{N-1} \sum_{j=1,j>i}^{N} \frac{E^{N-i+1} \|Y\|}{(N-i-1)^{N-i-1}} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-i-1} \\
\leq \left( \max_{i=1,\ldots,N-1} \frac{E^{N-i+1} \|Y\|}{(N-i-1)^{N-i-1}} \right) \left( \sum_{i=1}^{N-1} \sum_{j=1,j>i}^{N} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-i-1} \right) \left( \sum_{i=1}^{N} \|H_i\|^2 \right) \\
\leq \Theta_6 \left( \sum_{i=1}^{N-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-i-1} \right) \left( \sum_{i=1}^{N} \|H_i\|^2 \right),
\]

where \( \Theta_6 = \frac{N-1}{4} \left( \max_{i=1,\ldots,N-1} \frac{E^{N-i+1} \|Y\|}{(N-i-1)^{N-i-1}} \right) \).

Simple manipulations result in the following:

\[
\sum_{i=1}^{N-1} \sum_{j=1,j>i}^{N} \|Y\| E^{N-i+1} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \sum_{q=0}^{i-1} \omega_{i-1,q} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{i-1-q} \\
\leq \left( \max_{i=1,\ldots,N-1} \max_{q \in \{0,\ldots,i-1\}} \frac{\|Y\| E^{N-i+1} \omega_{i-1,q}}{q} \sum_{j=1,j>i}^{N} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{N-2} \sum_{q=0}^{N-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{q} \sum_{i=1}^{N-1} \sum_{j=1,j>i}^{N} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \right) \sum_{q=0}^{N-1} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{q} \sum_{i=1}^{N-1} \sum_{j=1,j>i}^{N} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \\
\leq \Theta_7 \left( \sum_{q=0}^{N-2} \left( \sum_{p=1}^{N} \|W_p\|^2 \right)^{q} \right) \left( \sum_{i=1}^{N-1} \sum_{j=1,j>i}^{N} \left( \frac{\|H_j\|^2 + \|H_i\|^2}{4} \right) \right),
\]

where \( \Theta_7 = \frac{N-1}{4} \left( \max_{i=1,\ldots,N-1} \max_{q \in \{0,\ldots,i-1\}} \|Y\| E^{N-i+1} \omega_{i-1,q} \right) \).
Simple manipulations result in the following:

\[
\sum_{i=1}^{N-1} \sum_{j=1, j > i}^N E^{N-i+1} \left( \frac{||H_j||^2 + ||H_i||^2}{4} \right) \sum_{u=0}^{i-1} \sum_{p=1}^N \|W_p\|^2 \right) \right)^{N-u-2} \]

\[
\leq \left( \max_{i \in \{1, \ldots, N-1\}} \max_{u \in \{0, \ldots, i-1\}} E^{N-i+1} \delta_{i-1,u} \right) \sum_{i=1}^{N-1} \sum_{j=1, j > i}^N \left( \frac{||H_j||^2 + ||H_i||^2}{4} \right) \sum_{p=1}^N \|W_p\|^2 \right) \right)^{N-u-2} \]

\[
\leq \Theta_8 \left( \sum_{u=0}^{N-2} \left( \sum_{p=1}^N \|W_p\|^2 \right) \right) \left( \sum_{i=1}^N \|H_i\|^2 \right) ,
\]

where \( \Theta_8 = \frac{N-1}{4} \left( \max_{i \in \{1, \ldots, N-1\}} \max_{u \in \{0, \ldots, i-1\}} E^{N-i+1} \delta_{i-1,u} \right) .

Simple manipulations result in the following:

\[
\sum_{i=1}^{N-1} \sum_{j=1, j > i}^N E^{N-i+1} \left( \frac{||H_j||^2 + ||H_i||^2}{4} \right) \sum_{q=0}^N \omega_{N,q} \left( \sum_{p=1}^N \|W_p\|^2 \right) ^{N-q} \]

\[
\leq \left( \max_{i \in \{1, \ldots, N-1\}} \max_{q \in \{0, \ldots, N\}} E^{N-i+1} \omega_{N,q} \right) \sum_{i=1}^{N} \sum_{j=1, j > i}^N \left( \frac{||H_j||^2 + ||H_i||^2}{4} \right) \sum_{q=0}^N \left( \sum_{p=1}^N \|W_p\|^2 \right) ^{N-q} ,
\]

\[
\leq \Theta_9 \left( \sum_{q=0}^N \left( \sum_{p=1}^N \|W_p\|^2 \right) ^q \right) \left( \sum_{i=1}^N \|H_i\|^2 \right) ,
\]

where \( \Theta_9 = \frac{N-1}{4} \left( \max_{i \in \{1, \ldots, N-1\}} \max_{q \in \{0, \ldots, N\}} E^{N-i+1} \omega_{N,q} \right) .

Combining all the previously calculated terms, we obtain the following upper bound:

\[
\langle (H_1, \ldots, H_N), \nabla^2 f_1(W)(H_1, \ldots, H_N) \rangle ,
\]

\[
\leq \frac{1}{2} \left\| \sum_{i=1}^N \Delta_{i,N} \right\|^2 + \frac{1}{2} \sum_{i=1}^N \| \Delta_{i,i,N} \| \| Y \| + \frac{1}{2} \sum_{i=1}^N \| \Delta_{i,i,N} \| \| S_N \| + \sum_{i=1}^N \sum_{j=1, j > i}^N \| \Delta_{i,j,N} \| \| Y \| + \sum_{i=1}^N \sum_{j=1, j > i}^N \| \Delta_{i,j,N} \| \| S_N \| ,
\]

\[
\leq \left( \sum_{i=1}^9 \Theta_i \right) \sum_{u=0}^N \left( \sum_{p=1}^N \|W_p\|^2 \right) ^u \left( \sum_{i=1}^N \|H_i\|^2 \right) \left( \sum_{i=1}^N \Theta_1 + \Theta_2 + \Theta_3 + \Theta_4 + \Theta_5 \right) \left( \sum_{p=1}^N \|W_p\|^2 \right) ^{N-1} \left( \sum_{i=1}^N \|H_i\|^2 \right) \]

\[
+ \Theta_9 \left( \sum_{p=1}^N \|W_p\|^2 \right) ^N \left( \sum_{i=1}^N \|H_i\|^2 \right) + \Theta_5 \left( \sum_{j=0}^N \left( \sum_{p=1}^N \|W_p\|^2 \right) ^j \right) \left( \sum_{i=1}^N \|H_i\|^2 \right) .
\]
Appendix B

Appendix for CoCaIn BPG - Chapter 5

B.1 Proof of Lemma 5.5.0.1

Proof. From the three points identity (see (4.3.2)) we have

\[
D_h(y, x_2) = D_h(y, x_1) + D_h(x_1, x_2) + (\nabla h(x_1) - \nabla h(x_2), y - x_1)
\]

\[
= D_h(y, x_1) + D_h(x_1, x_2) + \gamma (\nabla h(x_1) - \nabla h(x_2), x_1 - x_2)
\]

\[
= D_h(y, x_1) + D_h(x_1, x_2) + \gamma (D_h(x_1, x_2) + D_h(x_2, x_1)).
\]

Now, from (5.5.1), we obtain that

\[
D_h(y, x_2) \leq \frac{1}{\alpha(h)} [D_h(x_1, y) + (\gamma \alpha(h) + 1 + \gamma) D_h(x_2, x_1)].
\]

On the other hand, since \(x_1 = (y + \gamma x_2) / (1 + \gamma)\), we can use the fact that \(u \rightarrow D_h(u, v)\), for a fixed \(v \in \text{int dom } h\), is a convex function and therefore

\[
D_h(x_1, y) \leq \frac{\gamma}{1 + \gamma} D_h(x_2, y) \leq \frac{\gamma}{\alpha(h)(1 + \gamma)} D_h(y, x_2),
\]

where the last inequality follows from (5.5.1). By combining the last two inequalities we derive that

\[
D_h(x_1, y) \leq \frac{\gamma}{\alpha(h)^2 (1 + \gamma)} [D_h(x_1, y) + (\gamma \alpha(h) + 1 + \gamma) D_h(x_2, x_1)],
\]

and, by re-arranging we have

\[
D_h(x_1, y) \leq \frac{\gamma (\gamma \alpha(h) + 1 + \gamma)}{\alpha(h)^2 (1 + \gamma) - \gamma} D_h(x_2, x_1).
\]

First, it is easy to verify that for \(\gamma < \alpha(h)^2 / (1 - \alpha(h)^2)\), the denominator is positive. In addition, to find \(\gamma\) such that

\[
\frac{\gamma (\gamma \alpha(h) + 1 + \gamma)}{\alpha(h)^2 (1 + \gamma) - \gamma} \leq \kappa,
\]
we will use simple algebraic manipulations. Indeed, by re-arranging we have
\[
\gamma^2 (\alpha (h) + 1) + \gamma \left( \frac{\alpha (h)^2 \kappa}{a} + 1 + \kappa - \frac{\alpha (h)^2}{b} \kappa \right) - \alpha (h)^2 \kappa \leq 0.
\]
Since \(\alpha (h)^2 \leq 1\), it follows that \(b > 0\). We also have that \(\Delta = b^2 + 4\alpha (h)^2 \kappa > 0\), and thus there exists a positive root denoted by \(\gamma^*\). Therefore, for any \(\gamma \in [0, \gamma^*]\), the desired result follows.

\[\square\]

**B.2 Proof of Lemma 5.6.0.1**

**Proof.** Fix \(k \geq 1\). From the convexity of \(f(\cdot) - (\alpha/2) \| \cdot \|^2\), which holds thanks to Assumption D(iii), we obtain from the sub-gradient inequality [150, Example 8.8 and Proposition 8.12] that
\[
f_0(x^k) - \frac{\alpha}{2} \| x^k \|^2 \geq f_0(x^{k+1}) - \frac{\alpha}{2} \| x^{k+1} \|^2 + \langle \xi^{k+1} - \alpha x^{k+1}, x^k - x^{k+1} \rangle,
\]
where \(\xi^{k+1} \in \partial f_0(x^{k+1})\). By rearranging the inequality we obtain
\[
f_0(x^k) \geq f_0(x^{k+1}) + \frac{\alpha}{2} \| x^{k+1} - x^k \|^2 + \langle \xi^{k+1}, x^k - x^{k+1} \rangle. \quad (B.2.1)
\]
From the optimality condition of step (5.4.5), we have that
\[
\xi^{k+1} + \nabla f_1(y^k) + \frac{1}{\tau_k} \left( \nabla h(x^{k+1}) - \nabla h(y^k) \right) = 0,
\]
which combined with (B.2.1) yields that
\[
f_0(x^k) \geq f_0(x^{k+1}) + \frac{\alpha}{2} \| x^{k+1} - x^k \|^2 - \langle \nabla f_1(y^k), x^k - x^{k+1} \rangle + \frac{1}{\tau_k} \left( \nabla h(y^k) - \nabla h(x^{k+1}), x^k - x^{k+1} \right)
\]
\[
= f_0(x^{k+1}) + \frac{\alpha}{2} \| x^{k+1} - x^k \|^2 - \langle \nabla f_1(y^k), x^k - x^{k+1} \rangle + \frac{1}{\tau_k} \left( D_h(x^k, x^{k+1}) + D_h(x^{k+1}, y^k) - D_h(x^k, y^k) \right),
\]
where the last equality follows from the three-points identity (see (4.3.2)). On the other hand, using the lower approximation given in (5.4.4) and the upper approximation given in (5.4.6), we have that
\[
f_1(x^k) \geq f_1(x^{k+1}) + \langle \nabla f_1(y^k), x^k - x^{k+1} \rangle - L_k D_h(x^k, y^k) - \bar{L}_k D_h(x^{k+1}, y^k).
\]
Combining the last two inequalities and using the fact that \(\tau_k^{-1} \geq \bar{L}_k\), implies that
\[
f(x^k) \geq f(x^{k+1}) + \frac{\alpha}{2} \| x^{k+1} - x^k \|^2 + \frac{1}{\tau_k} D_h(x^k, x^{k+1}) - \left( \frac{1}{\tau_k} + \bar{L}_k \right) D_h(x^k, y^k),
\]
which completes the proof. \[\square\]
B.3 Proof of Proposition 5.6.1.1

Proof. Multiplying (5.6.1) with $\tau_k$, we obtain
\[
\tau_k \left( f(x^k) - v(P) \right) \geq \tau_k \left( f(x^{k+1}) - v(P) \right) + \frac{\alpha \tau_k}{2} \left\| x^{k+1} - x^k \right\|^2 + D_h(x^k, x^{k+1}) - (1 + L_k \tau_k) D_h(x^k, y^k).
\]

By the definition of the Lyapunov function $f_\delta^k$ and the fact that $\tau_k \leq \tau_{k-1}$ we have
\[
f_\delta^k(x^k, x^{k-1}) \geq f_\delta^{k+1}(x^{k+1}, x^k) + \frac{\alpha \tau_k}{2} \left\| x^{k+1} - x^k \right\|^2 + (1 - \delta) D_h(x^k, x^{k+1}) + \delta D_h(x^{k-1}, x^k) - (1 + L_k \tau_k) D_h(x^k, y^k).
\]

With $1 - \delta > 0$ and the strong convexity of $h(\cdot)$, that follows from Assumption D(i), we obtain
\[
\frac{\alpha \tau_k}{2} \left\| x^{k+1} - x^k \right\|^2 + (1 - \delta) D_h(x^k, x^{k+1}) \geq \left( \frac{\alpha \tau_k}{2} + (1 - \delta) \frac{\sigma}{2} \right) \left\| x^{k+1} - x^k \right\|^2 \geq 0,
\]

where the last inequality holds, since $\tau_{k-1} \geq \bar{L}_k$ and $\bar{L}_k \geq -\alpha/(1 - \delta) \sigma$. Next, we observe that
\[
D_h(x^k, y^k) \leq \frac{\delta - \epsilon}{(1 + L_k \tau_k)} D_h(x^{k-1}, x^k) \leq \frac{\delta - \epsilon}{(1 + L_k \tau_k)} D_h(x^{k-1}, x^k),
\]

where the first inequality is due to the step (5.4.3) of the algorithm and the second inequality is due to fact that $\tau_k \leq \tau_{k-1}$. By rearranging we obtain,
\[
\delta D_h(x^{k-1}, x^k) - (1 + L_k \tau_k) D_h(x^k, y^k) \geq \epsilon D_h(x^{k-1}, x^k)
\]

thus completing the proof. \qed

B.4 Proof of Proposition 10.4.1.2

Proof. (i) This follows trivially from Proposition 5.6.1.1, since $\epsilon > 0$.

(ii) Let $n$ be a positive integer. Summing (5.6.3) from $k = 1$ to $n$ we get
\[
\sum_{k=1}^{n} D_h(x^{k-1}, x^k) \leq \frac{1}{\epsilon} \left( f_\delta^1(x^1, x^0) - f_\delta^{n+1}(x^{n+1}, x^n) \right) \leq \frac{1}{\epsilon} f_\delta^1(x^1, x^0), \tag{B.4.1}
\]

since $f_\delta^{n+1}(x^{n+1}, x^n) \geq 0$. Taking the limit as $n \to \infty$, we obtain the first desired assertion, from which we immediately deduce that $\left\{ D_h(x^{k-1}, x^k) \right\}_{k \in \mathbb{N}}$ converges to zero.

(iii) From (B.4.1) we also obtain,
\[
\min_{1 \leq k \leq n} D_h(x^{k-1}, x^k) \leq \frac{1}{\epsilon} f_\delta^1(x^1, x^0),
\]

which after division by $n$ yields the desired result. \qed
\section*{B.5 Proof of Theorem 5.6.2.1}

The set of all limit points of \( \{x^k\}_{k \in \mathbb{N}} \) is defined by
\[
\omega(x^0) := \{ \bar{x} \in \mathbb{R}^N : \exists \text{ an increasing sequence of integers } \{k_l\}_{l \in \mathbb{N}} \text{ s.t. } x^{k_l} \to \bar{x} \text{ as } l \to \infty \}.
\]

We first prove the following result.

\textbf{Lemma B.5.0.1.} Let \( \{x^k\}_{k \in \mathbb{N}} \) be a bounded gradient-like descent sequence for minimizing \( f_{\delta_1} \). Then, \( \omega(x^0) \) is a nonempty and compact subset of \( \text{crit} f \), and we have
\[
\lim_{k \to \infty} \text{dist}(x^k, \omega(x^0)) = 0. \tag{B.5.1}
\]

In addition, the objective function \( f \) is finite and constant on \( \omega(x^0) \).

\textbf{Proof.} Since \( \{x^k\}_{k \in \mathbb{N}} \) is bounded there is \( x^* \in \mathbb{R}^N \) and a subsequence \( \{x^{q_k}\}_{q \in \mathbb{N}} \) such that \( x^{q_k} \to x^* \) as \( q \to \infty \) and hence \( \omega(x^0) \) is nonempty. Moreover, the set \( \omega(x^0) \) is compact since it can be viewed as an intersection of compact sets. Now, from conditions (C1) and (C3), and the lower semicontinuity of \( f \) (which follows from the lower semi-continuity of \( f_0 \) and \( f_1 \), see Assumption A), we obtain
\[
\lim_{k \to \infty} D_h \left( x^{k-1}, x^k \right) \leq \lim_{k \to \infty} \| x^k - x^{k-1} \|^2 = 0
\]
and therefore
\[
\lim_{q \to \infty} f_{\delta_1}(x^{q+1}, x^q) = \lim_{q \to \infty} f(x^q) = f(x^*). \tag{B.5.2}
\]

On the other hand, from conditions (C1) and (C2), there is \( w^{k+1} \in \partial f_{\delta_1}(x^{k+1}, x^k), k \in \mathbb{N} \), such that \( w^{k+1} \to 0 \) as \( k \to \infty \). The closedness property of \( \partial f_{\delta_1} \) implies thus that \( 0 \in \partial f_{\delta_1}(x^*, x^*) = (\partial f(x^*), 0) \). This proves that \( x^* \) is a critical point of \( f \), and hence (B.5.1) is valid.

To complete the proof, let \( \lim_{k \to \infty} f_{\delta_1}(x^{k+1}, x^k) = l \in \mathbb{R} \). Then \( \{f_{\delta_1}(x^{q+1}, x^q)\}_{q \in \mathbb{N}} \) converges to \( l \) and from (B.5.2) we have \( f(x^*) = l \). Hence the restriction of \( f_{\delta_1} \) to \( \omega(x^0) \) equals \( l \).

We can now restate and prove Theorem 5.6.2.1.

\textbf{Theorem B.5.0.2.} Let \( \{x^k\}_{k \in \mathbb{N}} \) be a bounded gradient-like descent sequence for minimizing \( f_{\delta_1} \). If \( f \) and \( h \) satisfy the KL property, then the sequence \( \{x^k\}_{k \in \mathbb{N}} \) has finite length, i.e., \( \sum_{k=1}^{\infty} \| x^{k+1} - x^k \| < \infty \) and it converges to \( x^* \in \text{crit} f \).

\textbf{Proof.} Since \( \{x^k\}_{k \in \mathbb{N}} \) is bounded there exists a subsequence \( \{x^{q_k}\}_{q \in \mathbb{N}} \) such that \( x^{q_k} \to \bar{x} \) as \( q \to \infty \). In a similar way as in Lemma B.5.0.1 we get that
\[
\lim_{k \to \infty} f_{\delta_1}(x^{k+1}, x^k) = \lim_{k \to \infty} f(x^k) = f(\bar{x}). \tag{B.5.3}
\]

If there exists an integer \( \bar{k} \) for which \( f_{\delta_1}(x^{\bar{k}+1}, x^\bar{k}) = f(\bar{x}) \) then condition (C1) would imply that \( x^{\bar{k}+1} = x^\bar{k} \).

A trivial induction show then that the sequence \( \{x^k\}_{k \in \mathbb{N}} \) is stationary and the announced results are obvious. Since \( \{f_{\delta_1}(x^{k+1}, x^k)\}_{k \in \mathbb{N}} \) is a nonincreasing sequence, it is clear from (B.5.3) that \( f(\bar{x}) < f_{\delta_1}(x^{k+1}, x^k) \) for all \( k > 0 \). Again from (B.5.3) for any \( \eta > 0 \) there exists a nonnegative integer \( k_0 \) such that \( f_{\delta_1}(x^{k+1}, x^k) < f(\bar{x}) + \eta \) for all \( k > k_0 \). From Lemma B.5.0.1 we know that \( \lim_{k \to \infty} \text{dist}(x^k, \omega(x^0)) = 0 \). This means that for any \( \epsilon > 0 \) there exists a positive integer \( k_1 \) such that \( \text{dist}(x^k, \omega(x^0)) < \epsilon \) for all \( k > k_1 \).
From Lemma B.5.0.1 applied to \( f_{\delta_1} \), we know that \( \omega (x^0) \) is nonempty and compact and that the function \( f \) is finite and constant on \( \omega (x^0) \). Hence, we can apply the Uniformization Lemma 3.7.0.1 applied to \( f_{\delta_1} \), which satisfies the KL property since \( f \) and \( h \) do, with \( \Omega = \omega (x^0) \). Therefore, for any \( k \geq l := \max \{ k_0, k_1 \} + 1 \), we have

\[
\phi' \left( f_{\delta_1} \left( x^k, x^{k-1} \right) - f(\pi) \right) \text{dist} \left( 0, \partial f_{\delta_1} \left( x^k, x^{k-1} \right) \right) \geq 1. 
\]  
(B.5.4)

This makes sense since we know that \( f_{\delta_1} (x^k, x^{k-1}) > f(\pi) \) for any \( k > l \). Combining (B.5.4) with condition (C2), see Proposition 5.6.2.2, we get that

\[
\phi' \left( f_{\delta_1} \left( x^k, x^{k-1} \right) - f(\pi) \right) \geq \rho_2^{-1} \left( \| x^{k-1} - x^{k-2} \| + \| x^k - x^{k-1} \| \right)^{-1}. 
\]  
(B.5.5)

For convenience, we define for all \( p, q \in \mathbb{N} \) and \( \pi \) the following quantity

\[
\Delta_{p,q} := \phi \left( f_{\delta_1} \left( x^p, x^{p-1} \right) - f(\pi) \right) - \phi \left( f_{\delta_1} \left( x^q, x^{q-1} \right) - f(\pi) \right). 
\]

From the concavity of \( \phi \) we get that

\[
\Delta_{k,k+1} \geq \phi' \left( f_{\delta_1} \left( x^k, x^{k-1} \right) - f(\pi) \right) \left( f_{\delta_1} \left( x^{k+1}, x^{k} \right) - f_{\delta_1} \left( x^k, x^{k-1} \right) \right). 
\]  
(B.5.6)

Combining condition (C1) with (B.5.5) and (B.5.6) yields, for any \( k > l \), that

\[
\Delta_{k,k+1} \geq \frac{\rho^2}{\rho_1} \frac{\| x^{k-1} - x^{k-2} \| + \| x^k - x^{k-1} \| }{\| x^k - x^{k-1} \|^2}, 
\]

where \( \rho := \rho_2/\rho_1 \).

Using the fact that \( 2\sqrt{\alpha \beta} \leq \alpha + \beta \) for all \( \alpha, \beta \geq 0 \), we infer from the later inequality that

\[
4 \| x^k - x^{k-1} \| \leq \| x^{k-1} - x^{k-2} \| + \| x^k - x^{k-1} \| + 4 \rho \Delta_{k,k+1},
\]

and thus

\[
3 \| x^k - x^{k-1} \| \leq \| x^{k-1} - x^{k-2} \| + 4 \rho \Delta_{k,k+1}. 
\]  
(B.5.7)

Summing up (B.5.7) for \( i = l + 2, \ldots, k \) yields

\[
3 \sum_{i=l+2}^{k} \| x^{i} - x^{i-1} \| \leq \sum_{i=l+2}^{k} \| x^{i-1} - x^{i-2} \| + 4 \rho \sum_{i=l+2}^{k} \Delta_{l,i+1} \\
\leq \sum_{i=l+2}^{k} \| x^{i} - x^{i-1} \| + \| x^{l+1} - x^{l} \| + 4 \rho \sum_{i=l+2}^{k} \Delta_{l,i+1} \\
= \sum_{i=l+2}^{k} \| x^{i} - x^{i-1} \| + \| x^{l+1} - x^{l} \| + 4 \rho \Delta_{l+2,k+1},
\]

where the last equality follows from the fact that \( \Delta_{p,q} + \Delta_{q,r} = \Delta_{p,r} \) for all \( p, q, r \in \mathbb{N} \). Since \( \phi \geq 0 \), recalling the definition of \( \Delta_{l+2,k+1} \), we thus have for any \( k > l \) that

\[
2 \sum_{i=l+2}^{k} \| x^{i} - x^{i-1} \| \leq \| x^{l+1} - x^{l} \| + 4 \rho \phi \left( f_{\delta_1} \left( x^{l+2}, x^{l+1} \right) - f(\pi) \right),
\]
which implies that \( \sum_{k=1}^{\infty} \| x^{k+1} - x^k \| < \infty \), i.e., \( \{ x^k \}_{k \in \mathbb{N}} \) is a Cauchy sequence and hence together with Lemma B.5.0.1, we obtain the global convergence to a critical point.

**B.6 Proof of Proposition 5.6.2.2**

*Proof.* Fix \( k \geq K \). By the definition of the Lyapunov function \( f_{\delta_1} (\cdot, \cdot) \) we obtain that

\[
\partial f_{\delta_1} (x^{k+1}, x^k) = \left( \partial f (x^{k+1}) + \delta_1 \nabla^2 h (x^{k+1}) \left( x^{k+1} - x^k \right), \delta_1 (\nabla h (x^k) - \nabla h (x^{k+1})) \right).
\]

Writing the optimality condition of the optimization problem which defines \( x^{k+1} \) (see (5.4.5) and recall that for \( k \geq K \), we have that \( \tau_k = \tau \)) yields that

\[
0 \in \partial f_0 (x^{k+1}) + \nabla f_1 (y^k) + \frac{1}{\tau} \left( \nabla h (x^{k+1}) - \nabla h (y^k) \right).
\]

Therefore

\[
\nabla f_1 (x^{k+1}) - \nabla f_1 (y^k) + \frac{1}{\tau} \left( \nabla h (y^k) - \nabla h (x^{k+1}) \right) \in \partial f (x^{k+1}),
\]

and by defining

\[
w_1^{k+1} \equiv \nabla f_1 (x^{k+1}) - \nabla f_1 (y^k) + \frac{1}{\tau} \left( \nabla h (y^k) - \nabla h (x^{k+1}) \right) + \delta_1 \nabla^2 h (x^{k+1}) \left( x^{k+1} - x^k \right),
\]

and \( w_2^{k+1} \equiv \delta_1 \left( \nabla h (x^k) - \nabla h (x^{k+1}) \right) \) we obviously obtain that \( w^{k+1} \in \partial f_{\delta_1} (x^{k+1}, x^k) \) where \( w^{k+1} = (w_1^{k+1}, w_2^{k+1}) \). Since \( \{ x^k \}_{k \in \mathbb{N}} \) is a bounded sequence and both \( \nabla h \) and \( \nabla g \) are Lipschitz continuous on bounded subsets of \( \mathbb{R}^N \) (see Assumption E(ii)), there exists \( M > 0 \) such that

\[
\| w_1^{k+1} \| \leq \left\| \nabla f_1 (x^{k+1}) - \nabla f_1 (y^k) \right\| + \frac{1}{\tau} \left\| \nabla h (y^k) - \nabla h (x^{k+1}) \right\| + \delta_1 \left\| \nabla^2 h (x^{k+1}) \right\| \| x^{k+1} - x^k \|
\]

\[
\leq M \left( 1 + \frac{1}{\tau} \right) \| x^{k+1} - y^k \| + \delta_1 M \| x^{k+1} - x^k \|,
\]

where the last inequality follows also from the fact that \( \| \nabla^2 h (x^{k+1}) \| \leq M \), since \( \nabla h \) is Lipschitz continuous on bounded subsets of \( \mathbb{R}^N \). Using step (5.4.2) we obtain that

\[
\| w_1^{k+1} \| \leq M \left( 1 + \frac{1}{\tau} \right) \left( \| x^{k+1} - x^k \| + \gamma_k \| x^k - x^{k-1} \| \right) + \delta_1 M \| x^{k+1} - x^k \|
\]

\[
\leq M \left( 1 + \delta_1 + \frac{1}{\tau} \right) \| x^{k+1} - x^k \| + M \left( 1 + \frac{1}{\tau} \right) \| x^k - x^{k-1} \|,
\]

where we have used the fact that \( \gamma_k \leq 1 \), \( k \in \mathbb{N} \). Since, we also have that

\[
\| w_2^{k+1} \| = \delta_1 \| \nabla h (x^k) - \nabla h (x^{k+1}) \| \leq \delta_1 M \| x^{k+1} - x^k \|,
\]

the desired result is proved and condition (C2) also holds true. \( \square \)
B.7 Proof of Proposition 5.6.2.3

Proof. Consider a subsequence \( \{x^{n_k}\}_{k \in \mathbb{N}} \) which converges to \( x^* \) (there exists such a subsequence since the sequence \( \{x^k\}_{k \in \mathbb{N}} \) is assumed to be bounded). Using Proposition 5.6.2.1(ii) and the strong convexity of \( h(\cdot) \), we obtain that \( \lim_{k \to \infty} \|x^k - x^{k-1}\| = 0 \). Therefore, the sequence \( \{x^{n_k-1}\}_{k \in \mathbb{N}} \) also converges to \( x^* \). From the definition of \( y^k \); see (5.4.2), it also follows that \( \{y^{n_k-1}\}_{k \in \mathbb{N}} \) also converges to \( x^* \). In addition, since \( h \) is continuously differentiable on \( \mathbb{R}^N \), we have that \( \lim_{k \to \infty} D_h(x^*, y^{n_k-1}) = 0 \). Now, from (5.4.5), it follows (after some simplifications), for all \( k \geq K \), that

\[
 f(x^k) \leq f_0(x^*) + \langle x^* - x^k, \nabla f_1(y^{k-1}) \rangle + \frac{1}{\tau} D_h(x^*, y^{k-1}) - \frac{1}{\tau} D_h(x^k, y^{k-1}).
\]

Substituting \( k \) by \( n_k \) and letting \( k \to \infty \), we obtain from the fact that \( f_1 \) is continuously differentiable on \( \mathbb{R}^N \), that

\[
 \limsup_{k \to \infty} f_0(x^{n_k}) \leq f_0(x^*).
\]

Using this, and recalling that here \( f_1 \) is continuous, we obtain that \( \limsup_{k \in \mathcal{K} \subset \mathbb{N}} f(x^{n_k}) \leq f(x^*) \), where \( \mathcal{K} = \{n_k : k \geq K\} \). \( \Box \)

B.8 Proof of Lemma B.8.0.1

Lemma B.8.0.1 (Closed form inertia). For \( h \) defined in (5.7.6), we obtain the following gradient

\[
 \nabla h(x) = (\|x\|^2 + 1)x, \tag{B.8.1}
\]

and for any \( a \in \mathbb{R}^N \), we have

\[
 \frac{1}{2} \langle a, \nabla^2 h(x)a \rangle \leq \frac{3}{2} \|x\|^2 \|a\|^2 + \frac{1}{2} \|a\|^2. \tag{B.8.2}
\]

Proof. Consider the expansion at \( x + a \) till second order terms, we thus have

\[
 h(x + a) = \frac{1}{4} \|x + a\|^2 + \frac{1}{2} \|x + a\|^2 + \frac{1}{2} \|x + a\|^2,
\]

\[
 = \frac{1}{4} \left( \|x\|^2 + \|a\|^2 + 2 \langle a, x \rangle \right)^2 + \frac{1}{2} \|x + a\|^2,
\]

\[
 = \frac{1}{4} \left( \|x\|^2 + 4(\langle a, x \rangle)^2 + 4 \|x\|^2 \|a\|^2 + 2 \|x\|^2 \|a\|^2 \right) + \frac{1}{2} \left( \|x\|^2 + \|a\|^2 + 2 \langle a, x \rangle \right).
\]

The first order terms result in (B.8.1) and we also have

\[
 \frac{1}{2} \langle a, \nabla^2 h(x)a \rangle = \langle a, x \rangle^2 + \frac{1}{2} \|x\|^2 \|a\|^2 + \frac{1}{2} \|a\|^2 \leq \frac{3}{2} \|x\|^2 \|a\|^2 + \frac{1}{2} \|a\|^2,
\]

where the inequality follows due to Cauchy-Schwarz inequality. \( \Box \)
B.9 Proof of Proposition 5.7.3.1

Proof. We use the strategy of Lemma A.3.0.3. From Lemma A.3.0.1, we have

\[
\int_0^1 (1-t) \int_0^1 \left\langle \nabla^2 h \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right), (x^k - y^k), (x^k - y^k) \right\rangle \, dt \, dt
\]

\[
= \gamma_k^2 \int_0^1 (1-t) \int_0^1 \left\langle \nabla^2 h \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right), (x^k - x^{k-1}), (x^k - x^{k-1}) \right\rangle \, dt \, dt,
\]

\[
\leq 2\gamma_k^2 \int_0^1 (1-t) \int_0^1 \frac{3}{2} \left\| x^k - x^{k-1} \right\|^2 \left\| x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right\|^2 \, dt \, dt + 2\gamma_k^2 \int_0^1 (1-t) \frac{1}{2} \left\| x^k - x^{k-1} \right\|^2 \, dt \, dt,
\]

\[
\leq 2\gamma_k^2 \int_0^1 (1-t) \int_0^1 \left( 3 \left\| x^k - x^{k-1} \right\|^2 \left\| x^k \right\|^2 + 3 \left\| x^k - x^{k-1} \right\|^2 \right) \, dt \, dt + 2\gamma_k^2 \int_0^1 (1-t) \frac{1}{2} \left\| x^k - x^{k-1} \right\|^2 \, dt \, dt,
\]

\[
\leq 3\gamma_k^2 \left( \left\| x^k - x^{k-1} \right\|^2 \left\| x^k \right\|^2 + \left\| x^k - x^{k-1} \right\|^2 \right) + \frac{\gamma_k^2}{2} \left\| x^k - x^{k-1} \right\|^2,
\]

where in the last step we used the upper bound (B.8.2) from Lemma B.8.0.1. Also, we used the following inequality

\[
\left\| x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right\|^2 \leq 2 \left\| x^k \right\|^2 + 2(t_1 + (1-t_1)t)\gamma_k^2 \left\| x^k - x^{k-1} \right\|^2,
\]

\[
\leq 2 \left\| x^k \right\|^2 + 2 \left\| x^k - x^{k-1} \right\|^2,
\]

where in the last step we used \( \gamma_k^2 \leq 1 \) and \( (t_1 + (1-t_1)t)^2 \leq 1 \). With \( \int_0^1 (1-t) \, dt = \frac{1}{2} \) the result follows. \( \square \)
Appendix C

Appendix for matrix factorization - Chapter 6

C.1 Overview of the results

Below, we provide a table with the problem or content description and corresponding section where the results are presented.

<table>
<thead>
<tr>
<th>Matrix factorization problem</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard matrix factorization</td>
<td>Section C.2</td>
</tr>
<tr>
<td>L2-regularized matrix factorization</td>
<td>Section C.2.1</td>
</tr>
<tr>
<td>Graph regularized matrix factorization</td>
<td>Section C.2.2</td>
</tr>
<tr>
<td>L1-regularized matrix factorization</td>
<td>Section C.2.3</td>
</tr>
<tr>
<td>Nuclear norm regularized matrix factorization</td>
<td>Section C.2.4</td>
</tr>
<tr>
<td>Non-negative matrix factorization (NMF)</td>
<td>Section C.3</td>
</tr>
<tr>
<td>L2-regularized NMF</td>
<td>Section C.3.1</td>
</tr>
<tr>
<td>L1-regularized NMF</td>
<td>Section C.3.2</td>
</tr>
<tr>
<td>Graph Regularized NMF</td>
<td>Section C.3.3</td>
</tr>
<tr>
<td>Symmetric NMF via non-symmetric relaxation</td>
<td>Section C.3.4</td>
</tr>
<tr>
<td>Sparse NMF</td>
<td>Section C.3.5</td>
</tr>
<tr>
<td>Matrix completion</td>
<td>Section C.4</td>
</tr>
<tr>
<td>Closed form solution with 5th-order polynomials</td>
<td>Section C.5</td>
</tr>
<tr>
<td>Conversion to cubic equation</td>
<td>Section C.5.1</td>
</tr>
<tr>
<td>Extensions to mixed regularization terms</td>
<td>Section C.5.2</td>
</tr>
<tr>
<td>Technical proofs</td>
<td>Section A.1</td>
</tr>
</tbody>
</table>

C.2 Closed form solutions: Part I for matrix factorization

Since, the update steps of BPG-MF and CoCaIn BPG-MF have same structure, we provide the closed form expressions to just BPG-MF. We start with the following technical lemma.

Lemma C.2.0.1. Let $Q \in \mathbb{R}^{A \times B}$ for some positive integers $A$ and $B$. Let $t \geq 0$ and $\|Q\|_F \neq 0$ then

$$\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 = t^2 \right\} \equiv \min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2 \right\} = -t \|Q\|_F,$$
with the minimizer at $X^* = -tQ/\|Q\|_F$.

Proof. The proof is inspired from [111, Lemma 9]. On rewriting we have the following equivalence

$$\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2 \right\} = -\max_{X \in \mathbb{R}^{A \times B}} \left\{ \langle -Q, X \rangle : \|X\|_F^2 \leq t^2 \right\}.$$

The expression $\langle -Q, X \rangle$ is maximized at $X^* = c(-Q)$ for certain constant $c$. On substituting we have

$$\langle -Q, X^* \rangle = c\|Q\|_F^2.$$

Since, the dependence on $c$ is linear and we additionally require $\|X\|_F^2 \leq t^2$, we can set $c = \frac{t}{\|Q\|_F}$ if $\|Q\|_F \neq 0$ else $c = 0$. Hence, the minimizer to

$$\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2 \right\}$$

is attained at $X^* = -t\frac{Q}{\|Q\|_F}$ for $\|Q\|_F \neq 0$ else $X^* = 0$. The equivalence in the statement follows as $\|X^*\|_F^2 = t^2$.

Consider the following non-convex matrix factorization problem

$$\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \|A - UZ\|_F^2 \right\}. \quad (C.2.1)$$

Denote $f_1 = f$, $f_0 := 0$, $h = h_a$.

**Proposition C.2.0.1.** In BPG-MF, with above defined $f_1, f_0, h$ the update steps in each iteration are given by $U^{k+1} = -rP^k$, $Z^{k+1} = -rQ^k$ where $r$ is the non-negative real root of

$$c_1 \left( \|Q^k\|_F^2 + \|P^k\|_F^2 \right) r^3 + c_2 r - 1 = 0, \quad (C.2.2)$$

with $c_1 = 3$ and $c_2 = \|A\|_F$. Another equivalent formulation of the update steps in each iteration is given by $U^{k+1} = -r\frac{\sqrt{2}P^k}{\sqrt{\|P^k\|_F^2 + \|Q^k\|_F^2}}$ and $Z^{k+1} = -r\frac{\sqrt{2}Q^k}{\sqrt{\|P^k\|_F^2 + \|Q^k\|_F^2}}$ for some $r \geq 0$ such that $r$ satisfies the following cubic equation

$$2c_1 r^3 + c_2 r - \frac{\sqrt{\|P^k\|_F^2 + \|Q^k\|_F^2}}{\sqrt{2}} = 0.$$

Proof. Consider the following subproblem

$$(U^{k+1}, Z^{k+1}) \in \arg\min_{(U,Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}} \left\{ \langle P^k, U \rangle + \langle Q^k, Z \rangle + c_1 \left( \|U\|_F^2 + \|Z\|_F^2 \right) + c_2 \left( \|U\|_F^2 + \|Z\|_F^2 \right) \right\}.$$

Denote the objective in the above minimization problem as $O(U\|, Z\|)$. Now, the following holds

$$\min_{(U,Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}} (O(U\|, Z\|)) = \min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{(U,Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}, \|U\|_F = t_1, \|Z\|_F = t_2} (O(U\|, Z\|)) \right\}, \quad (C.2.3)$$

$$= \min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{(U,Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}, \|U\|_F \leq t_1, \|Z\|_F \leq t_2} (O(U\|, Z\|)) \right\}, \quad (C.2.4)$$
where the first step is a simple rewriting of the objective. The second step is non-trivial. In order to prove (C.2.4) we rewrite (C.2.3) as

\[
\min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \langle P^k, U_1 \rangle : \| U_1 \|_F^2 = t_1^2 \right\} + \min_{Z_1 \in \mathbb{R}^{K \times N}} \left\{ \langle Q^k, Z_1 \rangle : \| Z_1 \|_F^2 = t_2^2 \right\} \right\} = c_1 \left( \frac{t_1^2 + t_2^2}{2} \right) + c_2 \left( \frac{t_1^2 + t_2^2}{2} \right).
\]

Now, note the following equivalence due to Lemma D.2.0.1

\[
\min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \langle P^k, U_1 \rangle : \| U_1 \|_F^2 = t_1^2 \right\} = \min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \langle P^k, U_1 \rangle : \| U_1 \|_F \leq t_1^2 \right\},
\]

\[
\min_{Z_1 \in \mathbb{R}^{K \times N}} \left\{ \langle Q^k, Z_1 \rangle : \| Z_1 \|_F^2 = t_2^2 \right\} = \min_{Z_1 \in \mathbb{R}^{K \times N}} \left\{ \langle Q^k, Z_1 \rangle : \| Z_1 \|_F \leq t_2^2 \right\}.
\]

This proves (C.2.4). Now, we solve for \((U^{k+1}, Z^{k+1})\) via the following strategy. Denote

\[
U_1^*(t_1) \in \arg\min \left\{ \langle P^k, U_1 \rangle : U_1 \in \mathbb{R}^{M \times K}, \| U_1 \|_F \leq t_1^2 \right\},
\]

\[
Z_1^*(t_2) \in \arg\min \left\{ \langle Q^k, Z_1 \rangle : Z_1 \in \mathbb{R}^{K \times N}, \| Z_1 \|_F \leq t_2^2 \right\}.
\]

Then we obtain \((U^{k+1}, Z^{k+1}) = (U_1^*(t_1^*), Z_1^*(t_2^*))\), where \(t_1^*\) and \(t_2^*\) are obtained by solving the following two dimensional subproblem

\[
(t_1^*, t_2^*) \in \arg\min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \langle P^k, U_1 \rangle : \| U_1 \|_F \leq t_1^2 \right\} + \min_{Z_1 \in \mathbb{R}^{K \times N}} \left\{ \langle Q^k, Z_1 \rangle : \| Z_1 \|_F \leq t_2^2 \right\} \right\} = c_1 \left( \frac{t_1^2 + t_2^2}{2} \right) + c_2 \left( \frac{t_1^2 + t_2^2}{2} \right).
\]

Note that inner minimization subproblems can be trivially solved once we obtain \(U_1^*(t_1)\) and \(Z_1^*(t_2)\) via Lemma D.2.0.1. Then the solution to the subproblem in each iteration is as follows:

\[
U^{k+1} = \begin{cases} 
\frac{t_1^*}{\| P^k \|_F}, & \text{for } \| P^k \|_F \neq 0, \\
0, & \text{otherwise}.
\end{cases}
\]

\[
Z^{k+1} = \begin{cases} 
\frac{t_2^*}{\| Q^k \|_F}, & \text{for } \| Q^k \|_F \neq 0, \\
0, & \text{otherwise}.
\end{cases}
\]

We solve for \(t_1^*\) and \(t_2^*\) with the following two dimensional minimization problem

\[
\arg\min_{t_1 \geq 0, t_2 \geq 0} \left\{ -t_1 \| P^k \|_F - t_2 \| Q^k \|_F + c_1 \left( \frac{t_1^2 + t_2^2}{2} \right) + c_2 \left( \frac{t_1^2 + t_2^2}{2} \right) \right\}.
\]

Thus, the solutions \(t_1^*\) and \(t_2^*\) are the non-negative real roots of the following equations

\[
-\| P^k \|_F + c_1 (t_1^2 + t_2^2) t_1 + c_2 t_1 = 0, \quad -\| Q^k \|_F + c_1 (t_1^2 + t_2^2) t_2 + c_2 t_2 = 0.
\]
Now, there are two methods to solve the above equations.

**Method 1:** Further simplifications lead to

\[
t_1 = r \| P_k \|_F \quad \text{and} \quad t_2 = r \| Q_k \|_F \quad \text{for some} \quad r \geq 0
\]

such that \( r \) satisfies the following cubic equation

\[
c_1 \left( \| Q_k \|_F^2 + \| P_k \|_F^2 \right) r^3 + c_2 r - 1 = 0.
\]

**Method 2:** Further simplifications lead to

\[
t_1 = r \sqrt{\frac{\| P_k \|_F^2}{\| P_k \|_F^2 + \| Q_k \|_F^2}} \quad \text{and} \quad t_2 = r \sqrt{\frac{\| Q_k \|_F^2}{\| P_k \|_F^2 + \| Q_k \|_F^2}}
\]

for some \( r \geq 0 \) such that \( r \) satisfies the following cubic equation

\[
2c_1 r^3 + c_2 r - \frac{\sqrt{\| P_k \|_F^2 + \| Q_k \|_F^2}}{\sqrt{2}} = 0.
\]

\[\square\]

### C.2.1 Extensions to L2-regularized matrix factorization

We consider the following L2-regularized matrix factorization problem \([104]\).

\[
\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \| A - UZ \|_F^2 + \lambda_0 \left( \| U \|_F^2 + \| Z \|_F^2 \right) \right\}.
\]  

(C.2.5)

Denote \( f_1 := \frac{1}{2} \| A - UZ \|_F^2 \), \( f_0 := \frac{\lambda_0}{2} \left( \| U \|_F^2 + \| Z \|_F^2 \right) \) and \( h = h_a \).

**Proposition C.2.1.1.** In BPG-MF, with the above defined \( f_1, f_0, h \) the update steps in each iteration are given by \( U^{k+1} = -r P^k \), \( Z^{k+1} = -r Q^k \) where \( r \) is the non-negative real root of

\[
c_1 \left( \| Q_k \|_F^2 + \| P_k \|_F^2 \right) r^3 + (c_2 + \lambda_0)r - 1 = 0,
\]

with \( c_1 = 3 \) and \( c_2 = \| A \|_F \).

We skip the proof as it is very similar to Proposition C.2.0.1 and only change is in \( c_2 \).

### C.2.2 Extensions to graph regularized matrix factorization

Graph regularized matrix factorization was proposed in \([38]\). However, they used non-negativity constraints. We simplify the problem here by not considering the non-negativity constraints. We later show in Section C.3.3, how the non-negativity constraints are handled. Here, given \( L \in \mathbb{R}^{M \times M} \) we are interested to solve

\[
\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \| A - UZ \|_F^2 + \frac{\mu_0}{2} \text{tr}(U^T LU) + \lambda_0 \left( \| U \|_F^2 + \| Z \|_F^2 \right) \right\}.
\]

In such a case, it is easy to extend the following ideas to Graph regularized non-negative matrix factorization. We show here \( L \)-smad property. We first need the following technical lemma.

**Lemma C.2.2.1.** Let \( g_1(U) = \text{tr}(U^T LU) \), then for any \( H \in \mathbb{R}^{M \times K} \) we have \( \nabla g_1(U) = LU + L^T U \),

\[
\langle H, \nabla^2 g_1(U) H \rangle = 2 \langle LH, H \rangle.
\]
Proof. Note that \( \text{tr}(U^T LU) = \langle LU, U \rangle \), now we obtain for \( H \in \mathbb{R}^{M \times K} \) the following

\[
\langle L(U + H), U + H \rangle = \langle L(U + H), U + H \rangle \\
= \langle LU, U \rangle + \langle LU, H \rangle + \langle LH, U \rangle + \langle LH, H \rangle ,
\]

Thus the statement holds, by collecting the first and second order terms. \( \square \)

Now, we prove the L-smad property.

**Proposition C.2.2.1.** Let \( f_1(U, Z) = \frac{1}{2} \| A - UZ \|_F^2 + \frac{\mu_0}{2} \text{tr}(U^T LU) \). Then, for a certain constant \( L \geq 1 \), the function \( f_1 \) satisfies L-smad property with respect to the following kernel generating distance,

\[
h_c(U, Z) = 3h_1(U, Z) + (\| A \|_F + \mu_0 \| L \|_F)h_2(U, Z).
\]

**Proof.** The proof is similar to Proposition 4.5.0.1 and Lemma C.2.2.1 must be applied for the result. \( \square \)

Denote \( f_1 := \frac{1}{2} \| A - UZ \|_F^2 + \frac{\mu_0}{2} \text{tr}(U^T LU) \), \( f_0 := \frac{\mu_0}{2} (\| U \|_F^2 + \| Z \|_F^2) \) and \( h = h_c \).

**Proposition C.2.2.2.** In BPG-MF, with the above defined \( f_0, f_1, h \) the update steps in each iteration are given by \( U^{k+1} = -r P^k \), \( Z^{k+1} = -r Q^k \) where \( r \geq 0 \) and satisfies

\[
c_1 \left( \big\| Q^k \big\|_F^2 + \big\| P^k \big\|_F^2 \right) r^3 + (c_2 + \mu_0 \| L \|_F + \lambda_0)r - 1 = 0 , \tag{C.2.7}
\]

with \( c_1 = 3 \) and \( c_2 = \| A \|_F \).

The proof is similar to Proposition C.2.0.1 and only \( c_2 \) changes.

### C.2.3 Extensions to L1-regularized matrix factorization

Now consider the following matrix factorization problem with L1-regularization

\[
\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \| A - UZ \|_F^2 + \lambda_0 (\| U \|_1 + \| Z \|_1) \right\} , \tag{C.2.8}
\]

Recall that soft-thresholding operator is defined for any \( y \in \mathbb{R}^N \) by

\[
S_\theta (y) = \arg \min_{x \in \mathbb{R}^N} \left\{ \theta \| x \|_1 + \frac{1}{2} \| x - y \|_2^2 \right\} = \max \{ |y| - \theta, 0 \} \text{sgn} (y) , \tag{C.2.9}
\]

where \( \theta > 0 \) and the operations are applied element-wise. We require the following technical result.

**Lemma C.2.3.1.** Let \( Q \in \mathbb{R}^{A \times B} \) for some positive integers \( A \) and \( B \). Let \( t_0 > 0 \) and let \( t \geq 0 \) then

\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle + t_0 \| X \|_1 : \| X \|_F^2 \leq t^2 \right\} = -t \| S_{t_0}(-Q) \|_F .
\]

with the minimizer at \( X^* = t \frac{S_{t_0}(-Q)}{\| S_{t_0}(-Q) \|_F} \) for \( \| S_{t_0}(-Q) \|_F \neq 0 \) and otherwise all \( X \) such that \( \| X \|_F^2 \leq t^2 \) are minimizers. Moreover we have the following equivalence,

\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle + t_0 \| X \|_1 : \| X \|_F^2 \leq t^2 \right\} \equiv \min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle + t_0 \| X \|_1 : \| X \|_F^2 = t^2 \right\} . \tag{C.2.10}
\]
\[ \min_{X \in \mathbb{R}^{K \times N}} \left\{ \langle Q, X \rangle + t_0 \|X\|_1 : \|X\|_F^2 \leq t_0^2 \right\} \equiv \max_{X \in \mathbb{R}^{K \times N}} \left\{ \langle -Q, X \rangle - t_0 \|X\|_1 : \|X\|_F^2 \leq t_0^2 \right\}. \]

Then the result follows due to [111, Proposition 14] with the minimizer at \( X^* = \frac{S_{t_0}(-Q)}{\|S_{t_0}(-Q)\|_F} \) for \( \|S_{t_0}(-Q)\|_F \neq 0 \) and 0 otherwise. The equivalence statement in (C.2.10) follows as \( \|X^*\|_F^2 = t_0^2 \) for \( \|S_{t_0}(-Q)\|_F \neq 0 \) and otherwise all the points satisfying \( \|X\|_F^2 = t_0^2 \) are minimizers.

Denote \( f_1 := \frac{1}{2} \|A - UZ\|_2^2 \), \( f_0 := \lambda_1 (\|U\|_1 + \|Z\|_1) \) and \( h = h_a \).

**Proposition C.2.3.1.** In BPG-MF, with the above defined \( f_1, f_0, h \) the update steps in each iteration are given by \( U^{k+1} = rS_{\lambda_1}(-P^k), Z^{k+1} = rS_{\lambda_1}(-Q^k) \) where \( r \geq 0 \) and satisfies

\[
\begin{align*}
& c_1 \left( \|S_{\lambda_1}(-Q^k)\|_F^2 + \|S_{\lambda_1}(-P^k)\|_F^2 \right) r^3 + c_2 r - 1 = 0, \tag{C.2.11}
\end{align*}
\]

with \( c_1 = 3 \) and \( c_2 = \|A\|_F \).

**Proof.** The proof is similar to that of Proposition C.2.0.1, however with certain changes due to the L1 norm in the objective. Consider the following subproblem

\[
(U^{k+1}, Z^{k+1}) \in \arg\min_{(U, Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}} \left\{ \lambda \lambda_1 (\|U\|_1 + \|Z\|_1) + \left\langle P^k, U \right\rangle + \left\langle Q^k, Z \right\rangle \right\}
\]

\[
\quad + c_1 \left( \frac{\|U\|_F^2 + \|Z\|_F^2}{2} \right)^2 + c_2 \left( \frac{\|U\|_F^2 + \|Z\|_F^2}{2} \right).
\]

Denote the objective in the above minimization problem as \( O(U\|, Z\|) \). Now, we show that the following holds

\[
\begin{align*}
& \min_{(U, Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}} (O(U\|, Z\|)) \equiv \min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{(U, Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}, \|U\|_F = t_1, \|Z\|_F = t_2} (O(U\|, Z\|)) \right\}, \tag{C.2.12}
\end{align*}
\]

\[
\begin{align*}
& \quad \equiv \min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{(U, Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}, \|U\|_F \leq t_1, \|Z\|_F \leq t_2} (O(U\|, Z\|)) \right\}. \tag{C.2.13}
\end{align*}
\]

where the first step is a simple rewriting of the objective. The second step is non-trivial. In order to prove (C.2.13) we rewrite (C.2.12) as

\[
\begin{align*}
& \min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \left\langle P^k, U_1 \right\rangle + \lambda \lambda_1 \|U_1\|_1 : \|U_1\|_F^2 = t_1^2 \right\} + \min_{Z_1 \in \mathbb{R}^{K \times N}} \left\{ \left\langle Q^k, Z_1 \right\rangle + \lambda \lambda_1 \|Z_1\|_1 : \|Z_1\|_F^2 = t_2^2 \right\} \right\} 
\quad + c_1 \left( \frac{t_1^2 + t_2^2}{2} \right)^2 + c_2 \left( \frac{t_1^2 + t_2^2}{2} \right).
\end{align*}
\]

where the second step (C.2.13) uses Lemma C.2.3.1 and strong convexity of \( h \). Now, note the following equivalence due to Lemma C.2.3.1

\[
\begin{align*}
& \min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \left\langle P^k, U_1 \right\rangle + \lambda \lambda_1 \|U_1\|_1 : \|U_1\|_F^2 = t_1^2 \right\} \equiv \min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \left\langle P^k, U_1 \right\rangle + \lambda \lambda_1 \|U_1\|_1 : \|U_1\|_F^2 \leq t_1^2 \right\}, \tag{C.2.14}
\end{align*}
\]
We start with the notion of Singular Value Shrinkage Operator \[39\], where given a matrix $A$, we solve for $A^*$ by minimizing

$$\min_{Z \in \mathbb{R}^{K \times N}} \left\{ \langle Q^k, Z \rangle + \lambda \lambda_1 \|Z\|_1 : \|Z\|_F^2 = t_2^2 \right\} \equiv \min_{Z \in \mathbb{R}^{K \times N}} \left\{ \langle Q^k, Z \rangle + \lambda \lambda_1 \|Z\|_1 : \|Z\|_F^2 \leq t_2^2 \right\}.$$  

(C.2.15)

We solve the subproblems via the following strategy. Denote

$$U^*_1(t_1) \in \arg \min \left\{ \langle P^k, U \rangle + \lambda \lambda_1 \|U\|_1 : U \in \mathbb{R}^{M \times K}, \|U\|_F^2 \leq t_1^2 \right\}$$

and

$$Z^*_1(t_2) \in \arg \min \left\{ \langle Q^k, Z \rangle + \lambda \lambda_1 \|Z\|_1 : Z \in \mathbb{R}^{K \times N}, \|Z\|_F^2 \leq t_2^2 \right\}$$

Then we obtain $(U^{k+1}, Z^{k+1}) = (U^*_1(t_1), Z^*_1(t_2))$, where $t_1^*$ and $t_2^*$ are obtained by solving the following two dimensional subproblem

$$(t_1^*, t_2^*) \in \arg \min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{U \in \mathbb{R}^{M \times K}} \left\{ \langle P^k, U \rangle + \lambda \lambda_1 \|U\|_1 : \|U\|_F^2 \leq t_1^2 \right\} + \min_{Z \in \mathbb{R}^{K \times N}} \left\{ \langle Q^k, Z \rangle + \lambda \lambda_1 \|Z\|_1 : \|Z\|_F^2 \leq t_2^2 \right\} + c_1 \left( \frac{t_1^2 + t_2^2}{2} \right)^2 + c_2 \left( \frac{t_1^2 + t_2^2}{2} \right) \right\}.$$

Note that inner minimization subproblems can be trivially solved once we obtain $U^*_1(t_1)$ and $Z^*_1(t_2)$. Due to Lemma C.2.3.1 we obtain the solution to the subproblem in each iteration as follows

$$U^{k+1} = \begin{cases} t_1^* \frac{s_{\lambda_1}(-P^k)}{\|s_{\lambda_1}(-P^k)\|_F}, & \text{for } \|s_{\lambda_1}(-P^k)\|_F \neq 0, \\ 0, & \text{otherwise}. \end{cases}$$

$$Z^{k+1} = \begin{cases} t_2^* \frac{s_{\lambda_1}(-Q^k)}{\|s_{\lambda_1}(-Q^k)\|_F}, & \text{for } \|s_{\lambda_1}(-Q^k)\|_F \neq 0, \\ 0, & \text{otherwise}. \end{cases}$$

We solve for $t_1^*$ and $t_2^*$ with the following two dimensional minimization problem

$$\arg \min_{t_1 \geq 0, t_2 \geq 0} \left\{ -t_1 \left\| s_{\lambda_1}(-P^k) \right\|_F - t_2 \left\| s_{\lambda_1}(-Q^k) \right\|_F + c_1 \left( \frac{t_1^2 + t_2^2}{2} \right)^2 + c_2 \left( \frac{t_1^2 + t_2^2}{2} \right) \right\}.$$  

Thus, the solutions $t_1^*$ and $t_2^*$ are the non-negative real roots of the following equations

$$- \left\| s_{\lambda_1}(-P^k) \right\|_F + c_1 (t_1^2 + t_2^2) t_1 + c_2 t_1 = 0, \quad - \left\| s_{\lambda_1}(-Q^k) \right\|_F + c_1 (t_1^2 + t_2^2) t_2 + c_2 t_2 = 0.$$  

Set $t_1 = r \left\| s_{\lambda_1}(-P^k) \right\|_F$ and $t_2 = r \left\| s_{\lambda_1}(-Q^k) \right\|_F$ for some $r \geq 0$. This results in the following cubic equation,

$$c_1 \left( \left\| s_{\lambda_1}(-Q^k) \right\|_F^2 + \left\| s_{\lambda_1}(-P^k) \right\|_F^2 \right) r^3 + c_2 r - 1 = 0,$$

where the solution is the non-negative real root. 

**C.2.4 Extensions with nuclear norm regularization**

We start with the notion of Singular Value Shrinkage Operator \[39\], where given a matrix $Q \in \mathbb{R}^{A \times B}$ of rank $K$ with Singular Value Decomposition given by $U \Sigma V^T$ with $U \in \mathbb{R}^{A \times K}$, $\Sigma \in \mathbb{R}^{K \times K}$ and $V \in \mathbb{R}^{K \times N}$ for $t \geq 0$.
the output is
\[ D_t(Q) = US_t(\Sigma)V^T, \]  
(C.2.16)
where the soft-thresholding operator is applied only to the singular values. Before we proceed, we require the following technical lemma.

**Lemma C.2.4.1.** Let \( Q \in \mathbb{R}^{A \times B} \) of rank \( K \) with Singular Value Decomposition given by \( U \Sigma V^T \) with \( U \in \mathbb{R}^{A \times K}, \Sigma \in \mathbb{R}^{K \times K} \) and \( Z \in \mathbb{R}^{K \times N} \). Let \( t \geq 0 \) and \( \|Q\|_F \neq 0 \) then
\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle + t_0 \|X\|_* : \|X\|_F^2 \leq t^2 \right\} = -t \|S_{t_0}(-\Sigma)\|.
\]
with \( X^* = t \frac{D_{t_0}(-Q)}{\|D_{t_0}(-Q)\|_F} \) if \( \|D_{t_0}(-Q)\| \neq 0 \) else any \( X \) such that \( \|X\|_F^2 \leq t^2 \) is a minimizer. Moreover we have the following equivalence
\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle + t_0 \|X\|_* : \|X\|_F^2 \leq t^2 \right\} = \min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle + t_0 \|X\|_* : \|X\|_F^2 = t^2 \right\}.
\]
(C.2.17)

**Proof.** The sub-differential of the nuclear norm [39] is given by
\[
\partial \|X\|_* = \{ UV^T + W : W \in \mathbb{R}^{A \times B}, U^T W = 0, WV = 0, \|W\|_2 \leq 1 \}.
\]
(C.2.18)
The normal cone for the set \( C_1 = \left\{ X : \|X\|_F^2 \leq t^2 \right\} \) is given by
\[
\mathcal{N}_{C_1}(\bar{X}) = \left\{ V \in \mathbb{R}^{A \times B} : \langle V, X - \bar{X} \rangle \leq 0 \text{ for all } X \in C_1 \right\} = \{ \theta \bar{X} : \theta \geq 0 \}.
\]
We consider the following problem
\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle + t_0 \|X\|_* : \|X\|_F^2 \leq t^2 \right\}.
\]
and the optimality condition [150, Theorem 10.1, p. 422] results in
\[
0 \in Q + t_0 \partial \|X\|_* + \mathcal{N}_{C_1}(X).
\]
We follow the strategy from [39, Theorem 2.1]. One can decompose \(-Q\) as
\[
-Q = U_0 \Sigma_0 V_0^T + U_1 \Sigma_1 V_1^T.
\]
where \( U_0, V_0 \) contain the singular vectors for singular values greater than \( t_0 \) and \( U_1, V_1 \) for less than equal to \( t_0 \). Then with \( X = U_0 \Sigma_0 V_0^T \), the optimality condition becomes
\[
0 = Q + t_0(U_0 V_0^T + W) + \theta U_0 \Sigma_0 V_0^T,
\]
(C.2.19)
and thus we obtain
\[
U_0 \Sigma_0 V_0^T + U_1 \Sigma_1 V_1^T = t_0 (U_0 V_0^T + W) + \theta U_0 \Sigma_0 V_0^T.
\]
With \( W = t_0^{-1}U_1 \Sigma_1 V_1^T \) all the conditions in (C.2.18) are satisfied. For some unknown \( \theta \geq 0 \) we have
\[
\theta \Sigma = \Sigma_0 - t_0 I.
\]
The objective \( \langle Q, X \rangle + t_0 \| X \|_s \) is now monotonically decreasing with \( \theta \) after substituting. Thus, we obtain the solution \( X = \frac{1}{\sum_0 - t_0} U_0 (\sum_0 - t_0) V_0^T \) for \( \| \sum_0 - t_0 I \| \neq 0 \) else the solution is 0. The equivalence statement in (C.2.17) follows trivially because if \( \| \sum_0 - t_0 I \| \neq 0 \) we have \( \| X \|_F^2 = t^2 \) otherwise all the points satisfying \( \| X \|_F^2 \leq t^2 \) are minimizers.

Here, we want to solve the matrix factorization problem with nuclear norm regularization, where for constant \( \lambda > 0 \) we want to solve

\[
\min_{U \in \mathbb{R}^{M \times k}, Z \in \mathbb{R}^{k \times N}} \left\{ f(U, Z) := \frac{1}{2} \| A - UZ \|_F^2 + \lambda_2 (\| U \|_* + \| Z \|_* ) \right\}.
\]

(C.2.20)

Denote \( f_1 := \frac{1}{2} \| A - UZ \|_F^2, f_0 := \lambda_2 (\| U \|_* + \| Z \|_* ) \) and \( h = h_a \).

**Proposition C.2.4.1.** In BPG-MF, with the above defined \( f_1, f_0, h \) the update steps in each iteration are given by \( U^{k+1} = r \mathcal{D}_{\lambda_2}(-P^k), Z^{k+1} = r \mathcal{D}_{\lambda_2}(-Q^k) \) where \( r > 0 \) and satisfies

\[
c_1 \left( \| \mathcal{D}_{\lambda_2}(-Q^k) \|_F^2 + \| \mathcal{D}_{\lambda_2}(-P^k) \|_F^2 \right) r^3 + c_2 r - 1 = 0,
\]

with \( c_1 = 3 \) and \( c_2 = \| A \|_F \).

The proof is similar to Proposition C.2.3.1, however Lemma C.2.4.1 must be used instead of Lemma C.2.3.1.

## C.2.5 Extensions with non-convex sparsity constraints

We want to solve the matrix factorization problem with non-convex sparsity constraints [26]

\[
\min_{U \in \mathbb{R}^{M \times k}, Z \in \mathbb{R}^{k \times N}} \left\{ f(U, Z) := \frac{1}{2} \| A - UZ \|_F^2 : \| U \|_0 \leq s_1, \| Z \|_0 \leq s_2 \right\}.
\]

(C.2.22)

The problem with additional non-negativity constraints, the so called Sparse NMF is considered in Section C.3.5. Now, denote \( f_1 := \frac{1}{2} \| A - UZ \|_F^2, f_0 := I_{\| U \|_0 \leq s_1} + I_{\| Z \|_0 \leq s_2} \) and \( h = h_a \). Note that the Assumption D(iii) is not valid here, hence CoCaIn BPG-MF theory does not hold and hints at possible extensions of CoCaIn BPG-MF, which is an interesting open question. Before, we proceed, we require the following concept. Let \( y \in \mathbb{R}^N \) and without loss of generality we can assume that \( |y_1| \geq |y_2| \geq \ldots \geq |y_d| \), then the hard-thresholding operator \([111]\) is given by

\[
\mathcal{H}_s(y) = \arg\min_{x \in \mathbb{R}^N} \left\{ \| x - y \|_2^2 : \| x \|_0 \leq s \right\} = \begin{cases} y_i, & i \leq s, \\ 0, & \text{otherwise,} \end{cases}
\]

(C.2.23)

where \( s > 0 \) and the operations are applied element-wise. We require the following technical lemma.

**Lemma C.2.5.1.** Let \( Q \in \mathbb{R}^{A \times B} \) for some positive integers \( A \) and \( B \). Let \( t \geq 0 \) and \( \| Q \|_F \neq 0 \) then

\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \| X \|_F^2 \leq t^2, \| X \|_0 \leq s \right\} = -t \| \mathcal{H}_s(-Q) \|.
\]

with the minimizer \( X^* = \frac{\mathcal{H}_s(-Q)}{\| \mathcal{H}_s(-Q) \|} \) if \( \| \mathcal{H}_s(-Q) \| \neq 0 \) else \( X^* = 0 \). Moreover we have the following equivalence

\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \| X \|_F^2 \leq t^2, \| X \|_0 \leq s \right\} = \min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \| X \|_F^2 = t^2, \| X \|_0 \leq s \right\}.
\]
Proof. The proof is similar to [111, Proposition 11]. We have
\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2, \|X\|_0 \leq s \right\} = -\max_{X \in \mathbb{R}^{A \times B}} \left\{ \langle -Q, X \rangle : \|X\|_F^2 \leq t^2, \|X\|_0 \leq s \right\},
\]
\[
= -\max_{X \in \mathbb{R}^{A \times B}} \left\{ \langle \mathcal{H}_s(-Q), X \rangle : \|X\|_F^2 \leq t^2 \right\}.
\]
The first equality is a simple rewriting of the objective. Then, the corresponding objective \(-Q, X\) can be maximized with \(\sum_{i=1}^{A} \sum_{j=1}^{B} I_{(i,j)} \in \Omega_0} (-Q_{ij} X_{ij})\) where \(\Omega_0\) is set of index pairs and \(I_{(i,j)} \in \Omega_0\) is 1 if the index pair if \((i, j) \in \Omega_0\) and zero otherwise. Note that the objective \((-Q, X)\) is maximized if \(\Omega_0\) contains all the index pairs corresponding to the elements of \(-Q\) with highest absolute value which is captured by Hard-thresholding operator. Thus, the second equality follows and the solution follows due to Lemma D.2.0.1. The equivalence statement follows as \(\|X^*\|_F^2 = t^2\) for \(\|\mathcal{H}_s(-Q)\| \neq 0\) else the function value is zero and is attained by all the points in the set \(\{X : \|X\|_F^2 \leq t^2\}\) are minimizers, hence the equivalence. \(\square\)

Proposition C.2.5.1. In BPG-MF, with the above defined \(f_1, f_0, h\) the update steps in each iteration are given by \(U^{k+1} = r\mathcal{H}_s(-p^k), Z^{k+1} = r\mathcal{H}_s(-Q^k)\) where \(r \geq 0\) and satisfies
\[
c_1 \left( \|\mathcal{H}_s(-Q^k)^2\|_F^2 + \|\mathcal{H}_s(-p^k\|_F^2 \right) r^3 + c_2 r - 1 = 0, \tag{C.2.24}
\]
with \(c_1 = 3\) and \(c_2 = \|A\|_F\).

The proof is similar to Proposition C.2.3.1, however Lemma C.2.5.1 must be used instead of Lemma C.2.3.1.

### C.3 Closed form solutions: Part II for NMF variants

For simplicity we consider the following problem [100, 101]
\[
\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \|A - UZ\|_F^2 + l_{U \geq 0} + I_{Z \geq 0} \right\}. \tag{C.3.1}
\]

We set \(R_1(U) = 0, R_2(Z) = 0, f_1 = f\) and \(f = I_{U \geq 0} + I_{Z \geq 0}\) where \(I\) is the indicator operator. We start with the following technical lemma.

Lemma C.3.0.1. Let \(Q \in \mathbb{R}^{A \times B}\) for some positive integers \(A\) and \(B\). Let \(t \geq 0\) and \(\|Q\|_F \neq 0\) then
\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2, X = 0 \right\} = -t \|\Pi_+(-Q)\|_F ,
\]
with the minimizer \(X^* = t \frac{\Pi_+(-Q)}{\|\Pi_+(-Q)\|_F}\) if \(\|\Pi_+(-Q)\|_F \neq 0\) else \(X^* = 0\). For \(\|\Pi_+(-Q)\|_F \neq 0\), we have the following equivalence
\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2, X \geq 0 \right\} \equiv \min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 = t^2, X \geq 0 \right\}. \tag{C.3.2}
\]

Proof. On rewriting we have the following equivalence
\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2, X \geq 0 \right\} \equiv -\max_{X \in \mathbb{R}^{A \times B}} \left\{ \langle -Q, X \rangle : \|X\|_F^2 \leq t^2, X \geq 0 \right\}.
\]
The expression $\langle -Q, X \rangle$ is maximized at $X^* = c \Pi_+(-Q)$ for certain constant $c$. On substituting we have

$$ \langle -Q, X^* \rangle = c \| \Pi_+(-Q) \|_F^2. $$

Since, the dependence on $c$ is linear and we additionally require $\|X\|_F^2 \leq t^2$, we can set $c = \frac{t}{\| \Pi_+(-Q) \|_F}$ if $\| \Pi_+(-Q) \|_F \neq 0$ else $c = 0$. Hence, the minimizer to

$$ \min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2 \right\} $$

is attained at $X^* = -t \frac{\Pi_+(-Q)}{\| \Pi_+(-Q) \|_F}$ for $\| \Pi_+(-Q) \|_F \neq 0$ else $X^* = 0$. The equivalence in the statement follows as $\|X^*\|_F^2 = t^2$. 

Denote $f_1 = f$, $f_0 = I_{V \geq 0} + I_{Z \geq 0}$ and $h = h_a$.

**Proposition C.3.0.1.** In BPG-MF, when $f_1 = f$ in (C.3.1) the update step in each iteration are given by $U^{k+1} = \Pi_+(-P^k)$, $Z^{k+1} = \Pi_+(-Q^k)$ where $r \geq 0$ and satisfies

$$ c_1 \left( \| \Pi_+(-Q^k) \|_F^2 + \| \Pi_+(-P^k) \|_F^2 \right) r^3 + c_2 r - 1 = 0, \quad (C.3.3) $$

with $c_1 = 3$ and $c_2 = \|A\|_F$.

**Proof.** The proof is similar to that of Proposition C.2.0.1, however with certain changes due to the involved non-negativity constraints for the objective. Consider the following subproblem

$$ (U^{k+1}, Z^{k+1}) \in \arg \min_{(U,Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}} \left\{ \langle P^k, U \rangle + \langle Q^k, Z \rangle + c_1 \left( \frac{\|U\|_F^2 + \|Z\|_F^2}{2} \right)^2 + c_2 \left( \frac{\|U\|_F^2 + \|Z\|_F^2}{2} \right) \right\}. $$

Denote the objective in the above minimization problem as $O(U\|, Z\|)$. Now, we show that the following holds

$$ \min_{(U,Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}} \left( O(U\|, Z\|) \right) \equiv \min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{(U,Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}, \|U\|_F = t_1, \|Z\|_F = t_2} \left( O(U\|, Z\|) \right) \right\}, \quad (C.3.4) $$

$$ \equiv \min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{(U,Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}, \|U\|_F \leq t_1, \|Z\|_F \leq t_2} \left( O(U\|, Z\|) \right) \right\}, \quad (C.3.5) $$

where the first step is a simple rewriting of the objective and involved variables and the second equivalence proof is similar to that equivalence of (C.2.13) and (C.2.12) in Proposition C.2.3.1, which we describe now. The second step is non-trivial. In order to prove (C.3.5) we rewrite (C.3.4) as

$$ \min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \langle P^k, U_1 \rangle : \|U_1\|_F^2 = t_1^2, U_1 \geq 0 \right\} + \min_{Z_1 \in \mathbb{R}^{K \times N}} \left\{ \langle Q^k, Z_1 \rangle : \|Z_1\|_F^2 = t_2^2, Z_1 \geq 0 \right\} \right\}. $$

$$ + \left( c_1 \left( \frac{t_1^2 + t_2^2}{2} \right)^2 + c_2 \left( \frac{t_1^2 + t_2^2}{2} \right) \right). $$
where the second step uses Lemma C.3.0.1 and strong convexity of $h$. Now, due to Lemma C.2.3.1, if $\|\Pi_+(-P^k)\|_F \neq 0$ we have

$$\min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \left\langle P^k, U_1 \right\rangle : \|U_1\|_F^2 = t_1^2, U_1 \geq 0 \right\} = \min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \left\langle P^k, U_1 \right\rangle : \|U_1\|_F^2 \leq t_1^2, U_1 \geq 0 \right\},$$

(C.3.6)

and similarly if $\|\Pi_+(-Q^k)\|_F \neq 0$ we have

$$\min_{Z_1 \in \mathbb{R}^{K \times N}} \left\{ \left\langle Q^k, Z_1 \right\rangle : \|Z_1\|_F^2 = t_2^2, Z_1 \geq 0 \right\} = \min_{Z_1 \in \mathbb{R}^{K \times N}} \left\{ \left\langle Q^k, Z_1 \right\rangle : \|Z_1\|_F^2 \leq t_2^2, Z_1 \geq 0 \right\}.$$  

(C.3.7)

Note that if $\|\Pi_+(-P^k)\|_F = 0$ and $\|P^k\|_F \neq 0$ then the objective

$$\min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \left\langle P^k, U_1 \right\rangle : \|U_1\|_F^2 = t_1^2, U_1 \geq 0 \right\}$$

with minimum function value of a positive value $t_1 \min_{i \in [M], j \in [K]} \{(P^k)_{i,j}\}$ where we have $[A] = \{1, 2, \ldots, A\}$ for a positive integer $A$. Similarly if $\|\Pi_+(-Q^k)\|_F = 0$ and $\|Q^k\|_F \neq 0$ the minimum function value for

$$\min_{Z_1 \in \mathbb{R}^{K \times N}} \left\{ \left\langle Q^k, Z_1 \right\rangle : \|Z_1\|_F^2 = t_2^2, Z_1 \geq 0 \right\}$$

is a positive value $t_2 \min_{i \in [K], j \in [N]} \{(Q^k)_{i,j}\}$. Thus for $\|P^k\|_F \neq 0$ with $\|\Pi_+(-P^k)\|_F = 0$ (or $\|Q^k\|_F \neq 0$ with $\|\Pi_+(-Q^k)\|_F = 0$) the final objective (C.3.4) is monotonically increasing in $t_1$ (or $t_2$) which will drive $t_1$ (or $t_2$) to 0 due to the constraint $t_1 \geq 0$ (or $t_2 \geq 0$). So, without loss of generality we can consider $\|\Pi_+(-Q^k)\|_F \neq 0$ and $\|\Pi_+(-Q^k)\|_F = 0$. Now, we obtain the solutions via the following strategy. Denote

$$U_1^*(t_1) \in \text{argmin} \left\{ \left\langle P^k, U_1 \right\rangle : U_1 \in \mathbb{R}^{M \times K}_+, \|U_1\|_F^2 \leq t_1^2 \right\},$$

$$Z_1^*(t_2) \in \text{argmin} \left\{ \left\langle Q^k, Z_1 \right\rangle : Z_1 \in \mathbb{R}^{K \times N}_+, \|Z_1\|_F^2 \leq t_2^2 \right\}.$$ 

Then we obtain $(U^{k+1}_1, Z^{k+1}) = (U_1^*(t_1^*), Z_1^*(t_2^*))$, where $t_1^*$ and $t_2^*$ are obtained by solving the following two dimensional subproblem

$$(t_1^*, t_2^*) \in \text{argmin}_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{U_1 \in \mathbb{R}^{M \times K}_+} \left\{ \left\langle P^k, U_1 \right\rangle : \|U_1\|_F^2 \leq t_1^2 \right\} + \min_{Z_1 \in \mathbb{R}^{K \times N}_+} \left\{ \left\langle Q^k, Z_1 \right\rangle : \|Z_1\|_F^2 \leq t_2^2 \right\} \right.\left. + c_1 \left( \frac{t_1 + t_2}{2} \right)^2 + c_2 \left( \frac{t_1 + t_2}{2} \right) \right\}.$$
Note that inner minimization subproblems can be trivially solved once we obtain $U^*_1(t_1)$ and $Z^*_1(t_2)$. Due to Lemma C.3.0.1 we obtain the solution to the subproblem in each iteration as follows

$$U^{k+1} = \begin{cases} t^*_1 \frac{||P^k||}{||P^k||_F}, & \text{for } ||P^k||_F \neq 0, \\ 0, & \text{otherwise.} \end{cases}$$

$$Z^{k+1} = \begin{cases} t^*_2 \frac{||Q^k||}{||Q^k||_F}, & \text{for } ||Q^k||_F \neq 0, \\ 0, & \text{otherwise.} \end{cases}$$

We solve for $t^*_1$ and $t^*_2$ with the following two dimensional minimization problem

$$\arg\min_{t_1 \geq 0, t_2 \geq 0} \left\{ -t_1 \left\| P^k \right\|_F + t_2 \left\| Q^k \right\|_F + c_1 \left( \frac{t_1^2 + t_2^2}{2} \right)^2 + c_2 \left( \frac{t_1^2 + t_2^2}{2} \right) \right\}.$$ 

Thus, the solutions $t^*_1$ and $t^*_2$ are the non-negative real roots of the following equations

$$- \left\| P^k \right\|_F + t_1(t_1^2 + t_2^2) + c_2t_1 = 0, \quad - \left\| Q^k \right\|_F + t_2(t_1^2 + t_2^2) + c_2t_2 = 0.$$

Further simplifications lead to $t_1 = r \left\| P^k \right\|_F$ and $t_2 = r \left\| Q^k \right\|_F$ for some $r \geq 0$. This results in the following cubic equation,

$$c_1 \left( \left\| Q^k \right\|_F^2 + \left\| P^k \right\|_F^2 \right) r^3 + c_2r - 1 = 0,$$

where the solution is the non-negative real root.

\[ \square \]

### C.3.1 Extensions to L2-regularized NMF

Here, the goal is to solve the following minimization problem

$$\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \| A - UZ \|_F^2 + \frac{\lambda_0}{2} \left( \| U \|_F^2 + \| Z \|_F^2 \right) + I_{U \geq 0} + I_{Z \geq 0} \right\}.$$

Denote $f_1 := \frac{1}{2} \| A - UZ \|_F^2 + \frac{\lambda_0}{2} \left( \| U \|_F^2 + \| Z \|_F^2 \right)$, $f_0 := I_{U \geq 0} + I_{Z \geq 0}$ and $h = h_0$.

**Proposition C.3.1.1.** In BPG-MF, with above defined $f_1$, $f_0$, $h$ the update step in each iteration are given by $U^{k+1} = \Pi^a(-P^k)$, $Z^{k+1} = \Pi^a(-Q^k)$ where $r \geq 0$ and satisfies

$$c_1 \left( \left\| Q^k \right\|_F^2 + \left\| P^k \right\|_F^2 \right) r^3 + (c_2 + \lambda_0)r - 1 = 0,$$

with $c_1 = 3$ and $c_2 = \| A \|_F$.

The proof is similar to Proposition C.3.0.1 with only change in $c_2$. 


C.3.2 Extensions to L1-regularized NMF

Here, the goal is solve the following minimization problem

\[
\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \| A - UZ \|_F^2 + \lambda_1 (\| U \|_1 + \| Z \|_1) + I_{U \geq 0} + I_{Z \geq 0} \right\}.
\]

We denote \( e_D \) to be a vector of dimension \( D \) with all its elements set to 1.

**Lemma C.3.2.1.** Let \( Q \in \mathbb{R}^{A \times B} \) for some positive integers \( A \) and \( B \). Let \( t \geq 0 \) and \( \| Q \|_F \neq 0 \) then

\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ (Q, X) + t_0 \| X \|_1 : \| X \|_2^2 \leq t^2, X \geq 0 \right\} = -t \| \Pi_+ (-(Q + t_0 e_A e_B^T)) \|_F
\]

with the minimizer \( X^* = t \frac{\Pi_+ (- (Q + t_0 e_A e_B^T))}{\| \Pi_+ (-(Q + t_0 e_A e_B^T)) \|_F} \) if the condition \( \| \Pi_+ (-(Q + t_0 e_A e_B^T)) \|_F \neq 0 \) holds.

**Proof.** By using \( X \geq 0 \) and the basic trace properties we have the following equivalence

\[
\| X \|_1 = \sum_{i,j} X_{ij} = e_A^T X e_B = tr (e_A^T X e_B) = tr (e_B e_A^T X) = \langle e_A e_B^T, X \rangle,
\]

hence we have the following equivalence

\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ (Q, X) + t_0 \| X \|_1 : \| X \|_2^2 \leq t^2, X \geq 0 \right\} \equiv \min_{X \in \mathbb{R}^{A \times B}} \left\{ (Q + t_0 e_A e_B^T, X) : \| X \|_2^2 \leq t^2, X \geq 0 \right\}
\]

Now, the solution follows due to Lemma C.3.0.1.

Denote \( f_1 := \frac{1}{2} \| A - UZ \|_F^2 \), \( f_0 := \lambda_1 (\| U \|_1 + \| Z \|_1) + I_{U \geq 0} + I_{Z \geq 0} \) and \( h = h_0 \).

**Proposition C.3.2.1.** In BPG-MF, with the above defined \( f_1, f_0, h \) the update steps in each iteration are given by \( U^{k+1} = r \Pi_+ (- (P^k + t_0 e_M e_K^T)), Z^{k+1} = r \Pi_+ (- (Q^k + t_0 e_K e_N^T)) \) where \( r \geq 0 \) and satisfies

\[
c_1 \left( \| \Pi_+ (- (P + t_0 e_M e_K^T)) \|_F^2 + \| \Pi_+ (- (Q + t_0 e_K e_N^T)) \|_F^2 \right) r^2 + c_2 r - 1 = 0,
\]

with \( c_1 = 3 \), \( c_2 = \| A \|_F \) and \( t_0 = \lambda_1 \).

We skip the proof as it is similar to Proposition C.3.0.1.

C.3.3 Extensions to graph regularized non-negative matrix factorization

Graph regularized non-negative matrix factorization was proposed in [38]. Here, given \( \mathcal{L} \in \mathbb{R}^{M \times M} \) we are interested to solve

\[
\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) = \frac{1}{2} \| A - UZ \|_F^2 + \frac{\mu_0}{2} tr(U^T \mathcal{L} U) + \frac{\lambda_0}{2} \left( \| U \|_F^2 + \| Z \|_F^2 \right) + I_{U \geq 0} + I_{Z \geq 0} \right\}.
\]

Recall that

\[
h_e(U, Z) = 3 h_1(U, Z) + (\| A \|_F + \mu_0 \| \mathcal{L} \|_F) h_2(U, Z).
\]

Denote \( f_1 := \frac{1}{2} \| A - UZ \|_F^2 + \frac{\mu_0}{2} tr(U^T \mathcal{L} U), f_0 := \frac{\lambda_0}{2} \left( \| U \|_F^2 + \| Z \|_F^2 \right) + I_{U \geq 0} + I_{Z \geq 0} \) and \( h = h_e \).
Proposition C.3.3.1. In BPG-MF, with the above defined $f_0, f_1, h$ the update steps in each iteration are given by $U^{k+1} = r \Pi_+(-P^k)$, $Z^{k+1} = r \Pi_+(-Q^k)$ where $r \geq 0$ and satisfies

$$c_1 \left( \left\| \Pi_+(-Q^k) \right\|^2_F + \left\| \Pi_+(-P^k) \right\|^2_F \right) r^3 + (c_2 + \mu_0 \left\| L \right\|_F + \lambda_0) r - 1 = 0,$$

(C.3.8)

with $c_1 = 3$ and $c_2 = \|A\|_F$.

The proof is similar to Proposition C.3.0.1 and only $c_2$ changes.

C.3.4 Extensions to symmetric NMF via non-symmetric relaxation.

In [177], the following optimization problem was proposed in the context of Symmetric NMF where the factors $U$ and $Z^T$ are equal. The symmetricity of the factors was lifted via a quadratic penalty terms resulting in the following problem

$$\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \| A - UZ \|_F^2 + \frac{\lambda_0}{2} \| U - Z^T \|_F^2 + I_{U\geq 0} + I_{Z\geq 0} \right\}. $$

Now, we prove the $L$-smad property. We need the following technical lemma.

Lemma C.3.4.1. Let $f_1(U, Z) = \frac{1}{2} \| A - UZ \|_F^2 + \frac{\lambda_0}{2} \| U - Z^T \|_F^2$ be as defined above, we have the following

$$\nabla_U f_1(A, UZ) = \lambda_0 \left( U - Z^T \right) - (A - UZ)Z^T, \quad \nabla_Z f_1(A, UZ) = \lambda_0 \left( U - Z^T \right) + U^T (A - UZ)$$

and

$$\langle (H_1, H_2), \nabla^2 f_1(A, UZ)(H_1, H_2) \rangle = -2 \langle A - UZ, H_1H_2 \rangle + \| UH_2 + H_1Z \|_F^2 + \lambda_0 \| H_1 - H_2^T \|_F^2.$$

Proof. The first part of proof for function $\frac{1}{2} \| A - UZ \|_F^2$ follows from Proposition 4.5.0.1. For the other term, with the Forbenius dot product, we obtain

$$\frac{\lambda_0}{2} \| U + H_1 - Z^T - H_2^T \|_F^2 = \frac{\lambda_0}{2} \left( \| U - Z^T \|_F^2 + 2 \langle U - Z^T, H_1 - H_2^T \rangle + \| H_1 - H_2^T \|_F^2 \right).$$

Combining with Lemma C.4.0.1, the statement follows from the collecting the first order and second order terms.

Proposition C.3.4.1. Let $f_1(U, Z) = \frac{1}{2} \| A - UZ \|_F^2 + \frac{\lambda_0}{2} \| U - Z \|_F^2$. Then, for a certain constant $L \geq 1$, the function $f_1$ satisfies $L$-smad property with respect to the following kernel generating distance,

$$h_d(U, Z) = 3h_1(U, Z) + (\|A\|_F + 2\lambda_0) h_2(U, Z).$$

Proof. The proof is similar to Proposition 4.5.0.1 and Lemma C.3.4.1 must be applied for the result.

Denote $f_1 := \frac{1}{2} \| A - UZ \|_F^2 + \frac{\lambda_0}{2} \| U - Z \|_F^2$, $f_0 := I_{U \geq 0} + I_{Z \geq 0}$ and $h = h_d$.

Proposition C.3.4.2. In BPG-MF, with the above defined update steps in each iteration are given by $U^{k+1} = r \Pi_+(-P^k)$, $Z^{k+1} = r \Pi_+(-Q^k)$ where $r \geq 0$ and satisfies

$$c_1 \left( \left\| \Pi_+(-P^k) \right\|^2_F + \left\| \Pi_+(-Q^k) \right\|^2_F \right) r^3 + (c_2 + 2\lambda_0) r - 1 = 0,$$

(C.3.9)
with \( c_1 = 3 \) and \( c_2 = \|A\|_F \).

The proof is similar to Proposition C.3.0.1 and only \( c_2 \) changes.

### C.3.5 Extensions to NMF with non-convex sparsity constraints (Sparse NMF)

Consider the following problem from [26]

\[
\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \|A - UZ\|_F^2 : U \geq 0, \|U\|_0 \leq s_1, Z \geq 0, \|Z\|_0 \leq s_2 \right\},
\]

where \( s_1 \) and \( s_2 \) are two known positive integers. Denote \( f_1 := \frac{1}{2} \|A - UZ\|_F^2, f_0 := I_{U \geq 0} + I_{\|U\|_0 \leq s_1} + I_{Z \geq 0} + I_{\|Z\|_0 \leq s_2} \) and \( h = h_a \). Note that the Assumption D(iii) is not valid here, hence CoCaIn BPG-MF theory does not hold and hints at possible extensions of CoCaIn BPG-MF, which is an interesting open question. We start with the following technical lemma.

**Proposition C.3.5.1.** Let \( Q \in \mathbb{R}^{A \times B} \) for some positive integers \( A \) and \( B \). Let \( t \geq 0 \) and \( \|Q\|_F \neq 0 \) then

\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2, \|X\|_0 \leq s, X \geq 0 \right\} = -t \|H_s(\Pi_+(\neg Q))\|_F.
\]

with the minimizer \( X^* = t \frac{\|H_s(\Pi_+(\neg Q))\|_F}{\|H_s(\Pi_+(\neg Q))\|_F} \) if \( \|H_s(\Pi_+(\neg Q))\|_F \neq 0 \) else \( X^* = 0 \). If \( \|H_s(\Pi_+(\neg Q))\|_F \neq 0 \) we have the following equivalence

\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2, \|X\|_0 \leq s, X \geq 0 \right\} = \min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 = t^2, \|X\|_0 \leq s, X \geq 0 \right\}
\]

**Proof.** We have

\[
\min_X \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2, \|X\|_0 \leq s, X \geq 0 \right\} = -\max_X \left\{ \langle \neg Q, X \rangle : \|X\|_F^2 \leq t^2, \|X\|_0 \leq s, X \geq 0 \right\},
\]

\[
= -\max_X \left\{ \langle \Pi_+(\neg Q), X \rangle : \|X\|_F^2 \leq t^2, \|X\|_0 \leq s \right\},
\]

\[
= -\max_X \left\{ \langle H_s(\Pi_+(\neg Q)), X \rangle : \|X\|_F^2 \leq t^2 \right\}.
\]

The first equality is a simple rewriting of the objective. Then, the corresponding objective \( \langle \neg Q, X \rangle \) can be maximized with \( \sum_{i=1}^A \sum_{j=1}^B I_{(i,j) \in \Omega_0} (\neg Q_{ij} X_{ij}) \) where \( \Omega_0 \) is set of index pairs and \( I_{(i,j) \in \Omega_0} = 1 \) if the index pair if \( (i, j) \in \Omega_0 \) and zero otherwise. It is easy to see that the objective \( \langle \neg Q, X \rangle \) is maximized if \( \Omega_0 \) contains all the index pairs corresponding to the elements of \( \neg Q \) with highest absolute value which is captured by Hard-thresholding operator. However due to the non-negativity constraint if there is any \( \neg Q_{ij} \) such that it is negative, then since \( X_{ij} \) will be driven to zero. So, before we use the Hard-thresholding operator, we need to use \( \Pi_+(\cdot) = \max\{0, \cdot\} \) in second equality. The third equality follows as a consequence of hard sparsity constraint similar to Lemma C.2.5.1 and the solution follows due to Lemma D.2.0.1. The equivalence statement follows as \( \|X^*\|_F^2 = t^2 \).

**Proposition C.3.5.2.** In BPG-MF, with the above defined \( f_1, f_0, h \) the update steps in each iteration are

\[
U^{k+1} = r H_{s_1}(\Pi_+(\neg P^k)), Z^{k+1} = r H_{s_2}(\Pi_+(\neg Q^k)) \text{ where } r \geq 0 \text{ and satisfies}
\]

\[
c_1 \left( \left\|H_{s_1}(\Pi_+(\neg Q^k))\right\|_F^2 + \left\|H_{s_2}(\Pi_+(\neg P^k))\right\|_F^2 \right) r^3 + c_2 r - 1 = 0,
\]
with $c_1 = 3$ and $c_2 = \|A\|_F$.

The proof is similar to Proposition C.3.0.1.

## C.4 Matrix completion problem

Matrix completion is an important non-convex optimization problem, which arises in practical real world applications, such as recommender systems [41, 68, 95]. Give a matrix $A$ where only the values at the index set given by $\Omega$ are given. The goal is obtain the rest of the values. One of the popular strategy is to obtain the factors $U \in \mathbb{R}^{M \times K}$ and $Z \in \mathbb{R}^{K \times N}$ for a small positive integer $K$. This is cast into the following problem,

$$
\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \| P_\Omega (A - UZ) \|_F^2 + \frac{\lambda_0}{2} \left( \| U \|_F^2 + \| Z \|_F^2 \right) \right\}, \tag{C.4.1}
$$

where $P_\Omega$ is an masking operator over index set $\Omega$ which preserves the given matrix entries and sets others to zero. We require the following technical lemma.

**Lemma C.4.0.1.** Let $f_1 := \frac{1}{2} \| P_\Omega (A - UZ) \|_F^2$ be as defined above, we have the following

$$
\nabla_U f_1(A, UZ) = -P_\Omega (A - UZ)Z^T, \quad \nabla_Z f_1(A, UZ) = -U^TP_\Omega (A - UZ)
$$

$$
\langle (H_1, H_2), \nabla^2 f_1(A, UZ)(H_1, H_2) \rangle = \| P_\Omega (UH_2 + H_1Z) \|_F^2 - 2 \langle P_\Omega (A - UZ), H_1 H_2 \rangle.
$$

**Proof.** With the Forbenius dot product, we have

$$
\| P_\Omega (A - UZ) \|_F^2 = \langle P_\Omega (A - UZ), P_\Omega (A - UZ) \rangle.
$$

In the above expression by substituting $U$ with $U + H_1$ and $Z$ with $Z + H_2$, we obtain

$$
\langle P_\Omega (A - (U + H_1)(Z + H_2)), P_\Omega (A - (U + H_1)(Z + H_2)) \rangle,
$$

$$
= \| P_\Omega (A - UZ) \|_F^2 + \| P_\Omega (UH_2 + H_1Z) \|_F^2,
$$

$$
-2 \langle P_\Omega (A - UZ), P_\Omega (UH_2 + H_1Z) \rangle - 2 \langle P_\Omega (A - UZ), P_\Omega (H_1H_2) \rangle
$$

where in the last term we ignored the terms higher than second order. Collecting all the first order terms we have

$$
-2 \langle P_\Omega (A - UZ), P_\Omega (UH_2 + H_1Z) \rangle = -2 \langle P_\Omega (A - UZ), UH_2 + H_1Z \rangle
$$

$$
= -2 \langle P_\Omega (A - UZ)Z^T, H_1 \rangle - 2 \langle U^TP_\Omega (A - UZ), H_2 \rangle
$$

and similarly collecting all the second order terms we have

$$
\| P_\Omega (UH_2 + H_1Z) \|_F^2 - 2 \langle P_\Omega (A - UZ), P_\Omega (H_1H_2) \rangle = \| P_\Omega (UH_2 + H_1Z) \|_F^2 - 2 \langle P_\Omega (A - UZ), H_1 H_2 \rangle
$$

Thus the statement follows using the second order Taylor expansion.

**Proposition C.4.0.1.** Let $f_1 := \frac{1}{2} \| P_\Omega (A - UZ) \|_F^2$ and $h_1, h_2$ be as defined as in (4.5.2). Then, for a certain constant $L \geq 1$, the function $f_1$ satisfies $L$-smad property with respect to the following kernel generating distance,

$$
h_a(U, Z) = 3h_1(U, Z) + \| P_\Omega (A) \|_F h_2(U, Z).
$$
Proof. With Lemma C.4.0.1 we obtain
\[
\langle (H_1, H_2), \nabla^2 f_1(A, UZ)(H_1, H_2) \rangle = \| P_{\Omega}(UH_2 + H_1Z) \|_F^2 - 2 \langle P_{\Omega}(A - UZ), H_1H_2 \rangle \\
\leq \| H_1Z + UH_2 \|_F^2 - 2 \langle P_{\Omega}(A - UZ), H_1H_2 \rangle \\
\leq 2 \| H_1Z \|_F^2 + 2 \| UH_2 \|_F^2 + 2 \| P_{\Omega}(A) \|_F \| H_1H_2 \|_F + 2 \| P_{\Omega}(UZ) \|_F \| H_1H_2 \|_F, \\
\leq 2 \| H_1Z \|_F^2 + 2 \| UH_2 \|_F^2 + 2 \| P_{\Omega}(A) \|_F \| H_1H_2 \|_F + 2 \| UZ \|_F \| H_1H_2 \|_F.
\]
The rest of the proof is similar to Proposition 4.5.0.1.

Proposition C.4.0.2. Let \( f_1 := \frac{1}{2} \| P_{\Omega}(A - UZ) \|_F^2 + \frac{\lambda_0}{2} \left( \| U \|_F^2 + \| Z \|_F^2 \right) \) and \( h_1, h_2 \) be as defined as in (4.5.2). Then, for a certain constant \( L \geq 1 \), the function \( f_1 \) satisfies L-smad property with respect to the following kernel generating distance,
\[ h_a(U, Z) = 3h_1(U, Z) + (\| P_{\Omega}(A) \|_F + \lambda_0) h_2(U, Z). \]
The update steps are very similar as what we described earlier in Section 4.2 and 4.3.

C.5 Closed form solution with 5th-order polynomial

The goal of this section is to consider a setting, where the update step of BPG-MF involves a 5th order polynomial equation. In such a case, Newton based method solvers can be used to find the roots. We later show that we can obtain a cubic equation by slightly modifying the kernel generating distance. Let \( \lambda_0 > 0 \) and we consider the following problem
\[
\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \| A - UZ \|_F^2 + \frac{\lambda_0}{2} \| U \|_F^2 \right\}. \tag{C.5.1}
\]
We set \( R_1(U) = \frac{\lambda_0}{2} \| U \|_F^2, R_2(Z) = 0, f_1 = \frac{1}{2} \| A - UZ \|_F^2, f_0(U, Z) = \frac{\lambda_0}{2} \| U \|_F^2 \) and \( h = h_a \).

Proposition C.5.0.1. In BPG-MF, with above defined \( f_1, f_0, h \) the update steps in each iteration are given by \( U^{k+1} = -\frac{P^k}{r_1 + \lambda_0}, Z^{k+1} = -\frac{Q^k}{r_1} \) where \( r_1 \geq 0 \) and satisfies
\[
c_1 \left( \| Q^k \|_F^2 (r_1 + \lambda_0)^2 + \| P^k \|_F^2 r_1^2 \right) + c_2 r_1^2 (r_1 + \lambda_0)^2 - r_1^3 (r_1 + \lambda_0)^2 = 0, \tag{C.5.2}
\]
with \( c_1 = 3 \) and \( c_2 = \| A \|_F \).

Proof. The proof is similar to that of Proposition 2.0.1. Consider the following subproblem
\[
(U^{k+1}, Z^{k+1}) \in \arg\min_{(U, Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}} \left\{ \frac{\lambda_0}{2} \| U \|_F^2 + \langle P^k, U \rangle + \langle Q^k, Z \rangle \\
+ c_1 \left( \frac{\| U \|_F^2 + \| Z \|_F^2}{2} \right)^2 + c_2 \left( \frac{\| U \|_F^2 + \| Z \|_F^2}{2} \right) \right\},
\]
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Denote the objective in the above minimization problem as $O(U^\parallel, Z^\parallel)$. Now, we show that the following holds

\[
\min_{(U,Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}} \left( O(U^\parallel, Z^\parallel) \right) \equiv \min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{(U,Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}, \|U\|_F = t_1, \|Z\|_F = t_2} \left( O(U^\parallel, Z^\parallel) \right) \right\},
\]

\[
\equiv \min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{(U,Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}, \|U\|_F \leq t_1, \|Z\|_F \leq t_2} \left( O(U^\parallel, Z^\parallel) \right) \right\},
\]

where the first step is a simple rewriting of the objective and the second step follows as there is no change in the constraint set and due to Lemma D.2.0.1, which is given precisely in Proposition C.2.0.1 where the equivalence argument used for (C.2.4) and (C.2.3) holds here. Note that in the first step, we used $\|U\|_F = t_1$ this results in deviation of value of $c_2$ to $c_2 + \lambda_0$, corresponding to $U$ (see below). We solve for $(U^{k+1}, Z^{k+1})$ via the following strategy. Denote

\[
U_1^*(t_1) \in \arg\min \left\{ \left\langle P^k, U_1 \right\rangle : U_1 \in \mathbb{R}^{M \times K}, \|U_1\|_F^2 \leq t_1^2 \right\},
\]

\[
Z_1^*(t_2) \in \arg\min \left\{ \left\langle Q^k, Z_1 \right\rangle : Z_1 \in \mathbb{R}^{K \times N}, \|Z_1\|_F^2 \leq t_2^2 \right\}.
\]

Then we obtain $(U^{k+1}, Z^{k+1}) = (U_1^*(t_1), Z_1^*(t_2))$, where $t_1^*$ and $t_2^*$ are obtained by solving the following two dimensional subproblem

\[
(t_1^*, t_2^*) \in \arg\min_{t_1 \geq 0, t_2 \geq 0} \left\{ \min_{U_1 \in \mathbb{R}^{M \times K}} \left\{ \left\langle P^k, U_1 \right\rangle : \|U_1\|_F^2 \leq t_1^2 \right\} + \min_{Z_1 \in \mathbb{R}^{K \times N}} \left\{ \left\langle Q^k, Z_1 \right\rangle : \|Z_1\|_F^2 \leq t_2^2 \right\} \right\},
\]

\[
+ c_1 \left( \frac{t_1^2 + t_2^2}{2} \right)^2 + c_2 \frac{t_2^2}{2} + (c_2 + \lambda_0) \frac{t_2^2}{2} \right\}.
\]

Note that inner minimization subproblems can be trivially solved once we obtain $U_1^*(t_1)$ and $Z_1^*(t_2)$ via Lemma D.2.0.1. Then the solution to the subproblem in each iteration as follows:

\[
U^{k+1} = \begin{cases} 
  t_1^* \frac{P^k}{\|P^k\|_F}, & \text{for } \|P^k\|_F \neq 0, \\
  0 & \text{otherwise}.
\end{cases}
\]

\[
Z^{k+1} = \begin{cases} 
  t_2^* \frac{Q^k}{\|Q^k\|_F}, & \text{for } \|Q^k\|_F \neq 0, \\
  0 & \text{otherwise}.
\end{cases}
\]

We solve for $t_1^*$ and $t_2^*$ with the following two dimensional minimization problem

\[
\arg\min_{t_1 \geq 0, t_2 \geq 0} \left\{ -t_1 \left\| P^k \right\|_F - t_2 \left\| Q^k \right\|_F + c_1 \left( \frac{t_1^2 + t_2^2}{2} \right)^2 + c_2 \frac{t_2^2}{2} + (c_2 + \lambda_0) \frac{t_2^2}{2} \right\}.
\]

Thus, the solutions $t_1^*$ and $t_2^*$ are the non-negative real roots of the following equations

\[
\begin{align*}
- \left\| P^k \right\|_F + c_1 (t_1^2 + t_2^2) t_1 + (c_2 + \lambda_0) t_1 &= 0, \\
- \left\| Q^k \right\|_F + c_1 (t_1^2 + t_2^2) t_2 + c_2 t_2 &= 0.
\end{align*}
\]
Further simplifications with \( t_1 = \frac{\|P_k\|_F}{r_1 + \lambda_0} \) and \( t_2 = \frac{\|Q_k\|_F}{r_1} \) denoting \( r_1 = c_1(t_1^2 + t_2^2) + c_2 \), then we have

\[
r_1 = c_1 \left( \left( \frac{\|P_k\|_F}{r_1 + \lambda_0} \right)^2 + \left( \frac{\|Q_k\|_F}{r_1} \right)^2 \right) + c_2
\]

This will result in following 5th order equation,

\[
c_1 \left( \|P_k\|_F^2 r_1^2 + \|Q_k\|_F^2 (r_1 + \lambda_0)^2 \right) + c_2 r_1^2 (r_1 + \lambda_0)^2 - r_1^3 (r_1 + \lambda_0)^2 = 0.
\]

\[\square\]

### C.5.1 Conversion to cubic equation

We set \( R_1(U) = \frac{\lambda_0}{2} \|U\|_F^2 \), \( R_2(Z) = 0 \) and \( f_1 = \frac{1}{2} \|A - UZ\|_F^2 \). Denote \( f_0(U, Z) = \frac{\lambda_0}{2} \|U\|_F^2 \), \( h(U, Z) = h_0(U, Z) + \frac{\lambda_0}{2} \|Z\|_F^2 \). Note that such a \( f_1 \) satisfies \( L \)-smad property with respect to \( h \) satisfies \( L \)-smad trivially since only a quadratic term is added to \( h_0 \).

**Proposition C.5.1.1.** In BPG-MF, with the above defined \( f_1, f_0, h \) the update steps in each iteration are given by \( U^{k+1} = -r P^k \), \( Z^{k+1} = -r Q^k \) where \( r \) is the non-negative real root of

\[
c_1 \left( \|Q_k\|_F^2 + \|P_k\|_F^2 \right) r^3 + (c_2 + \lambda_0) r - 1 = 0,
\]

with \( c_1 = 3 \) and \( c_2 = \|A\|_F \).

**Proof.** The resulting subproblem is

\[
(U^{k+1}, Z^{k+1}) \in \arg\min_{(U, Z) \in \mathbb{R}^{M \times K} \times \mathbb{R}^{K \times N}} \left\{ \left\langle P_k, U \right\rangle + \left\langle Q_k, Z \right\rangle 
+ c_1 \left( \frac{\|U\|_F^2 + \|Z\|_F^2}{2} \right)^2 + (c_2 + \lambda_0) \left( \frac{\|U\|_F^2 + \|Z\|_F^2}{2} \right) \right\}.
\]

The rest of the proof is similar to Proposition C.2.0.1. \[\square\]

### C.5.2 Extensions to mixed regularization terms

Let \( \lambda_0 > 0 \) and we consider the following problem

\[
\min_{U \in \mathbb{R}^{M \times K}, Z \in \mathbb{R}^{K \times N}} \left\{ f(U, Z) := \frac{1}{2} \|A - UZ\|_F^2 + \frac{\lambda_0}{2} \|U\|_F^2 + \lambda_1 \|Z\|_1 \right\}.
\]

Note that the regularizer is a mixture of L1 and L2 regularization. The usual strategy with \( h = h_0 \) would result in a fifth order polynomial. In order to generate a cubic equation, we use the same strategy as given Section C.5.1. We set \( h(U, Z) = h_0(U, Z) + \frac{\lambda_0}{2} \|Z\|_F^2 \), \( f_1 = \frac{1}{2} \|A - UZ\|_F^2 \) and \( f_0(U, Z) = \frac{\lambda_0}{2} \|U\|_F^2 + \lambda_1 \|Z\|_1 \).
Proposition C.5.2.1. In BPG-MF, with the above defined $f_1, f_0, h$ the update steps in each iteration are given by $U^{k+1} = -r P^k$, $Z^{k+1} = r S_{\lambda \lambda_1} (-Q^k)$ where $r$ is the non-negative real root of

$$c_1 \left( \| P^k \|_F^2 + \| S_{\lambda \lambda_1} (-Q^k) \|_F^2 \right) r^3 + (c_2 + \lambda_0) r - 1 = 0,$$

with $c_1 = 3$ and $c_2 = \| A \|_F$.

The proof is similar to Proposition C.2.0.1 and Proposition C.2.3.1.
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D.1 Proof of Theorem 7.3.2.1

Proof. The kernel generating distances \( h \) in Section 4.6 are continuously differentiable (also proper, lsc, convex with full domain). The function \( f_1 \) in (4.6.1) is continuously differentiable and for L1 or L2 regularization, the function \( f_0 \) is proper, lsc, convex, and bounded from below by the zero function. As both \( f_0 \) and \( f_1 \) are non-negative, the objective is bounded from below. The function \( f \) is obviously semi-algebraic, which assures the KL property. Supercoercivity of \( h + \lambda f_0 \) is true, as \( h \) is a polynomial of degree greater than 1 with positive coefficients in terms of \( \|W\|_F \), and \( f_0 \) is either L1 or squared L2 regularizer. Strong convexity of \( h \) and the \( L \)-smad property are verified in Section 4.6. Lipschitz continuity of \( \nabla f_1 \) and \( \nabla h \) on bounded sets follows from boundedness of second order derivative of \( f_1 \) and \( h \), as \( \|X\|_F \) and \( \|Y\|_F \) are constant (see Section A.3). Thus, Assumptions A,C,D are verified. Moreover, BPG satisfies the descent property with respect to objective value, i.e., \( f \) is monotonically non-increasing (cf. [28, Lemma 4.1]). The regularization terms guarantee that the objective \( f \) is coercive, which implies that the level sets are bounded. The descent property ensures that all BPG iterates lie in the set \( \{ W : f(W) \leq f(W^0) \} \). Combining this with the boundedness of the level-sets shows that the entire sequence generated by BPG is bounded. It remains to apply [28, Theorem 4.1] to conclude the statement.

D.2 Closed form update steps

Lemma D.2.0.1. Let \( Q \in \mathbb{R}^{A \times B} \) for some positive integers \( A \) and \( B \). Let \( t \geq 0 \) and \( \|Q\|_F \neq 0 \) then

\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 = t^2 \right\} = \min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle : \|X\|_F^2 \leq t^2 \right\} = -t \|Q\|_F ,
\]

with the minimizer at \( X^* = -tQ / \|Q\|_F \).

Consider the following non-convex optimization problem

\[
\min_{W_i \in W_i, \forall i \in \{1, \ldots, K\}} \left\{ f(W_1, \ldots, W_N) := \frac{1}{2} \|W_1 W_2 \cdots W_N X - Y\|_F^2 \right\} , \tag{D.2.1}
\]

Recall that \( f_1 = \frac{1}{2} \|W_1 W_2 \cdots W_N X - Y\|_F^2, \; f_0 := 0 \) and \( h \) as explained in Section 7.3.1.
D.2.1 Proof of Proposition 7.3.1.1

We use the same proof strategy as Proposition C.2.0.1. Consider the following subproblem, involved in the update step

\[(W_1^{k+1}, \ldots, W_N^{k+1}) \in \arg\min_{(W_1, \ldots, W_N) \in \mathcal{C}} \left\{ \left( \sum_{i=1}^{N} \langle P_i^k, W_i \rangle \right) + c_1(N) \left( \frac{\|W\|_F^2}{N} \right)^N + c_2(N) \left( \frac{\|W\|_F^2}{N} \right)^{\frac{N}{2}} + \rho \left( \frac{\|W\|_F^2}{N} \right) \right\}. \]

In order to solve the above minimization problem, we introduce additional optimization variables \(t_1, \ldots, t_N \geq 0\) and the constraint \(\|W_i\|_F = t_i\) for all \(i\). This splits the optimization problem, where the constraints of the inner problem with respect to \(W_1, \ldots, W_N\) can be relaxed to \(\|W_i\|_F \leq t_i\) without changing the minimal value thanks to Lemma D.2.0.1. We arrive at

\[
\min_{t_i \geq 0, \forall i \in \{1, \ldots, N\}} \left\{ \sum_{i=1}^{N} \min_{W_i \in \mathcal{W}_i} \left\{ \langle P_i^k, W_i \rangle : \|W_i\|_F \leq t_i^2 \right\} + c_1(N) \left( \sum_{i=1}^{N} t_i^2 \right)^N + c_2(N) \left( \frac{\sum_{i=1}^{N} t_i^2}{N} \right)^{\frac{N}{2}} + \rho \left( \sum_{i=1}^{N} t_i^2 \right) \right\}.
\]

Then the solution to the subproblem for the \(i\)-th block due to Lemma D.2.0.1, in each iteration is as follows

\[
W_i^{k+1} = \begin{cases} 
\frac{t_i^*}{\|P_i^k\|_F}, & \text{for } \|P_i^k\|_F \neq 0, \\
0, & \text{otherwise}.
\end{cases}
\]

We solve for \(t_i^*\) with the following minimization problem

\[
\arg\min_{t_i \geq 0, \forall i \in \{1, \ldots, N\}} \left\{ -\sum_{i=1}^{N} t_i \left\| P_i^k \right\|_F + c_1(N) \left( \frac{\sum_{i=1}^{N} t_i^2}{N} \right)^N + c_2(N) \left( \frac{\sum_{i=1}^{N} t_i^2}{N} \right)^{\frac{N}{2}} + \rho \left( \frac{\sum_{i=1}^{N} t_i^2}{N} \right) \right\}.
\]

Thus, the solutions \(t_i^*\) are the non-negative real roots of the following equations

\[
-\|P_i^k\|_F + 2c_1(N) \left( \frac{\sum_{i=1}^{N} t_i^2}{N} \right)^{N-1} t_i + c_2(N) \left( \frac{\sum_{i=1}^{N} t_i^2}{N} \right)^{\frac{N}{2}-1} t_i + \frac{2\rho}{N} t_i = 0, \quad \forall i \in \{1, \ldots, N\} \tag{D.2.2}
\]

Substitute the following

\[
t_i = r \frac{\sqrt{N \|P_i^k\|_F}}{\sqrt{\sum_{i=1}^{N} \|P_i^k\|_F^2}},
\]

which implies that \(\sum_{i=1}^{N} t_i^2 = r^2\) for certain \(r > 0\). Now, we find \(r\) via substituting \(t_i\) in (D.2.2), which results in

\[
2c_1(N) r^{2N-1} + c_2(N) r^{N-1} + \frac{2\rho}{N} r - \frac{\sqrt{\sum_{i=1}^{N} \|P_i^k\|_F^2}}{\sqrt{N}} = 0. \tag{D.2.3}
\]

The proof is similar for \(N > 2\) and \(N\) being odd.
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D.2.2 L2-regularization

Consider the following non-convex optimization problem

$$\min_{W_i \in W, i \in \{1, \ldots, K\}} \left\{ f(W_1, \ldots, W_N) := \frac{1}{2} \|W_1 W_2 \ldots W_N X - Y\|^2_F + \frac{\lambda_0}{2} \left( \sum_{i=1}^N \|W_i\|^2_F \right) \right\}. \quad (D.2.4)$$

Denote $f_1 := \frac{1}{2} \|W_1 W_2 \ldots W_N X - Y\|^2_F$, $f_0 := \frac{\lambda_0}{2} \left( \sum_{i=1}^N \|W_i\|^2_F \right)$ and $h$ as explained in Section 7.3.1.

**Proposition D.2.2.1.** In BPG, with above defined $f_1, f_0, h$, using the notation $P_i^k = P_i^k(W_1^k, \ldots, W_N^k) = \lambda \nabla_W f_i(W_1^k, \ldots, W_N^k) - \nabla_W h(W_1^k, \ldots, W_N^k)$, the update steps in each iteration are given by $W_i^{k+1} = -r \frac{\sqrt{N} \rho_i^k}{\|P_i^k\|_F}$ for all $i \in \{1, \ldots, N\}$ where $r$ is the non-negative real root of for $N = 2$

$$2c_1(2)r^3 + (c_2(2) + \lambda \lambda_0)r - \frac{\sqrt{\sum_{i=1}^2 \|P_i^k\|^2_F}}{\sqrt{2}} = 0, \quad (D.2.5)$$

If $N > 2$ and even, we have

$$2c_1(N)r^{2N-1} + c_2(N)r^{N-1} + \left( \frac{2\rho}{N} + \lambda \lambda_0 \right) r - \frac{\sqrt{\sum_{i=1}^N \|P_i^k\|^2_F}}{\sqrt{N}} = 0, \quad (D.2.6)$$

and if $N > 2$ and odd, then

$$2c_1(N)r^{2N-1} + c_3(N) \left( \frac{N \rho^2 + 1}{N + 1} \right)^{N-1} r + \left( \frac{2\rho}{N} + \lambda \lambda_0 \right) r - \frac{\sqrt{\sum_{i=1}^N \|P_i^k\|^2_F}}{\sqrt{N}} = 0. \quad (D.2.7)$$

**Proof.** The proof is exactly the same as Proposition 7.3.1.1 and the only change is in the value $\rho$ for $N > 2$ and $c_2$ for $N = 2$. For $N = 2$, the results coincide results from Chapter 6. \qed

D.2.3 Closed form updates for L1 Regularization

Recall that the soft-thresholding operator is defined as follows $S_\beta(x) = \max\{|x| - \theta, 0\} \text{sgn}(x)$, where the operations are performed coordinate-wise. We consider below an extension of (4.6.1),

$$\min_{W_i \in W, i \in \{1, \ldots, K\}} \left\{ f(W_1, \ldots, W_N) := \frac{1}{2} \|W_1 W_2 \ldots W_N X - Y\|^2_F + \sum_{i=1}^N \mu_i \|W_i\|_1 \right\}, \quad (D.2.8)$$

where $\mu_i > 0$ for all $i \in \{1, \ldots, N\}$ and $\|W_i\|_1$ is the standard L1-norm, which denotes the sum of absolute of values of the all elements in $W_i$.

Denote $f_1 := \frac{1}{2} \|W_1 W_2 \ldots W_N X - Y\|^2_F$, $f_0 := \sum_{i=1}^N \mu_i \|W_i\|_1$ and $h$ as explained in Section 7.3.1.

**Proposition D.2.3.1.** In BPG, with above defined $f_1, f_0, h$, with the notation $P_i^k = P_i^k(W_1^k, \ldots, W_N^k) = \lambda \nabla_W f_i(W_1^k, \ldots, W_N^k) - \nabla_W h(W_1^k, \ldots, W_N^k)$, the update steps in each iteration are given by $W_i^{k+1} = \lambda \nabla_W f_i(W_1^k, \ldots, W_N^k) - \nabla_W h(W_1^k, \ldots, W_N^k)$, the update steps in each iteration are given by $W_i^{k+1} = \lambda \nabla_W f_i(W_1^k, \ldots, W_N^k) - \nabla_W h(W_1^k, \ldots, W_N^k)$. For $N = 2$, the results coincide results from Chapter 6. \qed
D.3 Closed form inertia

\[ r \frac{\sqrt{N} S_{\lambda \mu_i (-P^k_i)}}{\sqrt{\sum_{i=1}^{N} \|S_{\lambda \mu_i (-P^k_i)}\|_F^2}} \text{ for all } i \in \{1, \ldots, N\} \text{ where for } N = 2, r \text{ is the non-negative real root of} \]

\[ 2c_1(2)r^3 + c_2(2)r - \frac{\sqrt{\sum_{i=1}^{2} \|S_{\lambda \mu_i (-P^k_i)}\|_F^2}}{\sqrt{2}} = 0. \]  

(D.2.9)

If \( N > 2 \) and even, we have

\[ 2c_1(N)r^{2N-1} + c_2(N)r^{N-1} + \frac{2\rho}{N} - \frac{\sqrt{\sum_{i=1}^{N} \|S_{\lambda \mu_i (-P^k_i)}\|_F^2}}{\sqrt{N}} = 0, \]  

(D.2.10)

and if \( N > 2 \) and odd, then

\[ 2c_1(N)r^{2N-1} + c_3(N) \left( \frac{N^2 + 1}{N + 1} \right)^{\frac{N-1}{2}} + \frac{2\rho}{N} - \frac{\sqrt{\sum_{i=1}^{N} \|S_{\lambda \mu_i (-P^k_i)}\|_F^2}}{\sqrt{N}} = 0. \]  

(D.2.11)

Proof. We use the same proof strategy as Proposition C.2.0.1. The subproblem is

\[ W^{k+1} \in \arg\min_{(W_1, \ldots, W_N) \in C} \left\{ \sum_{i=1}^{N} \left( \lambda \mu_i \|W_i\|_1 + \left\langle P^k_i, W_i \right\rangle \right) \right. \]

\[ \left. + c_1(N) \left( \frac{\|W\|_F^2}{N} \right)^{\frac{N}{2}} + c_2(N) \left( \frac{\|W\|_F^2}{N} \right) + \rho \left( \frac{\|W\|_F^2}{N} \right) \right\}. \]

The rest of the proof is only a minor modification to the proof of Proposition 7.3.1.1 and Lemma C.2.3.1 is used instead of Lemma D.2.0.1.

D.3 Closed form inertia

D.3.1 Proof of Proposition 7.4.1.1

We use

\[ h(W_1, \ldots, W_N) = H_a(W_1, \ldots, W_N) + \rho H_4(W_1, \ldots, W_N), \]

where

\[ H_a(W_1, \ldots, W_N) = c_1(N)H_1(W_1, \ldots, W_N) + c_2(N)H_2(W_1, \ldots, W_N). \]

Now for any \( x \in \overline{C}, y \in C \), we have \( D_{h_1 + h_2}(x, y) = D_{h_1}(x, y) + D_{h_2}(x, y) \) for any \( h_1, h_2 \in \mathcal{G}(C) \). Thus,

\[ D_h(x, y) = c_1(N)D_{H_1}(x, y) + c_2(N)D_{H_2}(x, y) + \rho D_{H_4}(x, y). \]

We solve \( D_h(x^k, y^k) \leq \kappa D_h(x^{k-1}, x^k) \) using the results from Lemma A.3.0.3, A.3.0.5, to obtain

\[ D_h(x^k, y^k) \leq \gamma_k^2 \left( c_1(N)B_k + c_2(N)C_k + \rho \|\Delta_k\|^2 \right) \leq \kappa D_h(x^{k-1}, x^k). \]

The proof for \( N > 2 \) and \( N \) being odd is similar.
D.3.2 Closed form inertia for matrix factorization

Lemma D.3.2.1. Given $h_1(W_1, W_2) := \left(\frac{||W_1||^2_F + ||W_2||^2_F}{2}\right)^2$, then we have the following

$$\langle (H_1, H_2), \nabla^2 h_1(W_1, W_2)(H_1, H_2) \rangle \leq 3 \left( ||H_1||^2_F + ||H_2||^2_F \right) \left( ||W_1||^2_F + ||W_2||^2_F \right).$$

Given $h_2 := \left(\frac{||W_1||^2_F + ||W_2||^2_F}{2}\right)$, then we have the following

$$\langle (H_1, H_2), \nabla^2 h_2(W_1, W_2)(H_1, H_2) \rangle = ||H_1||^2_F + ||H_2||^2_F.$$

Then, with $h_a(W_1, W_2) = 3h_1(W_1, W_2) + ||Y||_F h_2(W_1, W_2)$ we have the following

$$\langle (H_1, H_2), \nabla^2 h_a(W_1, W_2)(H_1, H_2) \rangle \leq 9 \left( ||H_1||^2_F + ||H_2||^2_F \right) \left( ||W_1||^2_F + ||W_2||^2_F \right) + ||Y||_F \left( ||H_1||^2_F + ||H_2||^2_F \right).$$

Proof. The result regarding $h_1$ is from Lemma A.3.0.2 with $N = 2$. The results for $h_2$ follows trivially (see for example Section 4.5). The statement for $h_a$ holds trivially.

In the context of matrix factorization problem, where $N = 2$, $X = 1$, $||X||_F = 1$, we obtain the following result on the extrapolation parameter.

Lemma D.3.2.2. Denote $x^k = (W^k_1, \ldots, W^k_N)$. For $k > 0$, $y^k := x^k + \gamma_k(x^k - x^{k-1})$ and $x^k \neq x^{k-1}$, the parameter $\gamma_k \in [0, 1]$ such that

$$0 \leq \gamma_k \leq \sqrt{\frac{\kappa}{(\xi^k_1 + \xi^k_2)}} D_h(x^{k-1}, x^k),$$

satisfies the condition (7.4.1), where $\xi^k_1 = 42 ||x^k - x^{k-1}||^4$ and $\xi^k_2 = 15 \left( ||x^k||^2 + \frac{||Y||_F x^k}{30} \right) ||x^k - x^{k-1}||^2$.

Proof. From Lemma A.3.0.1 we obtain

$$\int_0^1 (1 - t) \int_0^1 \left( \nabla^2 h \left( x^k + (t_1 + (1 - t_1)t)(y^k - x^k) \right) (x^k - y^k), x^k - y^k \right) dt_1 dt$$

$$\leq \int_0^1 (1 - t) \int_0^1 9 ||x^k - y^k||^2 ||x^k + (t_1 + (1 - t_1)t)(y^k - x^k)||^2 + ||Y||_F ||x^k - y^k||^2 dt_1 dt$$

$$\leq \int_0^1 18 (1 - t) \left( ||x^k||^2 + \frac{||Y||_F}{18} \right) ||x^k - y^k||^2 dt_1 dt$$

$$+ \int_0^1 18 (1 - t) (t_1 + (1 - t_1)t)^2 ||x^k - y^k||^4 dt_1 dt$$

$$= 9 \left( ||x^k||^2 + \frac{||Y||_F}{18} \right) ||x^k - y^k||^2 + \int_0^1 18 (1 - t) \left( 2t^2 + \frac{1}{3} \right) ||x^k - y^k||^4 dt$$

$$= 9 \left( ||x^k||^2 + \frac{||Y||_F}{18} \right) ||x^k - y^k||^2 + 6 ||x^k - y^k||^4$$

$$= 9\gamma_k^2 \left( ||x^k||^2 + \frac{||Y||_F}{18} \right) ||x^k - x^{k-1}||^2 + 6\gamma_k^4 ||x^k - x^{k-1}||^4.$$
where in the first inequality we used Lemma D.3.2.1 and the second inequality is due to the following

\[ \| x^k + (t_1 + (1 - t_1)t)(y^k - x^k) \|^2 \leq 2 \| x^k \|^2 + 2(t_1 + (1 - t_1)t)^2 \| y^k - x^k \|^2. \]

Denote \( \xi_k^2 = 9 \left( \| x^k \|^2 + \frac{\| Y \|_F}{18} \right) \| x^k - x^{k-1} \|^2 \) and \( \xi_k^1 = 6 \| x^k - x^{k-1} \|^4 \) we have

\[ \xi_k^1 \gamma_k^4 + \xi_k^2 \gamma_k^2 \leq \kappa D_h(x^{k-1}, x^k), \]

and the result follows due to the condition \( 0 \leq \gamma \leq 1 \).

Note that for a general \( X \), we need to set \( \xi_k^2 := 15 \left( \| x^k \|^2 + \frac{\| Y \|_F \| X \|_F}{30} \right) \| x^k - x^{k-1} \|^2. \)
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E.1 Proof of Proposition 8.3.0.1

Proof. We use the same proof strategy as Proposition C.2.0.1. Consider the following subproblem, involved in the update step

\[ (W_1^{k+1}, \ldots, W_N^{k+1}) \in \text{argmin}_{(W_1, \ldots, W_N) \in C} \left\{ \sum_{i=1}^{N} \langle P_i^k, W_i \rangle + 2 \sum_{u=1}^{2N} C_u \left( \sum_{p=1}^{N} \|W_p\|_2 \right)^u \right\}. \]

In order to solve the above minimization problem, we introduce additional optimization variables \( t_1, \ldots, t_N \geq 0 \) and the constraint \( \|W_i\|_F = t_i \) for all \( i \). This splits the optimization problem, where the constraints of the inner problem with respect to \( W_1, \ldots, W_N \) can be relaxed to \( \|W_i\|_F \leq t_i \) without changing the minimal value thanks to Lemma D.2.0.1. We arrive at

\[ \min_{t_i \geq 0, \forall i \in \{1, \ldots, N\}} \left\{ \sum_{i=1}^{N} \min_{W_i \in W_i} \left\{ \langle P_i^k, W_i \rangle : \|W_i\|_F \leq t_i^2 \right\} + 2 \sum_{u=1}^{2N} C_u \left( \sum_{p=1}^{N} t_p^2 \right)^u \right\}. \]

Then the solution to the subproblem for the \( i \)-th block due to Lemma D.2.0.1, in each iteration is as follows

\[ W_i^{k+1} = \begin{cases} t_i^* - \frac{P_i^k}{\|P_i^k\|_F}, & \text{for } \|P_i^k\|_F \neq 0, \\ 0 & \text{otherwise}. \end{cases} \]

We solve for \( t_i^* \) with the following minimization problem

\[ \arg \min_{t_i \geq 0, \forall i \in \{1, \ldots, N\}} \left\{ -\sum_{i=1}^{N} t_i \|P_i^k\|_F + 2 \sum_{u=1}^{2N} C_u \left( \sum_{p=1}^{N} t_p^2 \right)^u \right\}. \]

Thus, the solutions \( t_i^* \) are the non-negative real roots of the following equations

\[ -\|P_i^k\|_F + \sum_{u=1}^{2N} 2C_u \left( \frac{u}{N} \right) \left( \frac{\sum_{p=1}^{N} t_p^2}{N} \right)^{u-1} t_i = 0, \quad \forall i \in \{1, \ldots, N\}. \quad (E.1.1) \]
Substitute the following

\[ t_i = r \frac{\sqrt{N} \left\| P^k_i \right\|_F}{\sqrt{\sum_{i=1}^{N} \left\| P^k_i \right\|_F^2}}, \]

which implies that \( \frac{\sum_{i=1}^{N} t_i^2}{N} = r^2 \) for certain \( r > 0 \). Now, we find \( r \) via substituting \( t_i \) in \( (E.1.1) \), which results in

\[
\sum_{u=1}^{2N} 2C_u \left( \frac{u}{N} \right) r^{2u-1} - \frac{\sqrt{\sum_{i=1}^{N} \left\| P^k_i \right\|_F^2}}{\sqrt{N}} = 0.
\]

\[(E.1.2)\]

\( \square \)
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F.1 Proof of Example 9.3.0.1

The model error is given by
\[ |f(x) - f(x; \bar{x})| \leq |g(x) - g(\bar{x}) - \langle \nabla g(\bar{x}), x - \bar{x} \rangle|, \]
\[ \leq |\langle \nabla g(\bar{x} + s(x - \bar{x})) - \nabla g(\bar{x}), x - \bar{x} \rangle|, \]
\[ \leq \|\nabla g(\bar{x} + s(x - \bar{x})) - \nabla g(\bar{x})\| \|x - \bar{x}\|. \]

where in the second inequality we use mean value theorem with \( s \in [0, 1] \), the third inequality is a simple application of Cauchy-Schwarz rule. On further application of the fundamental theorem of calculus, we have
\[ \|\nabla g(\bar{x} + s(x - \bar{x})) - \nabla g(\bar{x})\| = \left\| \int_{0}^{1} \nabla^{2} g(\bar{x} + s(x - \bar{x}))(x - \bar{x}) ds \right\|, \]
\[ \leq \int_{0}^{1} \|\nabla^{2} g(\bar{x} + s(x - \bar{x}))\| ||x - \bar{x}|| ds. \]

Using the fact that \( \nabla^{2} g(x) = 4\|x\|^{2}I + 8xx^{T} \), and \( \|\nabla^{2} g(x)\| \leq 12\|x\|^{2} \) we obtain
\[ \|\nabla g(\bar{x} + s(x - \bar{x})) - \nabla g(\bar{x})\| \leq 12 \int_{0}^{1} \|\bar{x} + s(x - \bar{x})\|^{2}\|x - \bar{x}\| ds, \]
\[ \leq 12 \int_{0}^{1} (2\|\bar{x}\|^{2} + 2s^{2}\|(x - \bar{x})\|^{2}) \|x - \bar{x}\| ds, \]
\[ \leq 24\|\bar{x}\|^{2}\|x - \bar{x}\| + 8\|x - \bar{x}\|^{3}, \]

where in the second step we used the inequality \( \|A + b\|^{2} \leq 2\|A\|^{2} + 2\|b\|^{2} \) for any \( A, b \in \mathbb{R}^{N} \). For any model center \( \bar{x} \in \mathbb{R}^{N} \), the growth function is then given by \( \varsigma_{\bar{x}}(t) = 24\|\bar{x}\|^{2}t^{2} + 8t^{4} \).

F.2 Model function preserves first order information

Lemma F.2.0.1. Let Assumption F, G hold true. For any \( x \in \text{dom } f \), the following condition holds true:
\[ \partial_{y} f(y; x)|_{y=x} = \hat{f}_x. \]
Proof. We follow the proof strategy of [140, Lemma 14]. Let $\tilde{x} \in \text{dom } f$ and let $v \in \partial f(\tilde{x})$, then, by definition we have
\[ f(x) \geq f(\tilde{x}) + \langle v, x - \tilde{x} \rangle + o(\|x - \tilde{x}\|) \quad \forall x \in \text{dom } f. \]
Using the Definition 9.3.0.2, with $f(\tilde{x}; \tilde{x}) = f(\tilde{x})$ we have the following
\[ f(x; \tilde{x}) \geq f(\tilde{x}; \tilde{x}) + \langle v, x - \tilde{x} \rangle + o(\|x - \tilde{x}\|). \]
For any $t > 0$, note that $\varsigma_{\tilde{x}}(t) = o(t)$ as $\varsigma_{\tilde{x}}$ is a growth function, using which we obtain
\[ f(x; \tilde{x}) \geq f(\tilde{x}; \tilde{x}) + \langle v, x - \tilde{x} \rangle + o(\|x - \tilde{x}\|). \]
This implies that $v \in \partial f(\tilde{x}; \tilde{x})$ and by regularity of $f(\cdot; \tilde{x})$ we also obtain that $v \in \partial f(\tilde{x}; \tilde{x})$. For the second part of the proof, let $v \in \partial f(\tilde{x}; \tilde{x})$ with $\tilde{x} \in \text{dom } f$, thus satisfying:
\[ f(x; \tilde{x}) \geq f(\tilde{x}; \tilde{x}) + \langle v, x - \tilde{x} \rangle + o(\|x - \tilde{x}\|), \quad \forall \tilde{x} \in \text{dom } f. \]
Using the definition of model function (Definition 9.3.0.2), we obtain
\[ f(\tilde{x}) + \varsigma_{\tilde{x}}(\|\tilde{x} - \tilde{x}\|) \geq f(\tilde{x}; \tilde{x}) + \langle v, \tilde{x} - \tilde{x} \rangle + o(\|\tilde{x} - \tilde{x}\|), \quad \forall \tilde{x} \in \text{dom } f, \]
which on using the fact that $\varsigma_{\tilde{x}}(t) = o(t)$ results in
\[ f(\tilde{x}) \geq f(\tilde{x}) + \langle v, \tilde{x} - \tilde{x} \rangle + o(\|\tilde{x} - \tilde{x}\|), \quad \forall \tilde{x} \in \text{dom } f. \]

\[ \square \]

F.3 Proof of Proposition 9.3.0.1

By global optimality of $x_{k+1}$ as in (9.3.4), we have
\[ f(x_{k+1}; x_k) + \frac{1}{\tau_k} D_h(x_{k+1}; x_k) \leq f(x_k; x_k) = f(x_k). \quad (F.3.1) \]
We have the following inequality from MAP property
\[ f(x_{k+1}) \leq f(x_{k+1}; x_k) + LD_h(x_{k+1}; x_k). \quad (F.3.2) \]
Thus, the result follows by combining (F.3.1) and (F.3.2).
\[ \square \]
Appendix G

Appendix for Inertial Model BPG - Chapter 10

G.1 Proof of Lemma 10.4.1.1

Proof. Fix $k \geq 1$. With $\bar{x} \in \text{dom } f \cap \text{int } \text{dom } h$, from the convexity of $f \left( \cdot ; \bar{x} \right) - (\alpha/2) \| \cdot \|^2_2$, we obtain from the subgradient inequality [150, Example 8.8 and Proposition 8.12] that

$$f(x_k; y_k) - \frac{\alpha(y_k)}{2} \| x_k \|^2_2 \geq f(x_{k+1}; y_k) - \frac{\alpha(y_k)}{2} \| x_{k+1} \|^2_2 + \left< \xi^{k+1} - \alpha(y_k)x_{k+1}, x_k - x_{k+1} \right>,$$

where $\xi^{k+1} \in \partial f(x_{k+1}; x_k)$. With $f(x_k; x_k) = f(x_k)$, by rearranging the inequality we obtain

$$f(x_k; y_k) \geq f(x_{k+1}; y_k) + \frac{\alpha(y_k)}{2} \| x_{k+1} - x_k \|^2_2 + \left< \xi^{k+1}, x_k - x_{k+1} \right>.$$  \hspace{1cm} (G.1.1)

Now using the following inequality from MAP property

$$f(x_k; y_k) - f(x_k) \leq L_k D_h(x_k, y_k),$$

and thus we have

$$f(x_k) + L_k D_h(x_k, y_k) \geq f(x_{k+1}; y_k) + \frac{\alpha(y_k)}{2} \| x_{k+1} - x_k \|^2_2 + \left< \xi^{k+1}, x_k - x_{k+1} \right>.$$  \hspace{1cm} (G.1.2)

Now employing the following inequality from MAP property

$$f(x_k) \leq f(x_k; y_{k-1}) + \bar{L}_{k-1} D_h(x_k, y_{k-1}),$$

we have

$$f(x_k; y_{k-1}) + \bar{L}_{k-1} D_h(x_k, y_{k-1}) \geq f(x_{k+1}; y_k) + L_k D_h(x_{k+1}, y_k) + \frac{\alpha(y_k)}{2} \| x_{k+1} - x_k \|^2_2$$

$$+ \left< \xi^{k+1}, x_k - x_{k+1} \right> - L_k D_h(x_k, y_k) - \bar{L}_{k-1} D_h(x_{k+1}, y_k).$$
From the optimality condition of step (10.3.4), we have that
\[
\zeta^{k+1} + \frac{1}{\tau_k} (\nabla h(x_{k+1}) - \nabla h(y_k)) = 0,
\]
which yields that
\[
f(x_k; y_{k-1}) + \bar{L}_{k-1} D_h(x_k, y_{k-1}) \geq f(x_{k+1}; y_k) + \bar{L}_k D_h(x_{k+1}, y_k) + \frac{\alpha(y_k)}{2} \|x_{k+1} - x_k\|^2
\]
\[
+ \frac{1}{\tau_k} \langle \nabla h(y_k) - \nabla h(x_{k+1}), x_k - x_{k+1} \rangle
\]
\[
- \bar{L}_k D_h(x_k, y_k) - \bar{L}_k D_h(x_{k+1}, y_k),
\]
where the last equality follows from the three point identity of Bregman distances. Using the fact that \(\tau_k^{-1} \geq \bar{L}_k\), implies that
\[
f(x_k; y_{k-1}) + \bar{L}_{k-1} D_h(x_k, y_{k-1}) \geq f(x_{k+1}; y_k) + \bar{L}_k D_h(x_{k+1}, y_k) + \frac{\alpha(y_k)}{2} \|x_{k+1} - x_k\|^2
\]
\[
+ \frac{1}{\tau_k} D_h(x_k, x_{k+1}) - \left( \frac{1}{\tau_k} + \bar{L}_k \right) D_h(x_k, y_k),
\]
which completes the proof.

G.2 Proof of Proposition 10.4.1.1

Proof. Multiplying (10.4.1) with \(\tau_k\) and by the definition of the Lyapunov function \(G^h_{\bar{L}}\), and the fact that \(\tau_k \leq \tau_{k-1}\) we have
\[
G^h_{\bar{L}}(x_k, x_{k-1}, x_{k-1}, \gamma_{k-1}, \tau_{k-1}, \bar{L}_{k-1})
\]
\[
\geq G^h_{\bar{L}}(x_{k+1}, x_k, x_{k-1}, \gamma_k, \tau_k, \bar{L}_k) + \frac{\alpha(y_k)\tau_k}{2} \|x_{k+1} - x_k\|^2 + (1 - \delta) D_h(x_k, x_{k+1})
\]
\[
+ \delta D_h(x_{k-1}, x_k) - (1 + \bar{L}_k \tau_k) D_h(x_k, y_k).
\]

With \(1 - \delta > 0\) and the \(\sigma\)-strong convexity of \(h\) we obtain
\[
\frac{\alpha(y_k)\tau_k}{2} \|x_{k+1} - x_k\|^2 + (1 - \delta) D_h(x_k, x_{k+1}) \geq \left( \frac{\alpha(y_k)\tau_k}{2} + (1 - \delta) \frac{\sigma}{2} \right) \|x_{k+1} - x_k\|^2 \geq 0,
\]
where the last inequality holds, since \(\tau_k^{-1} \geq \bar{L}_k\) and \(\bar{L}_k \geq \frac{-\alpha(y_k)}{(1-\delta)\sigma}\). Next, we observe that
\[
D_h(x_k, y_k) \leq \frac{\delta - \varepsilon}{(1 + \bar{L}_k \tau_k^{-1})} D_h(x_{k-1}, x_k) \leq \frac{\delta - \varepsilon}{(1 + \bar{L}_k \tau_k)} D_h(x_{k-1}, x_k),
\]
where the first inequality is due to the step (10.3.2) of the algorithm and the second inequality is due to fact that $\tau_k \leq \tau_{k-1}$. By rearranging we obtain,

$$\delta D_h (x_{k-1}, x_k) - (1 + L_k \tau_k) D_h (x_k, y_k) \geq \varepsilon D_h (x_{k-1}, x_k)$$

thus completing the proof.

\[\square\]

**G.3 Proof of Lemma 10.4.2.1**

Proof. Combining the sum rule for the limiting subdifferential in [150, Prop. 10.5], we obtain

\[
\partial G^h_L (x_{k+1}, x_k, x_{k-1}, \gamma_k) = \left( \partial x_{k+1} f (x_{k+1}; y_k) + \bar{L} \left( \nabla h (x_{k+1}) - \nabla h (y_k) \right) + \delta_1 (\nabla h (x_k) - \nabla h (x_{k+1})) \right),
\]

\[\text{(G.3.1)}\]

\[
(1 + \gamma_k) \partial y_k f (x_{k+1}; y_k) - (1 + \gamma_k) \bar{L} \nabla^2 h (y_k) (x_{k+1} - y_k) + \delta_1 (\nabla h (x_k) - \nabla h (x_{k+1}))
\]

\[
(-\gamma_k) \partial y_k f (x_{k+1}; y_k) - (-\gamma_k) \bar{L} \nabla^2 h (y_k) (x_{k+1} - y_k),
\]

\[
(x_k - x_{k-1})^T \partial y_k f (x_{k+1}; y_k) - \bar{L} (x_k - x_{k-1}^T) \nabla^2 h (y_k) (x_{k+1} - y_k).
\]

Using Fermat’s rule, optimality of $x_{k+1}$ in (10.3.4) and [150, Prop. 10.5] imply the existence of $\xi_{x_{k+1}}^{k+1} \in \partial x_{k+1} f (x_{k+1}; x_k)$ such that (10.3.4) holds. The first block coordinate in (G.3.1) satisfies

\[
\xi_{x_{k+1}}^{k+1} + \bar{L} \left( \nabla h (x_{k+1}) - \nabla h (y_k) \right) + \delta_1 (\nabla h (x_k) - \nabla h (x_{k+1}))
\]

\[
= \left( \bar{L} - \frac{1}{\tau_k} \right) \left( \nabla h (x_{k+1}) - \nabla h (x_k) \right) + \delta_1 (\nabla h (x_k) - \nabla h (x_{k+1})).
\]

In the subsequent calculation, we use the fact that the bounded second order derivatives of bounded subsets of int dom $h$ and also for some $C_1 > 0$ the following condition holds true

\[
\inf_{v \in \partial y_k f (x_{k+1}; y_k)} \|v\|_2 \leq C_1 \|x_{k+1} - y_k\|_2.
\]

For any $w_1 \in \partial y_k f (x_{k+1}; y_k)$, we have

\[
\|(x_k - x_{k-1})^T w_1\| \leq \|w_1\|_2^2 + \|(x_k - x_{k-1})\|_2^2,
\]

\[
\leq c^2 \|(x_{k+1} - y_k)\|_2^2 + \|(x_k - x_{k-1})\|_2^2
\]

\[
\leq c^2 \|(x_{k+1} - x_k)\|_2^2 + \left( \frac{2c^2 \gamma_k^2 + 1}{2} \right) \|(x_k - x_{k-1})\|_2^2.
\]

Thus, there exists $B_1, B_2 > 0$ such that for any $w_1 \in \partial y_k f (x_{k+1}; y_k)$ we have

\[
\|(x_k - x_{k-1})^T w_1\| \leq B_1 \|(x_{k+1} - x_k)\|_2^2 + B_2 \|(x_k - x_{k-1})\|_2^2.
\]

There exists $\zeta_{k+1} \in \partial G^h_L (x_{k+1}, x_k, x_{k-1})$ such that

\[
\|\zeta_{k+1}\|_2 \leq D_1 \|x_{k+1} - x_k\|_2 + D_2 \|x_k - x_{k-1}\|_2 + B_1 \|(x_{k+1} - x_k)\|_2^2 + B_2 \|(x_k - x_{k-1})\|_2^2.
\]
holds true for some $D_1, D_2, B_1, B_2 > 0$ where in the last step, we used the boundedness of $\nabla^2 h$ by $L_h$, and Assumption I. Using a similar strategy as in (9.5.3.1), the stated result follows.

G.4 Proof of Proposition 10.4.3.2

Proof. (i) We show the inclusion $\omega^\text{int dom} h(x_0) \subset \omega^\text{int dom} f(x_0)$ and $\omega^\text{int dom} f(x_0) \subset \omega^\text{int dom} h(x_0)$ is clear by definition. Let $x^* \in \omega^\text{int dom} h(x_0)$, then we obtain the following

$$f(x^*) + \left( L + \frac{1}{\tau_k} \right) D_h(x^*, y_k) \geq f(x^*; y_k) + \frac{1}{\tau_k} D_h(x^*; y_k) \geq f(x_k+1; y_k) + \frac{1}{r_k} D_h(x_k+1; y_k) \geq f(x_k+1).$$

Obviously, by Assumption I(iii) combined with the fact that $y_k \to x^*$, we have $D_h(x^*, y_k) \to 0$ as $k \to \infty$, which, together with the lower semicontinuity of $f$, implies

$$f(x^*) \geq \liminf_{K \to \infty} f(x_k+1) \geq f(x^*),$$

thus $x^* \in \omega^\text{int dom} h(x_0)$.

(ii) If $x \in \omega^\text{int dom} f(x_0)$ and $x_k \to x$ for $K \subset \mathbb{N}$, then we have that $D_h(x_k+1, x_k) \to 0$ as $k \to \infty$ and $f(x_k) \to f(x)$. As $D_h(x_k+1, x_k) \to 0$ as $k \to \infty$, we have $x_k \to x$. The first part of the proof implies $f(x_k \to f(x)$. We also have $G^h_{L}(x_k, x_k-1, x_k-2, \gamma_k) \to f(x)$ which we prove below, which implies that $(x, x, x, \gamma) \in \omega^\text{int dom} h^3 \times [0, 1]^2(x_0)$. We now show $G^h_{L}(x_k, x_k-1, x_k-2, \gamma_k) \to f(x)$. Note that by definition of the $G^h_{L}$ we have the following

$$G^h_{L}(x_k, x_k-1, x_k-2, \gamma_k) = f(x_k; y_k) + \bar{L}D_h(x_k, y_k-1) \geq f(x_k) + \bar{L}D_h(x_k, y_k-1) + \delta_1 D_h(x_k-1, x_k) ,$$

and with MAP property we have

$$f(x_k) + \delta_1 D_h(x_k-1, x_k) \leq G^h_{L}(x_k, x_k-1, x_k-2, \gamma_k) \leq f(x_k) + (\bar{L} + L)D_h(x_k, y_k-1) + \delta_1 D_h(x_k-1, x_k) .$$

Thus, we have that $G^h_{L}(x_k, x_k-1, x_k-2, \gamma_k) \to f(x)$ as $D_h(x_k, x_k-1) \to 0$ and $D_h(x_k, y_k-1) \to 0$. Conversely, suppose $(x, x, x, \gamma) \in \omega^\text{int dom} h^3 \times [0, 1]^2(x_0)$ and $x_k \to x$ for $K \subset \mathbb{N}$. This, together with $D_h(x_k, x_k-1) \to 0$ as $k \to \infty$, induces $G^h_{L}(x_k, x_k-1, x_k-2, \gamma_k) \to f(x)$, hence $f(x_k) \to f(x)$ due to the following. Note that we have

$$f(x_k) = G^h_{L}(x_k, x_k-1, x_k-2, \gamma_k) + (f(x_k) - f(x_k; y_k-1)) - \bar{L}D_h(x_k, y_k-1) - \delta_1 D_h(x_k-1, x_k) ,$$

$$\geq G^h_{L}(x_k, x_k-1, x_k-2, \gamma_k) - (\bar{L} + L)D_h(x_k, y_k-1) - \delta_1 D_h(x_k-1, x_k) .$$
Thus, with $D$ for both Euclidean distances are bounded from above. Denote $\sigma$ generality, we assume that the sequence in the set $B$ as per Assumption $K$ we have $G_h(x_k)$, therefore $x \in \omega_f^{\text{int dom } h}(x_0)$. By Proposition 10.4.1.3, the sequence $(G_h(x_k, x_{k-1}, x_{k-2}, \gamma_{k-1}))_{k \in \mathbb{N}}$ converges to some $-\infty < G < \infty$.

Note that as $x \in \omega_f^{\text{int dom } h}(x_0)$ holds true, there exists a sufficiently small $\varepsilon > 0$ such that $\tilde{B} := \{x : \text{dist}(x, \omega(x_0)) \leq \varepsilon\} \subset \text{int dom } h$. As $\omega(x_0)$ is compact due to Proposition 9.5.4.1(i), the set $\tilde{B}$ is also compact. Moreover, the convex hull of the set $\tilde{B}$ denoted by $B := \text{conv } \tilde{B}$ is also compact, as the convex hull of a compact set is also compact in finite dimensional setting. A simple calculation reveals that the set $B$ lies in the set $\text{int dom } h$. Thus, due to Proposition 10.4.3.1 along with Proposition 9.5.4.1(ii), without loss of generality, we assume that the sequence $(x_k)_{k \in \mathbb{N}}$ generated by Model BPG lies in the set $B$. By definition of $\sigma_B$ as per Assumption $K$ we have

$$D_h(x_{k+1}, x_k) \geq \frac{\sigma_B}{2} \|x_{k+1} - x_k\|^2,$$

through which we obtain

$$G_h^L(x_{k+1}, x_k, x_{k-1}, \gamma_k) \leq G_h^L(x_k, x_{k-1}, x_{k-2}, \gamma_{k-1}) - \frac{\varepsilon \sigma_B}{2} \|x_{k-1} - x_k\|^2,$$

which is (i) with $d_n = \frac{\varepsilon \sigma_B}{2} \|x_{k-1} - x_k\|^2$ and $a_n = 1$. Using (10.4.6) from the proof of Theorem 9.5.4.1, we deduce existence of $w_{k+1} \in \partial G_h^L(x_{k+1}, x_k, x_{k-1}, \gamma_k)$ such that we have

$$\|w_{k+1}\| \leq D_1 \|x_{k+1} - x_k\| + D_2 \|x_k - x_{k-1}\| + B_1 \|(x_{k+1} - x_k)\|^2 + B_2 \|(x_k - x_{k-1})\|^2$$

for some $D_1, D_2, B_1, B_2 > 0$ which is (ii) with $b = \frac{1}{D_1 + D_2}$, $\theta_1 = \frac{D_1}{D_1 + D_2}$ and $\theta_2 = \frac{D_2}{D_1 + D_2}$, since the coefficients for both Euclidean distances are bounded from above. Denote $\varepsilon_{k+1} := \frac{B_1}{D_1 + D_2} \|(x_{k+1} - x_k)\|^2 + \frac{B_2}{D_1 + D_2} \|(x_k - x_{k-1})\|^2$. 

\[\square\]

### G.5 Proof of Theorem 10.4.4.1

**Proof.** Note that the sequence $(x_k)_{k \in \mathbb{N}}$ generated by Model CoCaIn BPG is a bounded sequence (using a similar argument as in Remark 9.3.0.2). The proof relies on Theorem 9.4.0.1 provided in Section 9.4 in the appendix, for which we need to verify the conditions (i)–(v). Similar to Lemma 9.5.5.1, $G_h^L$ satisfies Kurdyka–Łojasiewicz property at each point of $\text{dom } \partial G_h^L$. Note that as $\omega^{\text{int dom } h}(x_0) = \omega(x_0)$ holds true, there exists a sufficiently small $\varepsilon > 0$ such that $\tilde{B} := \{x : \text{dist}(x, \omega(x_0)) \leq \varepsilon\} \subset \text{int dom } h$. As $\omega(x_0)$ is compact due to Proposition 9.5.4.1(i), the set $\tilde{B}$ is also compact.
$x_{k-1} \|_2^2$. Note that from Proposition 10.4.1.3(ii) we have

$$\frac{\sigma_B}{2} \sum_{k=1}^{\infty} \|x_{k+1} - x_k\|_2^2 \leq \sum_{k=1}^{\infty} D_h(x_{k+1}, x_k) < \infty,$$

which implies $\varepsilon_{k+1}$ is $\ell_1$-summable.

The continuity condition (iii) is deduced from a converging subsequence, whose existence is guaranteed by boundedness of $(x_k)_{k \in \mathbb{N}}$, and Proposition 10.4.3.2. The distance condition (iv) holds trivially as $\varepsilon > 0$ and $\mu > 0$. The parameter condition (v), holds because $b_n = 1$ in this setting, hence $(b_n)_{n \in \mathbb{N}} \not\in \ell_1$ and also, we have

$$\sup_{n \in \mathbb{N}} \frac{1}{b_n a_n} = 1 < \infty, \quad \inf_n a_n =: 1 > 0.$$  

The last statement of the theorem follows using the same technique as Theorem 9.5.6.3. \hfill $\square$
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