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Abstract

Protein phase behaviour is of importance in various areas of research such as struc-
tural biology, rational drug design and delivery, medicine (in particular protein
condensation diseases), biotechnology, food science and cell biology. A particu-
larly intriguing variety of phase behaviours can be induced in negatively charged,
globular proteins in the presence of multivalent salts such as lanthanide (Ln)
chlorides. These behaviours include reentrant condensation, crystallisation and
cluster formation as well as liquid-liquid phase separation (LLPS) into a protein-
rich and a protein-poor phase. LLPS can occur upon a temperature decrease or
increase, which is referred to as an upper or a lower critical solution tempera-
ture (UCST- and LCST-LLPS), respectively. In the present thesis, the complex
phenomenon of LCST-LLPS in systems of bovine serum albumin (BSA) and mul-
tivalent salts is investigated from different perspectives including thermodynamic,
(non-)equilibrium and spectroscopic studies in a challenging set of experiments.

In the first part of this thesis, the rather unusual phenomenon of LCST-LLPS
in aqueous systems consisting of BSA and yttrium chloride (YCls) is characterised
thermodynamically. Surface charge (zeta (¢) potential) and isothermal titration
calorimetry (ITC) measurements show LCST-LLPS to be a hydration entropy-
driven condensation. As the Y3* cations bind to negatively charged residues on
the protein surface and bridge protein molecules, highly ordered water struc-
tures around both the surface residues as well as the cations break up and water
molecules are released into the bulk solution. This leads to an increase of the
overall entropy of the system.

Starting from the Y3*-induced LCST-LLPS described above, the second part of
this thesis is concerned with the influence that the nature of the multivalent cations
used has on this phase transition. The experiments focus on the three multivalent
salts HoCl3, YCl3 and LaCls. Temperature-controlled UV-Vis absorbance mea-
surements demonstrate that the transition temperature T},,,s separating homoge-
neous from phase-separated states of the BSA-salt systems shifts to lower values
when HoClj is used. In contrast, using LaCls leads to higher T},,,s values. YCls,
used as a reference system, leads to intermediate T},.q,s. These findings indicate
that the interprotein interactions induced by HoCls are much stronger than those
induced by LaCls or YCls. Importantly, this finding is corroborated by synchrotron
small-angle X-ray scattering (SAXS) data which show the reduced second virial
coefficient By /B to be lowest in BSA-HoCl; systems, again pointing towards a
stronger interprotein attraction induced by this salt. Zeta potential measurements
confirm that Ho*" has a stronger affinity to BSA than Y3' and La3". The overall
protein-protein and protein-cation interaction strengths can therefore be ranked
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according to the order Ho*™ > Y3 > La3". Taking into account their various
characteristics such as radius, electron configuration and, importantly, hydration
behaviour, multivalent cations are thus shown to be a sensitive tool to fine-tune
protein interactions and their resulting phase behaviours in solution.

Having established the influence of cation characteristics on BSA phase be-
haviour, the third part is concerned with the kinetics of LCST-LLPS of BSA in
the presence of varying ratios of HoCl; and LaCls. Using synchrotron ultra-small-
angle X-ray scattering (USAXS), it is found that with an increasing HoClz concen-
tration — i.e., with increasingly attractive BSA-BSA interactions — the growth
behaviour of the characteristic system length £(¢, T') is more likely to deviate from
the ¢ ~ t'/3 growth law. A stronger interprotein attraction, moreover, leads to
arrested states at lower temperatures. The results imply that both temperature
and the overall cation-mediated protein-protein interaction strength can be used
to obtain multidimensional control over the kinetics of LLPS in the BSA-cation
systems used.

In the final part, the mechanism behind LCST-LLPS is investigated spectro-
scopically on the molecular scale. To this end, the change in the coordination
number (CN) of Y** cations in BSA solutions is monitored using extended X-ray
absorption fine structure (EXAFS) spectroscopy. Applying this method to protein-
poor and protein-rich phases, it can be shown that the CN of Y3t is higher in the
protein-poor than in the protein-rich phase. This is attributed to the fact that in
the protein-poor phase more Y3 cations are surrounded by hydration shells and
not bound to BSA or forming cation bridges between BSA molecules. The results
obtained using EXAFS align well with the current rationalisation of LCST-LLPS
as a hydration entropy-driven phenomenon.

The results obtained indicate that a careful choice of the multivalent cation used
can fine-tune protein interactions and their phase behaviour in solution. In addi-
tion, EXAFS data provide atom-level insights into the mechanism of LCST-LLPS.
These findings are of strong interest not only for a fundamental understanding of
protein and soft matter thermodynamics, but are also potential anchoring points
for the design of stimuli-responsive “smart” materials based on polymers, colloids
or proteins.



Zusammenfassung in deutscher
Sprache

Das Phasenverhalten von Proteinsystemen spielt eine wichtige Rolle in vielen For-
schungsgebieten, z.B. in der Medizin und insbesondere bei der Untersuchung bes-
timmter Erkrankungen (engl. protein condensation diseases), in der Struktur-
biologie, beim molekularen Design von Medikamenten und deren Verabreichung,
in der Biotechnologie sowie der Zellbiologie. Mehrwertige Salze kénnen in wassri-
gen Losungen negativ geladener, globulédrer Proteine eine faszinierende Vielfalt von
Phasenverhalten induzieren. Hierzu gehoren die sogenannte “reentrant condensa-
tion” (ein von der Salzkonzentration abhéngiger Wechsel zwischen kondensierten
und homogenen Zustédnden), die Kristallisation, die Bildung von Proteinclustern
sowie eine Fliissig-Fliissig-Phasentrennung (engl. liquid-liquid phase separation,
LLPS) in eine proteinreiche und eine proteinarme Phase. Die Phasentrennung
kann bei Temperaturerniedrigung (obere kritische Losungstemperatur, engl. up-
per critical solution temperature, UCST-LLPS) oder bei Temperaturerhéhung (un-
tere kritische Losungstemperatur, engl. lower critical solution temperature, LCST-
LLPS) auftreten. In der vorliegenden Arbeit wird das komplexe Phénomen der
LCST-LLPS in Systemen aus Rinderserumalbumin (engl. bovine serum albumin,
BSA) und multivalenten Salzen mithilfe zahlreicher komplementérer Methoden
(diese beinhalten u.a. thermodynamische und spektroskopische Untersuchungen
in (Nicht-) Gleichgewichtssystemen) umfassend beleuchtet.

Im ersten Teil der Arbeit wird das in Proteinsystemen recht selten beobachtete
Phénomen einer Fliissig-Fliissig-Phasentrennung mit einer unteren kritischen Lo-
sungstemperatur (LCST-LLPS) in wéssrigen Losungen von BSA und dem Salz
Yttriumchlorid (YCls) thermodynamisch charakterisiert. Messungen der Ober-
flachenladung (¢ (zeta)-Potential) des Proteins sowie isotherme Titrationskalori-
metrie (engl. isothermal titration calorimetry, ITC) zeigen, dass LCST-LLPS
hier eine hydrationsentropisch getriebene Kondensation darstellt. Binden Y3*-
Kationen an negativ geladene chemische Gruppen auf der Proteinoberflache, so
werden hochgeordnete Wasserstrukturen um diese Gruppen sowie um die Katio-
nen aufgebrochen und die Wassermolekiile in die Losung freigesetzt. Dies bewirkt
eine Erhchung der Gesamtentropie des Systems.

Aufbauend auf diesen Erkenntnissen befasst sich der zweite Teil der Arbeit
mit dem Einfluss kationenspezifischer Eigenschaften auf das Phasenverhalten von
BSA-Losungen. Die durchgefiihrten Experimente konzentrieren sich auf die drei
mehrwertigen Salze HoCls, YCl3 und LaCls. Temperaturkontrollierte Absorptions-
spektroskopie von ultraviolettem und sichtbarem Licht (engl. ultraviolet-visible
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(UV-Vis) spectroscopy) zeigt, dass die Temperaturen, bei denen ein Ubergang
von einem homogenenen zu einem phasengetrennten System erfolgt (engl. tran-
sition temperature, Tiyqns), im Falle von HoCls sehr niedrig sind. Im Gegensatz
dazu fithrt die Verwendung von LaCls zu recht hohen T, .,s-Werten. Bei YCls,
welches hier als Referenzsystem dient, liegen die T},4,s in einem mittleren Bereich.
Diese Ergebnisse belegen, dass die durch HoCl; hervorgerufenen Protein-Protein-
Wechselwirkungen deutlich starker sind als die durch LaCl; und YCls induzierten.
Diese Erkenntnis wird durch synchrotronbasierte Rontgen-Kleinwinkelstreuung
(engl. small-angle X-ray scattering, SAXS) untermauert. Letztere zeigt, dass die
reduzierten zweiten Virialkoeffizienten By /B bei der Kombination von BSA und
HoClj von allen drei untersuchten Systemen die niedrigsten Werte annehmen. Dies
weist erneut darauf hin, dass HoCls zu starkeren Protein-Protein-Wechselwirkun-
gen fiihrt. Zeta-Potentialmessungen unterstiitzen die Erkenntnis, dass Ho3"-Katio-
nen eine hohere Affinitit zu BSA haben als Y?T- und La**-Kationen. Insgesamt
konnen die Starken der Kation-Protein- und der kationeninduzierten Protein-
Protein-Wechselwirkungen in der Reihenfolge Ho®* > Y3t > La®* angegeben
werden. Somit wird demonstriert, dass Kationenparameter wie z.B. ihr Radius,
ihre Elektronenkonfiguration und insbesondere ihr Hydrationsverhalten wichtige
Ansatzpunkte sind, um die Wechselwirkungen und das Phasenverhalten von Pro-
teinlosungen zu modulieren.

Nachdem eine Beziehung zwischen Kationencharakteristika und dem Phasenver-
halten der untersuchten BSA-Kation-Systeme hergestellt wurde, befasst sich der
dritte Teil der Arbeit mit der Kinetik der LCST-LLPS von BSA in der Gegenwart
verschiedener Verhéltnisse von HoClz und LaCls. Mittels synchrotronbasierter
Rontgen-Ultrakleinwinkelstreuung (engl. ultra small-angle X-ray scattering, U-
SAXS) lasst sich feststellen, dass das Wachstumsverhalten der systemspezifischen
Korrelationslange £(¢, T) mit steigender HoCls-Konzentration — d.h. mit starker
attraktiven BSA-BSA-Wechselwirkungen — zunehmend vom ¢ ~ ¢'/3-Wachs-
tumsgesetz abweicht. Weiterhin fiihrt eine starkere Attraktion bereits bei tiefen
Temperaturen zu stationdren Zustédnden (engl. arrested states), d.h., einer ex-
trem langsamen Entwicklung von £(¢,T'). Die Ergebnisse belegen, dass sowohl die
Temperatur der Systeme als auch die effektive Starke der kationeninduzierten at-
traktiven BSA-BSA-Wechselwirkungen verwendet werden konnen, um die Kinetik
der LLPS auf mehreren Ebenen zu kontrollieren.

Im letzten Teil dieser Arbeit wird der LCST-LLPS-Mechanismus auf atoma-
rer Ebene untersucht. Hierzu wird die Koordinationszahl von Y**-Kationen in
BSA-Losungen mithilfe von einer bestimmten Art von Rontgenabsorptionsspek-
troskopie (engl. extended X-ray absorption fine structure spectroscopy, EXAFS)
ermittelt. Wird diese Methode auf proteinarme und -reiche Phasen angewandt,
so kann gezeigt werden, dass die Koordinationszahl von Y3* in der proteinar-
men Phase hoher ist. Dies wird darauf zuriickgefiihrt, dass in der proteinarmen
Phase mehr Y3*-Kationen von einer Hydrathiille umgeben und nicht an BSA
gebunden sind bzw. Kationenbriicken zwischen Proteinmolekiilen bilden. Die er-
hobenen EXAFS-Daten stiitzen somit das aktuelle Verstandnis der LCST-LLPS
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als hydrationsentropiegetriebenen Phaseniibergang.

Die dargestellten Ergebnisse zeigen, dass die Wahl des verwendeten mehrwer-
tigen Kations Protein-Protein-Wechselwirkungen und das Phasenverhalten von
Proteinen beeinflussen und modulieren kann. EXAFS-Daten erlauben weiterhin
einen Einblick in die atomare Ebene des Mechanismus der postulierten LCST-
LLPS. Die Ergebnisse sind von Bedeutung fiir ein grundlegendes Verstandnis der
Thermodynamik von Proteinen und weicher Materie im Allgemeinen. Zuséatzlich
bieten sie potentielle Anhaltspunkte fiir die praktische Anwendung des hier erwor-
benen Wissens, z.B. in der Entwicklung kolloid-, protein- oder polymerbasierter
“intelligenter” Materialien.



14




Part 1

Introduction






Chapter 1

Introduction to proteins

1.1 Proteins in a biological context

Proteins are biopolymers ubiquitously present in living organisms and composed
of amino acids which are interconnected by peptide bonds. Starting out as linear
peptide chains, they undergo an elaborate folding process leading to their final
native structures [1]. Their size range spans from small peptides consisting of only
a few amino acids to large and highly complex structures [2].

In addition to their pivotal roles in living cells [1], proteins are also important
objects of various areas of applied science. They serve as biologically degradable
surfactants in laundry detergents, are essential components of food supplements
for athletes or those affected by malnutrition and are at the heart of pharmaceu-
tical formulations such as hormone replacements, digestive enzyme supplements
or antibody-based drugs [3, 4].

As a response to a variety of factors such as temperature, pressure, radiation,
ionic strength or pH, protein solutions can undergo various changes of state of
matter. The latter include crystallisation; unfolding and denaturation [5]; fibril
formation [6]; aggregation [7] as well as reentrant condensation, liquid-liquid phase
separation (LLPS) and arrest in the presence of multivalent counterions [8-14].
Such transitions lead to changes in the properties of the protein solutions in ques-
tion. These can be beneficial in crystallography and structural biology, but at the
same time prove a major drawback for transport and storage of medication [3, 15].
Protein aggregation and LLPS can also contribute to the development of so-called
“protein condensation diseases” such as sickle cell anemia [16] or eye cataract [17].
In a non-pathological context, LLPS is crucial for intracellular organisation [18-
21]. Finally, protein phase transitions are important driving mechanisms in the
food industry [22, 23].

The ubiquity of proteins and their importance in many areas of everyday life
are therefore a strong motivation for an extensive, systematic investigation of the
mechanisms underlying protein phase behaviour. Rationalising the latter is of ut-
most importance for a thorough understanding of crystal growth kinetics which is
a major obstacle in structural biology [24, 25|, and establishing controllable, re-
producible conditions for obtaining diffraction-quality crystals. Furthermore, such
investigations can provide valuable insights into the development and prevention
of protein condensation diseases and propel the design of environmentally com-
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patible, stimuli-responsive “smart” materials [26].

The aforementioned complexity of protein molecules increases further when con-
sidering their interactions with each other and with their surroundings such as
solvent molecules or co-solutes. Such interactions include electrostatic and steric
forces, hydrophobic interactions, intra- and inter-molecular hydrogen bonds and
depletion forces [27]. The focus of the present thesis is a thermodynamic ratio-
nalisation of protein phase transitions and the induction and control thereof us-
ing multivalent ions. A comprehensive investigation and general understanding
of protein phase behaviour thus requires a biological approach to proteins to be
complemented by a physical perspective. The following section therefore presents
a physical approach to proteins based on insights from colloid science.

1.2 Proteins in a physical context

When stuyding proteins within a framework of colloid science, it is convenient to
describe them by simple models which allow to shift the focus from the individual
protein molecule to ensemble properties of protein systems (e.g. solutions).

Colloids have a typical radius on the nm to um scale. When immersed in a solu-
tion, a defining characteristic of colloidal systems is the predominance of Brownian
motion over sedimentation, implying that the sedimentation length Iz (the ratio
between the thermal energy kg7 and the gravitational constant g) is larger than
the radius r.,; of the colloidal particles, i.e.

kgT

m*g

lsed - > Teoll (11)

with m*, the so-called buoyant mass, being equal to (47 /3)Apr3 , [28] (Ap is the
density difference between colloids and solvent). Examples of colloidal systems
include simple suspensions of gold or silver particles in, e.g., water or a buffer,
but can also be more complex (such as paint, dairy products or cosmetics). The
intriguing aspect of colloidal solutions is that they can be considered analogous
to atoms (sometimes being referred to as “superatoms”[29]), making them valu-
able tools for fundamental thermodynamic studies. As an example, experiments
performed by Perrin based on theoretical considerations by Einstein showed that
Boltzmann’s distribution was able to account for the sedimentation equilibrium
of resin colloids in solution [28]. These experiments were a pivotal step towards
proving the existence of atoms and molecules in the beginning of the 20" century
29].1

In the following decades, the field of colloid science developed rapidly in terms
of both theory and experiments. In 1954, Asakura and Oosawa [30] published a

Note, however, that in contrast to the simple hard sphere potential determining the interac-
tions between atoms, interactions between colloids can be tuned by varying parameters such
as surface charge, pH, type and concentration of co-solute or temperature [28].



19

theoretical explanation of the so-called depletion attraction (also known as “vol-
ume exclusion” or as the “excluded volume” effect), a phenomenon describing the
introduction of an attractive force Fy, between colloids not initially attracted to
each other in a solution of co-solutes such as non-adsorbing polymers. The mech-
anism behind this attraction is based on the degrees of freedom gained by (i.e. an
increase in the entropy of) the co-solute molecules when the face-to-face distance
r between the colloidal particles (visualised as parallel and large plates by the
authors) decreases to a value smaller than the diameter o of the co-solutes. Fu,
is then given as

B olnQ
Futr = ks TN~ (1.2)
with
Q= / exp(—u(z,r)/kgT) dz. (1.3)
1%

where u(z,7) describes the potential energy of a co-solute molecule at position
x resulting from its interaction with the colloids and N is the total number of
co-solute molecules. Another way to rationalise this attractive force is to consider
the osmotic pressure II of the colloid-co-colute system [30],

Il = kgTN/V (1.4)

(where V' is the total volume of the solution) exhibited by the solution surrounding
the colloids. As co-solute particles are supplanted from the space between the
colloids and become part of the solution surrounding them, IT increases, pushing
the colloids closer together.

1.2.1 The importance of the interaction range

Based on the insights obtained by Asakura and Oosawa, Gast et al. [31] combined
an electrostatic interaction potential with a volume exclusion potential, obtaining
results in quantitative agreement with experiments on colloidal depletion systems
performed by Sperry et al. [32]. A further publication by the same authors [33]
demonstrates a successful application of their theory to experiments with systems
of polystyrene latex and hydroxyethylcellulose; subsequent experiments [34] and
simulations [35] further corroborated and extended these findings. Importantly, the
work by Gast et al. showed that the range of the attractive potential — controlled
by the radius of gyration of depleting polymers — between the colloidal particles
has a strong influence on the characteristics of the phase diagram describing the
system in question. These experimental and theoretical considerations thus raise
the necessity to classify colloidal phase transitions and diagrams between colloidal
particles based on their respective interaction ranges. In the following, a brief
overview will be given on the relations between phase diagrams and interaction
ranges in atomic and colloidal systems.
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1.2.2 Phase diagrams and transitions of colloidal systems
The hard sphere model

A first approach towards describing the phase behaviour of colloids is via hard
spheres (HS) with the corresponding interaction potential [36, 37]

oo forr <o
- = 1.5
u(r) {O forr >0 (15)

where 7 is the centre-to-centre interparticle distance and o is the particle diameter.
A temperature-volume fraction (7" — ¢) phase diagram of a HS system (Fig. 1.1a)
features discrete fluid, crystal and fluid-crystal coexistence phases.

In spite of its apparent simplicity, a seminal publication by Pusey and van
Megen [38] proved the model to be able to account for phase behaviours observed
experimentally for polymethylmethacrylate (PMMA) colloids, providing another
strong indication that aspects of atomic systems can be applied to colloidal ones
and vice versa.

Introduction of attractive forces to account for the gas-liquid phase
transition

Being a fundamentally important concept in physics, the hard-sphere model alone
is nevertheless unable to describe the gas-liquid phase transition observed in many
experimental systems since this phenomenon requires interparticle attraction. A
first successful description of accounting for attraction-induced gas-liquid transi-
tions was performed by van der Waals in 1873 [39-41]. Van der Waals’ approach
of introducing two correcting terms into the ideal gas equation of state is sketched
in the following for the case of a HS fluid.

As in the HS model presented above, it is assumed that the particles considered
cannot overlap (to account for real systems, this is justified by Pauli’s principle),
which reduces their effective molar volume by b, the first correcting term [40, 41].
In addition to b, a term accounting for long-range attractions between the particles
and leading to an increase in the compressibility of the fluid when its pressure is
increased at constant temperature. The effective pressure inside the HS fluid is
thus greater than the external one by a term p,qq. At very high pressures, the
HS fluid cannot be compressed further and short-range attractions between its
particles start to play a role.

These two correcting terms accounting for both attractive and repulsive inter-
molecular interactions were used by van der Waals to modify the ideal gas equation
of state as follows:

RT b
(P + Pada)(V = b) = RT & V* — (b+7vz+gV— %) —0  (L6)

where p,gq = a/v? with a constant a (for details see Ref. 41). Assuming impen-
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etrable spherical particles the minimum distance between the centres of which is
2-0/2 =0 and the excluded volume between two particles is therefore 3m(0)? =
8Vparticie- The excluded volume of one particle is thus equal to 4V,44icie. Therefore,

b= NA . 4‘/particle [40]
Solving Eqn. 1.6 for p yields the van der Waals equation of state (e.o.s.)
[41]

(1.7)

From the van der Waals e.o.s., the compressibility factor Zyg of a pure HS fluid
can be obtained. Zyg can be described as a series expansion of the volume of the
fluid or approximated by a simpler term:
B
ZHS:1+V+%+'”:/)I§Z;T (1.8)
with a particle density p = N/V. Note that a limitation of the series to its second
term does not account for the vapour-liquid transition; truncating it after the third
term, on the other hand, does not allow for an accurate description of the liquid-
vapour transition [42], implying different shortcomings of this e.o.s. Therefore,
multiple modified versions of the van der Waals e.o.s. have been established
[37, 42]. An approach getting particularly close to the “real” phase behaviour
of HS fluids observed in computer simulations was pioneered by Carnahan and
Starling [36, 37, 42, 43] based on a solution of the Percus-Yevick equation for hard
spheres. In this case, Zgg is given by

g _140+¢°— ¢
T -9y

where ¢ = %ﬂ%?’p is the packing density of the hard sphere fluid considered. A
complementation of Eqn. 1.9 by the attractive van der Waals term described above
yields a Zpyg form equivalent to that obtained from the van der Waals equation
[42] as can be shown by, e.g. density functional theory (DFT) [36]. Therefore, the
van der Waals e.o.s. is used in the following in order to describe how the gas-liquid
transition can be rationalised.

The van der Waals e.o.s. (Eqn. 1.7) can be rewritten in its cubic form

(1.9)

dp\ RT 2a
(av)T - (V—b)? %S
At high T the isotherms will therefore have a negative slope regardless of the mo-
lar volume. At lower 7', the first term will dominate for low and high V' whereas
at intermediate V' the second term will determine the sign of the isotherm. The
isotherms will therefore have one minimum and one maximum each, which means
that below a critical molar volume v..; the isotherms will show an unphysical
increase in v with increasing p (van der Waals loops) [40]. In real systems, macro-

(1.10)
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scopic observations below this critical volume show that the gas condenses into
a liquid. The van der Waals approach is thus no longer valid when gas and lig-
uid phases coexist [41]. In the unstable states, the so-called Maxwell construction
(36, 42, 44] is applied, reflecting the fact that the pressures and chemical potentials
of the coexisting phases must be equal [40, 42]. Details on the equal-area approach
are given in Ref. 45. Points determined in the framework of this approach are con-
nected via horizontal lines. All endpoints of these horizontal tangents give rise to
the so-called coexistence curve or binodal; the points corresponding to minima
or maxima of the van der Waals loops form the spinodal [36]. Systems located
inside the spinodal are unstable and phase-separate immediately. This process is
referred to as spinodal decomposition (see Section 1.2.2). The region between the
binodal and the spinodal is referred to as metastable, i.e. a certain energy bar-
rier prevents the systems located in this region from immediate phase separation
[46]. Binodal and spinodal lines coincide at the critical point characterised by,
inter alia, the critical temperature T, and the fact that the two derivatives of the
pressure with respect to volume

<g_‘};)T:Tc (1.11)
and
(57)1 12

vanish identically [40].

The addition of a long-range attraction term to the hard sphere system as
described above thus results in a much more complex phase behaviour than in the
case of pure hard-sphere repulsion. In real-life experimental systems, long-range
attractions are due to random fluctuations of electron density which subsequently
give rise to mutually interacting dipoles. These interactions are summarised under
the term “van der Waals interactions” and show a power law-type dependence on
the inteparticle distance [27]. The overall combination of a long-range attraction
and a short-range repulsion — which, as described above, stems from electronic
repulsion of particle orbitals — can be described wvia the Lennard-Jones (LJ)
potential

upy(r) = uo[(ro/r)"? — 2(ro/r)°] (1.13)

with rg being the interparticle distance at which the potential energy of their
interaction is minimised and wug the energy value at this distance [47]. The first
term corresponds to the interparticle repulsion and increases steeply with decreas-
ing interparticle distance whereas the second term corresponds to the attractive
interactions [47]. In Monte Carlo simulations, this potential is often cut off at a
certain interparticle distance r = R® which is typically equal to 2.50 [48]. More-
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over, to avoid the delta function at » = R¢ in molecular dynamics simulations, a
truncated and shifted (ts) version of the LJ potential,

u(r) —u(R°) forr < R°
Urys(r) = {0( )~ ul) P (1.14)

is often used [48].

In a colloidal phase diagram, the effects of a combination of a short-range re-
pulsion and a long-range attraction are reflected in the presence of many different
regions of the diagram — homogeneous fluid, gas, liquid, crystalline phases and
coexistence thereof (Fig. 1.1 b). The phase diagram moreover features a triple
point at which gas, liquid and crystals can coexist as well as a critical point be-
low (upper critical solution temperature, UCST) or above (lower critical solution
temperature, LCST) which the homogeneous fluid can phase-separate into a liquid
and a gas phase. A more detailed discussion of both phenomena is found in Section
2.2. In colloidal systems, the homogeneous fluid can be thought of as being anal-
ogous to a homogeneous suspension whereas the gas and liquid phase correspond
to colloid-poor (“dilute”) and colloid-rich (“dense”) phases, respectively, resulting
from phase separation. This is particularly relevant in the case of short-ranged
attraction as discussed below.

Short-ranged attraction and metastable LLPS

If the attraction in a (colloidal) system is not long-ranged, but short-ranged (e.g.
~ 1/6 of the particle diameter [49]) as in the case of the depletion colloid-polymer
system studied by Gast et al., the corresponding phase diagram changes shows
a metastable liquid-liquid coexistence region below the critical point (Fig. 1.1
¢), thus differing strongly from the case where only long-ranged attractions are
considered. This liquid-liquid coexistence region therefore allows to rationalise the
phase separation observed by Gast et al. [31, 33]. Detailed theoretical background
for this attraction-range dependent appearance of the metastable liquid-liquid
region was provided by Lomba and Almarza [50] as well as Hagen and Frenkel
[49] using grand ensemble Monte Carlo simulations in hard-core Yukawa systems
where the short-range interaction potential is given by [49]

u(r) = {oo forr <o (1.15)

—Mforr > 0.

Here, € is the potential well depth, x~! determines the range of the attractive
part and o represents the diameter of the particles in question. For xk > 7, the
critical point of the system is located below the sublimation line; thus, a stable
liquid phase no longer exists [49]. Moreover, when the attraction range is shorter
than roughly 30% of the hard-core particle radius, freezing prevents fluid-fluid
separation [51].
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In spite of the importance of short-range attractions, however, the long-range
ones should not be ignored in particular when investigating gelation and crystalli-
sation [51]. It is in particular the location of the percolation line that is influenced
by the strength of the long-range attraction. With weak van der Waals forces,
percolation occurs before the system can be brought to the metastable critical
point; a liquid-liquid phase separation is therefore prevented. As the interaction
strength increases, the metastable critical point is found outside the percolation
regime. Very strong long-range attractions can lead to phase separation even in
the absence of short-range attractive forces [51].

In an attempt to find a generalised approach to systems with different interac-
tion ranges, Noro and Frenkel [52] formulated an extension of the van der Waals
law of corresponding states (ELCS). In particular, the authors argue that the
reduced second virial coefficient By = B/ %ﬂ'aef ¢ (0cfr being the effective hard
core diameter of the repulsive part of the potential in question) can be used to
evaluate the effective attractive range of a system in question. Moreover, this
approach allows for a prediction of the topology of the corresponding phase dia-
gram. In fact, the values of the second virial coefficient have been shown to be
reliable predictors for conditions favouring protein crystallisation [53]. The results
from the latter study were further corroborated by Rosenbaum and colleagues [54]
who demonstrated a striking similarity between the crystallisation of hard spheres
and proteins. These results again indicate the complementarity between colloidal
and protein-based systems and the fact that colloidal phase diagrams as the ones
described above can indeed be used to describe the phase behaviour of proteins
[55].

A first quantitative description of a metastable liquid-liquid phase separation
in a protein-salt system (in this case, an aqueous lysozyme-NaCl mixture with an
upper critical point) was published by Ishimoto and Tanaka in 1977 [56]. In this
publication, the authors rationalised their observations using mean-field theory.
Later on, Muschol and Rosenberger [57] applied the knowledge on the influence
of short-range attractions on protein phase behaviour to explain LLPS, precipi-
tation and crystallisation in supersaturated lysozyme solutions. Further protein
systems in which liquid-liquid phase separation has been observed are, for exam-
ple, crystallins [58-61], hemoglobin [62-64], lysozyme [57, 65] and elastin-derived
polypeptides [26, 66]. The studies on crystallins moreover led to the development of
a Monte Carlo simulation technique capable of capturing short-ranged attractions
not accounted for in previous mean-field studies and indicating the importance of
anisotropy in protein-protein interactions [67], a feature of major importance in
proteins due to their heterogeneous charge and hydrophobicity distribution. Inter-
estingly, theoretical work by Kern and Frenkel [68] showed that in systems with
anisotropic (patchy) interactions neither one single value of the respective virial
coefficient nor the knowledge of the attractive patch fraction are enough to de-
scribe the critical point of liquid-liquid phase separation. In addition to these two
parameters, the critical temperature of such systems appears to be determined by
the mutual orientation and arrangement of said patches whereas the interaction
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range plays a less important role [68].
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Figure 1.1: Phase diagrams of systems with varying attraction ranges (bottom
panel) with corresponding pair potentials (top panel). (a), purely hard sphere
interaction; (b) long-ranged attraction and (c) short-ranged attraction. F, fluid;
C, crystalline; G, gas; L, liquid. Image reproduced from Refs. [55] and [69]. See

text for details.

Spinodal decomposition as a pathway towards LLPS

As discussed above, metastable LLPS is a major feature of colloidal systems with
short-range attractions. In the following, spinodal decomposition as a possible
pathway leading towards LLPS is presented and its mathematical rationalisation

is presented.

The metastable and unstable regions (discussed in Section 1.2.2) of a generic
fluid (here, a binary mixture is considered) differ with respect to how density or
concentration fluctuations propagate in the respective regions. When located in its
metastable region, the system can withstand small density fluctuations. A large
change is thus required to trigger phase separation, i.e. a nucleus enriched in one
of the two components needs to be generated. This process is therefore referred to
as nucleation and can be heterogeneous or homogeneous [46]. Classical nucleation
theory (CNT) provides a way to quantify the change in the free energy AG of the
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system upon formation of a (spherical) nucleus as a function of the radius r of the
latter [70]:

47.‘,7.3

AG(r) = 3 ” ksT InS + 4nriy (1.16)

where S is the supersaturation of the system, v is the molar volume of a growth
unit and + is the surface tension of the nucleus [70].

In the unstable region inside the spinodal, however, density fluctuations are
amplified along the system in a homogeneous manner via a process referred to
a spinodal decomposition (SD). To understand the mathematical description of
SD (based on Ref. 42), a generic binary mixture containing components A and B
will be considered again in the following. Prior to the onset of SD, the mixture is
homogeneous. The concentration ¢ of component A is equal to n4/(n4+npg) with
n4, np being the numbers of particles of species A and B, respectively.

Let ¢q represent the global concentration of component A in the binary mixture
considered here. The free energy f per unit volume can be expanded into a series
around cgy

1@ =)+ e—e)(X) +ie—ar(PL) o

Assuming a low amplitude of the density fluctuations considered, the free energy
of formation of the emerging phase AF is equal to

2\ 0c?
where K > 0 is the inhomogeneity term. Terms higher than the second order
are neglected here. The system in question will remain stable in its homogeneous
state for (9%f/0c*) > 0 since this will lead to AF > 0. In the opposite case, the
inhomogeneous phase is stable and SD occurs. The time-dependent concentration
fluctuation dc(r, t) leading to SD can be Fourier-transformed to

ar= [[5(53) - + 3KIeF]av (1.18)

de(r,t) = /50(15,25)6””6[7’. (1.19)

The density fluctuation is assumed to be of the form dc;, = A cos(kx) where A is
its amplitude. AF can then be expressed as [ AFydk = [ AFe**"dr. Assuming
periodic boundary conditions with a period of 27 and applying the integral to
Eqn. 1.18 (the integral of cos?(kxz) over the whole volume yields 1) leads to the
expression

AF, = 1VA2[<82f> +Kk2} (1.20)

B 4 802 co ' '

Eqn. 1.20 shows that within the thermodynamically unstable region where (%) <0,
density fluctuations with a wave vector larger than a certain critical wave vector
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Oc?
increase AFj,, favouring homogeneity. In the opposite case (k < k.), phase separa-
tion via SD will occur preferentially. Note that long-wavelength fluctuations imply
the diffusion of molecules over long distances and short-wavelength ones generate
a large interfacial area. A certain intermediate wavelength of concentration fluc-
tuations will therefore dominate the process of SD [46].

The fact that ( r 2) < 0 in the unstable region has a very important implica-
tion in the context of SD, that is, uphill diffusion [46]. This term describes the
seemingly counterintuitive phenomenon of diffusion from regions of lower concen-
trations to those with higher concentration. The reason for this unusual behaviour
is the relation between the chemical potential y and ( ) Since ( 1) < 0 in the
spinodal region, the sign of the gradient of the Chemlcal potentlal is opposite to
that of the concentration gradient. This leads to uphill diffusion [46].

Overall, it can be shown [42] that the time-dependent evolution of the concentra-
tion can be expressed wvia the Cahn-Hilliard equation

(k > k. with k? = 2+ (ﬂ> ) or, in real space, with a wavelength \. = 27 /k. will
co

ddc(r,t) 5 [0f 5
P _ m [— — KV2¢(r 1 } 1.21
a0t ViiGe ~ KVt (1.21)
or, in its linearised form
ddc(r,t) o[ O f
Y p [( ) K 2]5 1), 1.22
ot v oc? V?joc(r,t) (122)
Here, M = My/N with My, a constant transfer coefficient, being related to the
concentration current J via J = —MyVpu. The Fourier transform of dc(r, t) (Eqn.

1.18) introduced earlier can be used to solve Eqn. 1.22 if it is assumed that con-
centration fluctuations relax as

dc(k,t) = dc(k,0)e ! (1.23)

with wy being a damping coefficient. Combining Eqns. 1.23 and 1.22, w; can be
defined as

>*f
0c?
Thus, in the unstable region of the phase diagram in question, with & < k. and
wr < 0, the respective concentration fluctuations are not damped and therefore
increase with time. This leads to SD.

Throughout phase separation in the generic binary A-B mixture — regardless
of whether phase separation proceeds by nucleation or SD — domains of com-
ponent A will form inside a matrix of component B (or vice versa). Driven by
a decrease in interfacial energy, said domains will then grow [46]. A prominent
model of such a growth mechanism is Ostwald ripening. This model is based on
the assumption that few polydisperse domains are present. The solubility of the

wn = ME[ (54 ) KR = MERE — K] (1.24)
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phase present in the domains being higher in the vicinity of small domains than it
is near larger ones, the smaller domains dissolve and are consumed by the larger
ones [46]. Calculations by Lifshitz and Slyozov [71] show that, as a result of this
process, the domain size (or, as is sometimes phrased alternatively, the correlation
or characteristic length, £, of a given system) grows in a manner proportional to
t1/3 in the late stage of phase separation.

In the present work, the growth of the correlation length of dense phases ob-
tained wvia phase separation of BSA-HoClz/LaCly mixtures with varying HoCls/LaCls
ratios is investigated using ultra-small angle X-ray scattering. The corresponding
results are discussed in Chapter 7.



Chapter 2

Protein-cation interactions and
resulting phase behaviour

2.1 Protein-cation interactions in a biological
context

Typical intracellular concentrations of Na™ and Kt are 12 and 140 mM, respec-
tively [1], and these ions are of vital importance to, inter alia, maintaining a
physiological osmotic pressure in living tissues as well as signal transduction in
neurons. With proteins featuring highly heterogeneous surface charge patterns, it
is clear that they will engage in charge-mediated interactions with ions surround-
ing them. A rather general interaction type is a simple Coulomb attraction of
oppositely charged ions to the protein surface. More specific interactions include
the binding of ions to specific protein sites. As an example, bovine serum albumin
can bind Mg*" and Ca?" cations and transport them to various destinations in
the organism [72]. The interactions between proteins and ions can also go beyond
transient transport-related associations. In several cases, the biological activity of
proteins strongly depends on the presence of metal ions in their active centres.
When bound covalently to residues in their active centres, the ions are referred
to as prosthetic groups. A case in point is hemoglobin, the oxygen transporting
activity of which requires a Fe cation to be bound to its prosthetic heme group
consisting of a porphyrin-based organic structure [1]. Further ions of high physi-
ological relevance for proteins include Zn** [1, 73], Ca?*[1] and I~ [74].

2.2 Protein phase behaviour induced by
multivalent cations

2.2.1 Protein-multivalent cation interactions

Given the obvious importance of protein-ion interactions for various physiological
aspects, much effort has been invested into studying these interactions from bio-
logical, chemical and physical points of view. A necessary step to investigate ion-
dependent proteins was to determine and characterise the ion binding sites of said
proteins. Complexes of lanthanide ions and some organic ligands possess several
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favourable fluorescence properties such as long fluorescence lifetimes, strong Stokes
shifts and distinct emission peaks [75]. Depending on the choice of the ligand, the
fluorescence can be enhanced [76], which makes lanthanides valuable structural
probes to investigate cation binding sites of proteins. As an example, Harris and
co-workers [77-81] examined the binding of various non-ferrous cations to human
transferrin and lactoferrin, notably including the lanthanide cations Lu®*, Er3t,
Ho*, Th3*, Gd3*, Sm3*+, Nd*+ and Pr®*. Amongst other results, the authors re-
port a decrease in the amount of cations bound with increasing cation radius [79]
— an aspect of strong interest from the perspective of the present work. Further
insights into the thermodynamics of multivalent cation-protein interactions from
literature are summarised in Chapter 6. Detailed information on thermodynamic
and hydration properties of Ln cations is given in Section 3.2.

In addition to these cation-protein interactions of strong relevance on a biolog-
ical and structural analysis level, multivalent cations can be used as thermody-
namic agents inducing short-ranged attractions in protein systems. Starting from
2008, Zhang and colleagues [8-14, 82-90] documented an intriguing variety of
phase behaviours in systems of negatively charged, globular proteins in the pres-
ence of multivalent cations such as Y?*. The phase behaviours mentioned include
clustering, crystallisation, reentrant condensation as well as a liquid-liquid phase
separation with a lower critical solution temperature (LCST-LLPS). A detailed
description of these phase behaviours and the mechanisms behind them will be
given in the following.

2.2.2 Reentrant condensation

The overall basis for the rich phase diagram of negatively charged proteins in
the presence of multivalent salts summarised above is the electrostatic interaction
between positively charged cations (e.g. Y1) and negatively charged protein sur-
face groups, mostly carboxyls, on the surface of, e.g., bovine serum albumin. At
a certain protein concentration ¢, and a low salt concentration cg, the system is a
homogeneous liquid (regime I). A continuous increase in ¢, while keeping ¢, con-
stant decreases the negative surface charge of the protein and eventually condenses
the protein molecules in solution into cluster-like structures. This condensed state
is referred to as regime II the entrance into which is marked by a critical salt
concentration, c¢*. A further increase of salt concentration leads to overcharging
of the protein and the clusters redissolve upon surpassing a second critical salt
concentration, ¢** (regime III). The entire phenomenon is therefore also referred
to as “reentrant condensation” and was first observed in systems consisting of
DNA or other polyelectrolytes and multivalent ions [91, 92].

Under certain conditions, a liquid-liquid phase separation (LLPS) into a protein-
poor and a protein-rich phase can occur inside the condensed regime. These find-
ings again reflect the importance of the short-range (e.g. depletion) interactions
described in Section 1.2.
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2.2.3 LCST-LLPS via spinodal decomposition

Notably, LLPS in systems of BSA and multivalent cations occurs upon temper-
ature increase (LCST-LLPS). This phenomenon is traced back to entropic con-
tributions by dehydration of both the yttrium cations and the carboxyl groups
binding them [13] and is described in more detail in Section 5. Lower and upper
critical solution temperatures have already been known for a long time, in parti-
cular in mixtures of small organic molecules. In the case of UCST (e.g. mixtures of
hexane/nitrobenzene or palladium/palladium hydride) entropic contributions en-
hance mixing at high temperatures [40]. Typical LCST systems are water/triethyl-
amine mixtures [40] or aqueous poly(N-isopropylacrylamide) (PNIPAM) solutions
[93]. In the case of PNIPAM, the LCST behaviour can be explained as follows:
at T < LCST, water molecules form ordered clathrate-like structures around hy-
drophobic regions of the polymer. Additionally, hydrogen bonds are formed be-
tween water molecules and hydrophilic groups of PNIPAM. At higher temper-
atures, entropic contributions dominate the exothermic formation of hydrogen
bonds and the ordered water structures are released into the bulk. The PNIPAM
molecules thus undergo a so-called hydrophobic collapse and are no longer misci-
ble with their aqueous surroundings [93, 94], resulting in phase separation into a
polymer-rich and a polymer-poor phase.

The LCST-LLPS of BSA-YClI; systems has been shown to occur via spinodal
decomposition and the kinetics of the latter have been studied using ultra small-
angle X-ray (USAXS) and very small-angle neutron scattering (VSANS) [14]. It
was found that the characteristic length & of the respective systems grows as a
function of time ¢ as & ~ t'/3 for T < 45 °C. For T > 45 °C and at t > 30 s,
the growth of £ slows down. At even higher temperatures, arrest is observed as
indicated by constant values of ¢ until protein denaturing interferes with further
investigations above 55 °C. In the present thesis, this study was extended to
mixtures of BSA and weakly and strongly interacting cations (cf. Chapter 7).

2.2.4 A patchy particle model rationalising
protein-multivalent cation interactions

A theoretical approach to rationalise the interaction between proteins and multi-
valent cations as well as the protein phase behaviours induced thereby has been
developed by Roosen-Runge and co-workers [95]. The approach is based on the
representation of proteins as so-called “patchy particles” [68, 96, 97| and describes
the protein-protein interaction using a combination of a hard sphere repulsion Vi,
and a square-well attraction V,,, (here, ¢ and j denote the indices of the patches
considered):

V(1,2) = Vus(Ria) + ZZ 7“12 (2.1)
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where

—€pp for i < Te (2.2)

Vip(riz) = {
In the case of BSA and YCls, the patches in the model correspond to certain
types of arrangements of carboxylic groups which can coordinate multivalent ions
(in this case, Y3*). When hosting a cation, a patch is considered “occupied”. A
sterically favourable orientation with respect to the unoccupied patch on another
protein molecule can lead to the formation of a so-called cation bridge between
two protein molecules. The protein-protein interaction energy €,, is a function of
the average patch occupancy (©) by Y3*

0 forrd > r.

€pp = €un(l — ©)? + 26,,0(1 — O) + ¢,0? (2.3)

with the indices uu, oo and wo referring to the interaction between two unoc-
cupied, two occupied or an unoccupied and an occupied patches, respectively, on
two protein molecules. Together with results from small-angle scattering and X-ray
diffraction experiments revealing a cation-induced short-range interprotein attrac-
tion between unoccupied and occupied patches on the protein surface [10, 12, 82],
these theoretical assumptions are thus able to account for cluster formation, reen-
trant condensation and LLPS. Notably, the cation-mediated bridging of protein
molecules can promote the nucleation and growth of crystal lattices in systems of
B-lactoglobulin (BLG) and multivalent salts [82], thus allowing for a controlled
generation of crystals which is considered a major obstacle in protein crystallog-
raphy. Intriguingly, the exact location of the respective crystallisation samples
in the phase diagram determines their crystallisation pathways. While classical
nucleation dominates near ¢* [86], a two-step mechanism can be observed in the
vicinity of ¢** [87] in the BLG-multivalent salt systems mentioned.
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Chapter 3

Materials

3.1 Bovine serum albumin

The protein used in this thesis is bovine serum albumin (BSA) with a molecular
weight of 67 kDa [72, 98] and an isoelectric point of 4.7 [99]. Serum albumins are
abundant in the blood of mammals and are mostly responsible for the transport
of fatty acids or cations such as Mg?T and Ca?* and maintaining the osmotic
pressure of blood [72].

BSA (heat shock fraction, catalogue number A7906) with an indicated purity
of > 98% was purchased from Sigma Aldrich (now Merck, Darmstadt, Germany)
and used as received. Protein stock solutions were prepared by dissolving the
required mass of BSA in ultrapure degassed water (18.2 MQ; Merck Millipore,
Darmstadt, Germany). The exact protein concentration was then measured by
UV spectroscopy (see Section 4.6).

The BSA concentrations used for samples studied by visual inspection, tempera-
ture-dependent UV absorbance and SAXS (cf. Section 6) were 80 mg/ml or
85 mg/ml which, assuming a partial specific volume of 0.735 ml/g [100], cor-
responds to a volume fraction ¢ of 0.0588 or 0.0625, respectively. The average
particle-particle distance in these samples is roughly 10.5 nm based on the SAXS
correlation peak of an aqueous BSA solution of pure BSA. Assuming an effective
sphere, the average particle size (hydrodynamic radius) of a BSA monomer is
equal to 3.62 nm [101].

High-concentration samples prepared for USAXS and EXAFS measurements
(initial protein concentration = 175 mg/ml) correspond to ¢ = 0.129 (cf. Chapters
7 and 8). The dense phases of these samples were used for USAXS and VSANS
measurements and have concentrations of ~ 200-300 mg/ml (¢ = 0.149-0.221).

The lowest BSA concentrations (1 mg/ml) were used for ¢ potential and isother-
mal titration calorimetry measurements (cf. Sections 5 and 6). Here, the volume
fraction is equal to 7.35 -10~%. This low volume fraction allowed to study cation
adsorption to BSA while ignoring cation-mediated protein-protein interactions.

3.2 Yttrium and lanthanide chlorides

In this thesis, trivalent chlorides of yttrium (Y) and lanthanides (Ln) are used
in order to induce and tune phase transitions of BSA. Given the occasionally
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confusing variety of lanthanide nomenclature, a brief explanation thereof is given
here. The elements following Ca (electron configuration [Ar|4s?) and located in
groups 3-12 are the d block elements [102]. The term transition elements is used
to describe those d block elements the d orbitals of which are not fully occupied
[103]. The 14 elements located between Ba and Hf are called lanthanides [104].
Therefore, the salts HoCly and LaClz used in this thesis are lanthanide chlorides;
YCls is a d block element chloride. Note that the term “rare earths” which is also
used occasionally can be considered unsuitable due to the fact that the elements
it is used for are neither earths (i.e., not oxides) nor actually rare [105].

Based on previous experiments [11, 12, 82], we assume that it is the respective
rare earth cations which induce the BSA phase behaviours studied here by bin-
ding to negatively charged protein surface residues and introducing a short-range
attraction between protein molecules. The chloride counterions of the yttrium and
lanthanide cations are not a topic considered in this thesis. A detailed analysis
of the influence that different counteranions of multivalent cations have on phase
transitions of BSA can be found in Ref. 106.

One of the most obvious properties of lanthanides capable of influencing the
phase behaviour of proteins in solution are their respective radii. Shannon [107]
established an exhaustive overview of crystal and ionic radii for most elements.
Importantly, in the presence of co-solutes interacting with the cations, the coordi-
nation number (CN) of each cation influences its effective radius and thus needs
to be considered as well. A revised summary of lanthanide radii, taking into ac-
count their respective CNs, was published by D’Angelo et al. [108]. Given that
the experiments performed in the scope of this thesis involve cations in solution,
the cation radii considered in this thesis are those summarised in Table 3.1.

Table 3.1: Ionic radii [108] and coordination numbers [108] of the lanthanide
cations the trichlorides of which are used in this thesis. The radius of Y** is
obtained from Ref. 107 and its coordination number from Ref. 109. Note that
although strictly speaking, Y is not a lanthanide, it is nevertheless often discussed
in the context of lanthanides due to shared chemical features [110)].

Cation Ho3t Y3+t Gd3t Ce?t La3t
Coordination number 8.9 8.0 9.0 9.0 9.1
Tonic radius (A) 1.055 1.019 1.105 1.220 1.250

Due to their similarity to actinidies, a series of elements vastly important in the
context of nuclear energy [111] and to their use in radiochemical labelling [112], the
properties of lanthanides have been of significant interest in both applied and the-
oretical science. In the following, a brief overview on some of the results obtained
so far is given with a special focus on thermodynamic and hydration properties. A
detailed discussion on the interactions between lanthanides and selected proteins
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can be found in Chapter 6.

An extensive data set on the coordination — here used as a synonym for hydra-
tion — of lanthanides was obtained using X-ray diffraction by Habenschuss and
Spedding [113-115]. The authors concluded that the CN — in this case, the num-
ber of water molecules surrounding in the primary hydration shell of the respective
cations — varies from 9 for La’*, Pr*" and Nd3* to 8 for Th*"-Lu®*. Between
Nd** and Th?*", an intermediate CN representing fractions of the hydrated Ln3"
population with CN = 8 or 9 [116] is observed. Similar findings were obtained by
Cossy et al. [117] using neutron scattering.

A recent computational study by Zhang et al. [118] confirmed this result and

traced the change from CN = 9 to CN = 8 back to a change of preferred water
structuring around the cations due to an increase of water-water repulsion and an
increasingly unstable capping water molecule.
To further characterise the transition from CN=8 to CN=9, the exchange fre-
quency (EF; number of water exchanges per ns) of water molecules between the
first hydration shell and bulk water was studied by Duvail et al. [116] using
molecular dynamics (MD) simulations with explicit polarisation. This study re-
veals a highly non-monotonic behaviour of the EF along the lanthanide cation
series. Starting with EF = 0 for La?", the number increases up to EF = 25 for
Th3+ (Persson and co-workers identify Ho®" as the element with the strongest
hydration structure change [119]) and then decreases back to almost 0 at Lu3*.
Duvail et al. propose an interconversion between different water structures along
the lanthanides — La3* features a tricapped trigonal prism consisting of 9 wa-
ter molecules (6 making up the outer and 3 the inner triangle). With decreasing
cation radii and polarisabilities, the inner-shell water molecules repel each other
more strongly, which leads to a decrease in cation-water affinity and a decreasing
CN. The heaviest Ln3* then show an equilibrium between a square antiprism and
a bicapped trigonal prism (BTP) with CN = 8 [116].

Given that the cation-protein and cation-induced protein interactions studied
in this thesis are entropy-driven, thermodynamics of lanthanide interaction with
both water and ligands are of particular interest. Hinchey and Cobble [120] in-
vestigated the hydration thermodynamics of the lanthanide series. Their findings
indicate an increasingly negative free energy and enthalpy of solution with increas-
ing atomic number Z. The respective entropic terms increase as well, thus pointing
towards an important role of entropy in Ln hydration. This finding was corrobo-
rated by computational studies by Ciupka et al. [121]. Interestingly, Hinchey and
Cobble also found the ionic entropies to increase linearly as a function of the re-
spective inverse ionic radii [120] after eliminating the electronic entropy term from
the corresponding calculations. Choppin [122] furthermore investigated complex
formation of lanthanides and different ligands. Again, an increase in formation
entropy was observed with increasing Z. Notably, this study includes ethylenedi-
aminetetraacetic acid (EDTA) and glycine, both of which are of relevance for this
thesis due to their chelating carboxyl groups. Both Habenschuss and Spedding
and Ikeda et al. [109] provide experimental and computational evidence that the
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probability of the formation of an inner-sphere chloride complex is unlikely. Ac-
cording to lkeda et al., the energy barrier for the formation of such a complex is
around 5-10 kcal/mol [109]. According to a lanthanide concentration-dependent
quantum chemical and MD simulation study performed by Beuchat et al. [123],
however, C1~ can get closer to the cation in the case of Gd3* and Er3*,

As a general caveat, it should be kept in mind that simulations and calculations
of lanthandies and their properties can encounter difficulties due to non-negligible
relativistic effects [118] caused by strong shielding of the nuclear charge [124],
a large number of electrons and incomplete 4f electron orbital occupation [118].
Nevertheless, the above examples show that a large number of such studies shows
good reproducibility and consistency.

All trivalent lanthanide and yttrium chlorides used in this thesis were purchased
from Sigma Aldrich (now Merck, Damstadt, Germany) as anhydrous powder or
beads. The respective catalogue numbers were 450901 (HoCls), 449830 (LaCls)
and 451363 (YCls). Their purities were indicated by the manufacturer as 99.9-
99.99% and the powders were used without further purification. Stock solutions
were made by weighing the appropriate mass of salt into a volumetric flask and
adjusting the water (ultrapure [18.2 MQ] degassed MilliQ) [Merck Millipore, Darm-
stadt, Germany]) volume according to the desired stock concentration. When not
in use, the salts were stored in vacuum due to their hygroscopy.



Chapter 4

Experimental methods

4.1 Small-angle scattering

In this thesis, small-angle scattering was used to characterise the interactions
multivalent salts induce in aqueous BSA solutions. This section first provides
a general overview of the thermodynamic properties investigated. The setup of
small-angle scattering experiments is discussed afterwards. Finally, the deduction
of thermodynamic properties of the sample from the scattering signal is explained.

4.1.1 Thermodynamic quantities obtained from
small-angle scattering experiments

The term “scattering” describes the deflection of waves (e.g. photons or neutrons)
by matter. In soft matter research, scattering experiments are used in order to
investigate samples such as surfaces, amorphous structures, powders, crystalline
structures or colloidal dispersions. The unique characteristic of scattering methods
is that they allow for deduction of both structural and thermodynamic properties
of samples, the latter implying that scattering provides information about a time
and space ensemble average of the system in question. In this thesis, the scatter-
ing method of choice is small-angle scattering (SAS) applied to protein solutions
which, for the reasons described previously, can to a large extent be regarded and
treated in a way similar to colloidal dispersions.

In the following, a brief overview of the determination of thermodynamic quan-
tities from SAS experiments is given. If not stated otherwise, the information
provided here is based on Ref. 37.

In complex fluids such as colloidal dispersions, a quantity of particular thermody-
namic interest is the pair correlation function gy (r7,73) which describes the
density profile of particles in the NVT ensemble:

L PN (7, 73)
gn(11,73) = OPEO (4.1)
PN (Tl)pN (72)

If the system is homogeneous, pg\l,) = p = N/V is the particle number density and
in isotropic systems, pg\%) (ri,r3) = pg\%) (r1 —73), the distribution function for n = 2

particles, is a function of the vector distance r15 = r1 — r9 between particles 1 and
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2. For r19 — 00, gn(r1,72) — 1. For isotropic and homogeneous systems, pg\l,) and
gn depend solely on r = |ris|= |71 — 73|. Thus,

N(N -1 R o
gn(r) = NN -1 7 ) /drs - drg Py (r) (4.2)
where 7; are position vectors of particles 1,---, N. The term Py(r") is equal to
Py(rY) = o——rc 4.3
with
Zy(V,T) = / iy - drge PV = / drNe=fUC™), (4.4)

Thus, Py (r") describes the probability of finding the system in a certain arrange-
ment of particle positions. Zy(V,T), the configurational integral, represents the
probability density of finding all N particles of the system in question at positions
1y ,TN.

By definition, imy v gn(r) =: g(r). g(r) is linked to the potential of mean
force (PMF) w(r;;) of the system under investigation as

g(r) =: e P o _kpT In g(ri;) = w(ry;) (4.5)

where r;; is the distance between two particles. The PMF describes the force
exerted on particle ¢ if the position of particle j is fixed and the positions of all
remaining (N — 2) particles are averaged. The PMF is linked to another crucial
quantity describing the system in question — its potential energy U(r") — wvia

Jdredri(5%)
~ [drye - drgePU

—Vw(ri)) = (~VU(rV))i; (4.6)

The latter corresponds to the sum of interparticle pair interactions 3. < julry)

for all possible position vector configurations PN = {ri,---,rn}. In the case of
charge-stabilised colloidal particles, u(r) = ue/(r) + wpaw () is the total effective
pair potential consisting of the electrostatic interaction u.; and the van der Waals
attraction. In the dilute limit p — 0, w(r) — u(r) < g(r) — e P4,

Knowledge of g(r) thus allows for a deduction of the effective interparticle inter-
action potential of the system under investigation. The experimental challenge
is therefore to obtain g(r) from a system with a given interaction potential. In
the case of the protein-salt systems investigated in this thesis, these potentials
are typically assumed to be screened Coulomb (SC) or sticky hard sphere (SHS)
potentials. Before elaborating on details how ¢(r) is obtained from scattering ex-
periments, a brief overview on the setup of the latter will be given in the following.
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4.1.2 Setup of small-angle scattering experiments

A schematic of a typical SAS experimental setup is shown in Fig. 4.1. In this
simple description, we assume (a) that the interaction between the X-ray beam
and the sample is weak, which means that only a small fraction of the incoming X-
ray photons is scattered whereas the majority of them is transmitted, (b) that the
scattering is predominantly elastic, i.e. only negligible energy exchange takes place
between the sample and the X-ray photons, (c) that multiple scattering effects are
negligible and (d) that the (colloidal or protein) particles are monodisperse and
uniformly distributed throughout the sample [125, 126].

An X-ray wave with a wavelength ), an initial wavevector k; (|k;|= 27/)) and

% ®e
: - o0
® o

Figure 4.1: Setup of a typical SAS experiment. Here, k; and k, are the wavevec-
tors of the incoming and the scattered X-ray waves, ¢ is the momentum transfer
between them and 26 is the scattering angle. The box represents a colloidal sample
consisting of solvent (blue background) and particles dissolved therein. See text
for details. Image reproduced in adapted form from Refs. 125 and 127.

an initial frequency w; impinges onto a sample and is scattered at a certain angle
20. The scattered wave is described by a wavevector ks and a frequency wy. The
momentum transfer Ap between the X-ray wave and the particle of the scattering

process is . .
Ap = hk; — hky, = hq (4.7)

with ¢ = k: — k:; The relation between ¢ = ¢ and the scattering angle 26 will
be explained shortly. Similarly to the momentum transfer Ap, the energy transfer
AFE between the X-ray wave and the particle can be written as

AE = hw; — hws = hw, (4.8)

where w = 27v is the angular frequency of the radiation. The assumption that
all scattering considered is elastic implies that the moduli of initial and scattered
waves are equal [125]:

— - 2m
ki: ]{IS:— 4
= Fsl= = (4.9)
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Using trigonometric considerations [125], the momentum transfer ¢ can be shown
to be related to the scattering angle by

4
q= 7” sin 6 (4.10)

The ratio of the incoming intensity I; (flux, photons per unit time and area) and
the final intensity Iy of a beam scattered by the sample at an angle 20 and detected
at a sample-detector distance L on a detector area Ay = AQL? is known as the
differential scattering cross-section per unit solid angle of the sample investigated
[126]:

[f . L2 do
= — 4.11
== 5@ (.11)
The differential scattering cross-section can also be expressed as [126, 128]
do 9v 79
209 = A) Vo P(0)S(q) (4.12)

where n is the particle number density, Ap is the electron density difference be-
tween the solvent and the particles and V4 is the volume of a single particle
[126, 128]. The term P(q) is referred to as the particle form factor and corres-
ponds to the Fourier transform of the electron density of the particles studied
(126, 129].

Detailed derivations of the form factor, inter alia for different molecular shapes
can, e.g., be found in Refs. 125, 126 and 130. This aspect is not further discussed
here. In the SAXS data analysis performed in the scope of the present thesis,
the main focus was on the term S(¢) from Eqn. 4.12 which is referred to as the
structure factor. In the next section, the route towards obtaining ¢(r) and the
determination of the effective interactions of the system in question from its S(q)
is explained.

4.1.3 Obtaining the interparticle potential u(r) from S(q)

Importantly, the structure factor S(q) obtained from a scattering experiment is
the Fourier transform of the pair correlation function (introduced in Section 4.1.1)
of the system in question:

S(q) =1+ % /V(g(r) —1)e ""dr (4.13)

The term ¢(r) — 1 is known as the so-called total correlation function h(r)
[126]. The Ornstein-Zernike (OZ) equation

h(?"lg) = C(’I"lg) + p/dTgC(’I"lg)h(T23) (414)
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defines the direct correlation function ¢(r). Eqn. 4.14 is known as the Ornstein-
Zernike (OZ) equation. To clarify its physical meaning, h(r) and ¢(r) are often
used with indices 1, 2 and 3 as seen in Eqn. 4.14 [126], referring to separate
particles the interaction between which is considered. Thus, the total correlation
between particles 1 and 2 includes their direct correlation as well as their respective
correlation with an intermediate particle 3. This interpretation is based on the
expression of Eqn. 4.14 as an infinite geometric series [126]. It is important to note
that ¢(r) is not known in the course of an experiment and that the OZ equation
does not itself yield u(r), the interaction potential of the system investigated.
Another equation connecting h(r) and ¢(r) with u(r) — a so-called closure relation
— is thus needed [126].

Several closure relations are known such as the Percus-Yevick (PY), hypernetted
chain (HNC), Rogers-Young (RY) or mean spherical approximation (MSA). As an
example, the calculation of S(¢) using the mean spherical approximation (MSA)
closure is given here. The MSA relation is obtained in the dilute limit (p — 0) of
Eqn. 4.14 [126], in which case, as discussed above, g(r) = e=#%"). Therefore

c(r) = e P 1 (4.15)
and for fu(r) <1

c(r)=—pu(r)—1 (4.16)

A final crucial relation discussed here is that of S(q) to the isothermal com-
pressibility x7 which can be expressed as [36, 126, 131-134]

(), G G,

According to considerations based on the grand canonical ensemble, x7 can be
written as [36, 126, 131, 133, 134]

(pkpTxr) "t =1—p&(0) =1 —4nmp /000 dr rc(r) (4.18)

& pkgTxr =1+ p/dr(g(r) —1)=5(¢qg—0)

Importantly, S(¢ — 0) and therefore also yr can be expanded into a series of
virial coefficients A,, [132, 133, 135]:

E(@H)l 1

(4.19)

where My, (g/mol) is the molecular weight of the particles investigated.
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The second virial coefficient By [52]

°° —u(r)
By = 27r/ dr r?[1 — eFsT | (4.20)
0
is related to Ay via [136]
M,
By = Ay — 4.21
y= Ay B (1.21)

The SAXS data obtained on the protein-cation experimental systems studied
in this thesis were analysed using the software Igor Pro [137]. An ellipsoidal
form factor with varying axis lengths, the volume fraction and the scattering
length density of BSA were used as input parameters. At low salt concentrations,
a screened Coulomb (SC) potential was used for data fitting. Above a certain
threshold salt concentration, a sticky hard sphere (SHS) potential was assumed
and the corresponding structure factor was calculated based on the above equa-
tions. The reduced second virial coefficient values, By /B were extracted via the
stickiness parameter 7 [52] obtained from the data fits. The By/BHS values are
used as a measure of the type of overall interactions in the samples investigated
[52, 84, 89, 138]. Details of the data analysis routine followed in this thesis are
given in Chapter 6.

The SAXS data presented in this thesis were obtained at beamline ID02 at
the European Synchrotron Radiation Facility (ESRF) in Grenoble, France. Fur-
ther details on the experimental setup are given in Chapter 6. Details about the
beamline are found in Section 4.4.

4.2 Ultra-small angle scattering

4.2.1 Ultra-small angle x-ray scattering (USAXS)

In this thesis, USAXS was used to follow the kinetics of LLPS in BSA-multivalent
salt systems in real time. Here, the objects measured using this technique are do-
mains of the dense and dilute liquid phases obtained by heating samples showing
LCST-LLPS behaviour. The parameter ultimately obtained from the USAXS ex-
periments is the characteristic length scale of the system £(¢, T") which is calculated
from the intensity value at ¢qz.

The USAXS experiments were performed at beamline ID02 at the ESRF. The
minimum ¢ values accessible were around 1072 nm™!, which corresponds to a
sample-detector distance of 30.7 m. Further details of these experiments and the
experimental setup are given in Chapter 7; details about the beamline are given
in Section 4.4. The most important aspect of the USAXS technique used for the
systems investigated here is the fact that it allows to monitor kinetic processes
with a time resolution down to fractions of seconds, thus allowing to capture the
initial state of phase separation.
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4.2.2 Very small angle neutron scattering (VSANS)

A part of the kinetic measurements preformed in the scope of this thesis was
performed using neutron scattering. Although the information obtained by X-ray
and neutron small-angle scattering is rather similar in the experiments performed
here, some general differences between these two techniques are inherent to the
different physical properties of the two types of probe particles used. These will
be briefly outlined in the following.

X-ray radiation consists of massless photons with a spin of 1 which mainly in-
teract with electrons of the particles in question wvia long-range electromagnetic
interactions [125]. According to wave-particle duality and Planck’s quantum me-
chanical considerations, the energy E of X-ray radiation is equal to

E = hv = he/\ (4.22)

where h is Planck’s constant, v is the frequency and A is the wavelength of the
X-ray radiation and ¢ is the speed of light [125]. E can also be expressed wia
the kinetic energy gained by an electron which is accelerated through a potential
difference of V volts (i.e., 1 eV = 1.6 -107'% J). Thus, X-ray radiation can be
classified by its wavelength (e.g. A = 1 A), its frequency (e.g. 3-10° THz) and/or
its energy (e.g. 12.4 keV) [125].

In contrast, neutrons interact with atomic nuclei via the short-ranged strong
nuclear force [125, 139]. Having a finite mass of m,, = 1.66-1072* g, the particle-like
properties of neutrons cannot be neglected. Therefore, the wavelength of neutron
radiation is related to their finite particle mass via De Broglie’s equation, A =
h/p = h/(m,v). Their energy is then expressed the classical way as E = mv?/2 =
h?/(2m,\?). Neutron radiation with a wavelength of 1 A therefore has an energy
of 81.8 meV and, an aspect particularly important for experiments depending on
energy selection, a velocity of 3.96 km s~!. Additionally, the energy of neutrons is
often expressed in units of thermal energy, kgT.

Since neutrons have a magnetic moment p = —1.913 nuclear magnetons [139],
they also interact with the orbital electron which gives rise to a magnetic form
factor [125]. This phenomenon is not further considered here. However, another
property of neutrons distinguishing them from photons leads to an aspect impor-
tant to consider in experiments — their half-integer spin S = 1/2.

In the case of neutron scattering, the atomic form factor fy(A,0) is equal to
—b, the so-called scattering length [125]. b differs from element to element and
from isotope to isotope. (b;), the average b; over all isotopes in a given sample is
referred to as the coherent scattering length

b = (bi) (4.23)
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The root mean square deviation (rms) of b; from (b;)

[(07) — (b)) (4.24)

is known as the incoherent scattering length bi"¢. The corresponding coherent
and incoherent scattering cross-sections o, and o;,. are equal to 47r<b>2 and
47 {(b — (b))?), respectively.

Upon interaction of a hydrogen nucleus — which also has a spin of 1/2 — with
a neutron, their spins can be combined into a triplet (ST) in 3 possible ways or a
singlet (S7) in 1 possible way

(b) = i[:w b (4.25)

and
() = B0 + 07 (4.26)

The corresponding scattering cross sections o.,, are 1.8 barns and o;,. = 80.3
barns (1 barn = 10 ~2* ¢cm?) [125]. 0., and 0y, of the heavy hydrogen isotope,
deuterium (D) with a spin of 1, however, are equal to 5.6 barns and 2.0 barns,
respectively. This implies that, when using neutrons as a scattering probe, the
amount of hydrogen and deuterium will have a strong influence on the overall sig-
nal. The advantage is that selective deuteration of the sample in question can be
used in order to investigate different parts of it. Importantly, since the incoherent
scattering function is the Fourier transform of the self-correlation function [126],
the incoherent scattering cross section can be used for investigations of dynamic
processes inside the sample. This has been successfully applied to study e.g. pro-
tein diffusion [101, 140-144] or their internal dynamics [145-148] as well as the
dynamics of water [149, 150] or polymer blends [151].

An advantage of neutron scattering techniques is that the absorption edges for
neutrons are typically outside of the neutron wavelengths used in experiments. In
addition, no ionisation takes place. These two aspects strongly decrease radiation
damage.

The VSANS experiments described here were performed at beamline KWS-3
(FRM-II, Garching, Germany) at a sample-detector distance of 9.5 m. A more
detailed description of the beamline is given in Section 4.5.

4.3 Extended x-ray absorption fine structure
analysis (EXAFS)

In typical small-angle scattering experiments, the energy of the X-rays used is
typically chosen so as to prevent X-ray absorption by the sample. However, des-
ignated spectroscopy experiments rely on X-ray absorption in order to deduce
information about chemical properties of the sample in question. In the present
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thesis, extended X-ray absorption fine structure analysis (EXAFS) was used to
investigate the change in the coordination number (CN) of Y3 cations (in this
case, the CN corresponds to the number of oxygen atoms of either water molecules
or BSA carboxyl groups) in the presence of BSA as a function of temperature and
salt concentration. The method will be briefly described in the following.

For radiation frequencies w far away from absorption edges, scattering is purely
elastic, does not depend on the frequency of the incoming radiation and the atomic
form factor fy(q), that is, the Fourier transform of the electron density of an iso-
lated atom, is real-valued [125, 152]. However, certain X-ray frequencies corre-
spond e.g. to the binding energies of core-level electrons [152, 153]. In this case,
the scattering process is inelastic and absorption occurs. In literature, this phe-
nomenon is often referred to as anomalous scattering [152]. fo(¢q) then features a
pronounced dependence on w and needs to be supplemented by a complex term
consisting of a real part f’(¢,w) and an imaginary part f”(q,w) [152] (known as
the anomalous components [152] or dispersion coefficients [154]):

flg,w) = folg) + f'(q,w) +if"(q,w) (4.27)

Note that the dependence on ¢ is typically neglected when rationalising anomalous
scattering [152] since the radius of the orbital hosting the electrons responsible for
the anomalous signal is much smaller than the wavelength of the radiation used
[154]. The complex term constituents can therefore be simply referred to as f" and
f". Overall, the complex term thus confers the behaviour of a damped harmonic
oscillator close to a resonance edge to the atomic form factor.
It can be shown [152] that the sum of fy(¢q) and the real part f’ is given by
29 w?(w? — w?)
(W? — w?2)2 + a?w?

(4.28)

and that the imaginary part f”(q,w) corresponds to

n(e) 3

"= g(s) o v (4.29)

WE)Q + 22 '

where the sum is calculated over the total number of electrons n(e) in the atom
considered, g(s) is the oscillator strength for radiation with a frequency wy and «
is a force constant. The real and imaginary terms are connected via the Kramers-
Kronig transform [152]:

Pl =2 [7 2w (4.30)

2 _
™ w? — w;

From an experimental point of view, it is important that the distinct properties
and states of the atom investigated influence the probability of an X-ray absorption
process. This phenomenon gives rise to structures known as X-ray absorption fine
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Figure 4.2: An X-ray absorption spectrum. The Y K-edge data shown here were
collected on a dense phase obtained after LLPS of a sample containing initial
concentrations of 175 mg/ml BSA and 40 mM YCl; during beamtime SP14011
(beamline B18, Diamond Light Source, UK). The labelling is according to Ref. 153.
See text for details.

structure (XAFS).

An X-ray absorption spectrum is commonly divided into two regions (see Fig. 4.2).

The first one is the X-ray absorption near-edge spectroscopy (XANES) region
within 50 eV of the edge jump. XANES can be used to detect the coordination
geometry and the oxidation state of the absorber. The second region is referred to
as the extended X-ray absorption fine structure analysis (EXAFS) and is located
at 50-1000 eV above the edge jump [155]. Note that the distinction between the
EXAFS and XANES regions is somehow arbitrary due to the fact both regions
rely on the same physical phenomena [155].
In the process of absorption of X-rays with an energy higher than the binding
energy of a core-level electron of the absorbing atom, photoelectrons are emitted.
Their wavenumber k is expressed as a function of Fj, the absorption edge energy
and E, the transmitted X-ray energy and the electron mass m,. as

_2m.(E — Ey)
k= — (4.31)

When analysing X-ray absorption spectroscopy data, EXAFS (X (k)) is commonly



49

defined as the modulation of the X-ray absorption coefficient [155]

X(/{?) — Habs — Habs,0 (432)
Habs,0

where 1415 15 the absorption coefficient observed in the experiment and fiqs o is the
theoretical absorption without EXAFS effects [155]. The characteristic oscillations
of an EXAF'S spectrum are due to backscattering of the photoelectron ejected from
the absorber by neighbouring atoms. Constructive and destructive interference
between the initial wavefunction of the photoelectron emitted lead to minima and
maxima in the EXAFS spectrum [40, 152, 153], thus providing information on the
type of and distance to the neighbouring atoms as well as the CN of the absorber
[40, 153]. These aspects are summarised in the EXAFS equation [153]:

—2k%2—02

X (k) = Z N]fj(kl;)éz ’ sin[2kR; + 6;(k)]. (4.33)
; J

Here, 0(k) and f(k) are the phase shift and scattering amplitude of the atoms

neighbouring the absorber. IV is their number, R their respective distance to the

absorber and ¢? the mean square deviation of this distance [153] due to thermal

and static disorder of the sample.

The EXAFS experiments described in this thesis were performed in transmission
mode at beamline B18 (Diamond Light Source, UK). Data analysis using the
Demeter software package [156] was performed by Sin-Yuen Chang and Sven L.
M. Schroeder. Further experimental details and results are presented in Chapter 8.

4.4 Working principle of a synchrotron

The scattering experiments presented in the scope of this thesis were performed at
large-scale facilities designated for applied research exploiting various X-ray and
neutron radiation techniques. Details can, e.g., be found in Refs. 125, 152, 154, 157
and 139; here, only a brief summary of the principles of such facilities will be
provided.

Synchrotron radiation was first observed as a side reaction at particle acceler-
ators designed for high energy physics research in the late 1940s [125]. Once its
full potential for research was realised, synchrotron radiation went on to become
a most valuable research tool particularly for soft matter science. The information
given here refers to the ESRF.

The principle of synchrotron radiation relies on the fact that a charge emits
radiation when its speed or its direction of motion are changed [125]. In the case
of a synchtrotron, electrons moving at relativistic speeds are used. Indeed, the
extremely high intensity of synchrotron radiation as compared to, e.g., vacuum
tubes, is traced back to a phenomenon referred to as relativistic beaming (see
Refs. [125], [158] and [159] for details). The phenomenon of relativistic beaming
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describes the fact that the radiation pattern of a particle moving along a curved
trajectory with a velocity approaching c resembles a narrow cone tangential to
the particle orbit and along the forward direction of the particle [125, 158]. The
vertical half-opening angle .., of this cone is expressed as [159]

Yeone = M | E (4.34)

For a storage ring energy in the order of 1 GeV, 9., is therefore ~ 0.029°.
Relativistic beaming thus implies an extremely high degree of collimation of syn-
chrotron radiation as well as outstandingly high fluxes on small areas [159].

In synchrotrons, the electrons are emitted by an electron gun at the beginning
of the linear accelerator (linac). They are subsequently accelerated to 200 MeV
and enter the so-called booster synchrotron. Here, the electrons are accelerated to
6 GeV and passed on to the storage ring with an ultra-high vacuum of 10~ mbar
[157]. The storage ring is divided into straight and curved sections [125]. In the for-
mer, a strong deviation of the electron beam from its path is prevented by focusing
magnets. Additionally, so-called radio frequency (RF) cavities emit electromag-
netic pulses to keep the electrons from losing too much energy due to radiation
dissipation [125]. In the curved sections, bending magnets are the spots at which
X-ray radiation is produced [125, 157].

In 3" generation synchrotrons [125], wigglers and undulators [125, 154, 157]
(also known as insertion devices) are used additionally in the straight sections.
Both devices consist of multipole magnets [159], thus applying an alternating
magnetic field to the electron beam and allowing for the emission of synchrotron
radiation at each magnet section [159]. The radiation resulting from the electron
beam passing a wiggler is the incoherent sum of the radiation produced at each pole
[159]. This implies that the intensity of the total synchrotron radiation emanating
from a wiggler is N times more intense than that emitted at a bending magnet
with N being the number of the wiggler poles [159]. In the case of an undulator,
the amplitudes of the radiation produced at each pole are summed up coherently.
Therefore, the intensity of synchrotron radiation emitted by an undulator is even
more intense than that produced at a wiggler [159].

Generally, synchrotron radiation covers an energy range from high-energy X-
rays to microwave radiation [157]. Once emitted by the insertion devices, it is then
directed to designated beamlines at which experiments using the respective types
of radiation are carried out [157].

The SAXS experiments described in this thesis were performed at beamline
ID02 at the ESRF [160]. During the ESRF Phase I upgrade program (2009-2015),
the ¢ range of the beamline was extended to allow for time-resolved ultra-small
angle scattering (TR-USAXS) measurements [161]. When combining (U)SAXS
and WAXS (wide angle-X-ray scattering) setups, the upgraded instrument now
covers a ¢ = “Tsin(£) range from 1073 to 50 nm~' [160]. The synchrotron ra-
diation beam emanating from two undulators passes a Si(111) monochromator
cooled by liquid Ny, after which it is focussed wvia a double (toroidal and fine
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planar) mirror setup in the horizontal plane. This setup allows for high-flux mea-
surements. To ensure high resolution, the beam is further collimated by slit colli-
mation using pseudo channel-cut crystals [161, 162]. The detector tube (internal
pressure = 5 -1073 mbar) has a length of 34 m and hosts three detectors designated
for (U)SAXS, high-resolution USAXS and standard SAXS [161]. The sample-to-
detector distance (SD) for (U)SAXS measurements can be adjusted from 0.8 to
30.4 m via a rail wagon setup (Ref. 161 and refs. therein). The energy range of
ID02 is 8-20 keV [160].

4.5 Working principle of neutron facilities

Neutron scattering experiments are performed at neutron reactors or spallation
sources. At neutron reactors (here, the FRM-II reactor in Garching, Germany, at
which the VSANS experiments described in this thesis were performed is taken as
an example), a continuous production of free neutrons is ensured by fission of a
fuel element made of uranium enriched with its radioactive isotope #*>U. Fission
of the elements is induced by the absorption of a neutron from the fission reaction
itself or from cosmic rays. A chain reaction ensues, creating fast neutrons. The
fuel element is located in a moderator tank (which itself is inside the reactor
pool) filled with heavy water (D2O). The latter acts as a neutron moderator, thus
ensuring production of the slow neutrons needed to sustain the fission reaction and
for the experiments performed eventually [125, 139]. When in thermal equilibrium
with the moderator, the neutrons will have a speed distribution according to
Maxwell [40, 139]. The number of neutrons per unit area per second with a velocity
distribution between v and Av (flux ®(v)) is expressed wvia [139]

2
®(v) = @% (;Z’:’F)Qvf‘ e(~275) (4.35)
Given a moderator temperature of 300 K, the most probable neutron wavelength
corresponds to 1.54 A (thermal neutrons). This wavelength is ideal for the in-
vestigation of characteristic lengths (e.g. interatom distances) of liquid and solid
samples [125, 139)].

An alternative to neutron reactors are spallation sources. Here, protons are ac-
celerated by an adjacent synchrotron in a pulsed manner and guided towards a
target made from, e.g. Wo or Hg [139]. Elementary particles including neutrons
and protons are generated during the proton-target collision referred to as spalla-
tion [125]. Just like in the reactor, the resulting neutrons are moderated to suit the
experimental requirements [139]. Once free neutrons have been generated by either
of the two methods (fission or spallation), they reach the experimentall hall via
neutron guides. The latter can, e.g., be glass tubes with an internal 1000 A cover
of Ni, leading to total neutron reflection with a minimal loss of intensity [139].

The VSANS experiments described in this thesis were performed at beamline
KWS-3 [163, 164] at the neutron reactor FRM-II in Garching (Germany). The
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setup and experimental procedure of KWS-3 is as follows. Neutrons enter the in-
strument via the neutron guide and undergo velocity selection via a Mg-Li selector
(wavelength divergence AX/A = 0.2). A double focussing neutron mirror setup (2
mirrors coated with an 80 nm layer of °Cu [164]) with a horizontal reflection
plane ensures a good resolution at low ¢ (down to 1 -10~* A~'). This toroidal
mirror setup, initially developed for x-ray telescopes [165] has the advantage of a
strongly improved image due to the correction of gravity effects [166-168]. The
detector is a 2D glass scintillator [164].

4.6 Ultraviolet-visible (UV-Vis) spectroscopy

In the experiments performed for this thesis, the absorption of ultraviolet (UV)
light by aromatic amino acid residues at A = 280 nm [1] was used to estimate
the protein concentration of stock solutions and samples. The principles behind
UV-Vis spectroscopy are described in the following.

In a UV-Vis spectroscopy experiment, UV-Vis radiation with an intensity I
is attenuated by a sample at a given wavelength \. Having passed the sample,
the intensity is equal to I with I < Iy. The change in intensity (d) after passing
through a sample layer of thickness dl with a sample concentration [c] and a
proportionality coefficient a can be expressed via [40]:

dl
dl = —alc|ldl - = —alc]dl (4.36)

The decrease in intensity upon passing a sample of total thickness [ is then ob-
tained as

Id_[ l
= /0 dd. (4.37)

[c] is assumed to be constant throughout the sample so that the final integral is
equal to

Iy

I
lnl—O = —alc|l. (4.38)

ln(%) can be converted into its decadic form log(%) by multiplying the former

I

expression by In(10). The argument of the logarithm, 7o s known as the trans-

mission 1" of the sample:

T=— (4.39)
and

log(1/T) = A (4.40)
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defines the absorbance A of the sample. Replacing a by €-1n10 and cancelling out
In 10 on both sides of the equation, Eqn. 4.38 can then be rewritten as

A= €[l (4.41)

which corresponds to the commonly known, linearised form of the Beer-Lambert
law [40]. Here, € is the so-called extinction coefficient in units of volume/(mol -
length). Eqn. 4.41 is used to determine protein concentrations ¢ by monitoring the
absorbance at A = 280 nm. It is important to keep in mind that with increasing
concentrations, deviations from the Beer-Lambert law can occur [169].

All UV measurements were performed in quartz cuvettes (Hellma, Miillheim,
Germany) with path lenghts of 1 cm using a Cary 50 UV-Vis spectrometer (Varian
Inc., now Agilent Technologies, California, USA). Every concentration was deter-
mined in triplicate. The background correction was performed by subtracting a
water signal from the respective measurements.

In addition to concentration determinations, temperature-dependent absorbance
measurements were performed to determine the transition temperatures of sam-
ples consisting of BSA and lanthanide mixtures. The experimental procedure is
described in more detail in Chapter 6.

4.7 Zeta potential

The adsorption of multivalent cations to BSA changes the surface charge of the
protein and is the driving force behind the cation-induced phase behaviour of
BSA-cation complexes. To quantify this phenomenon, zeta ({) potential measure-
ments were performed. The theoretical rationalisation of this phenomenon (if not
stated otherwise, this information is based on Ref. 41) as well as the experimental
technique will be briefly described in the following. Detailed descriptions of elec-
trokinetic phenomena can be found in Refs. 170, 171 and 172. The model used for
interpretation of the zeta potential data measured in the course of this thesis (cf.
Chaps. 5 and 6) had been developed previously by Roosen-Runge et al. [83].

To describe the interaction between a charged surface and counterions adsorbing
to it, Helmholtz developed a model of a rigid counterion layer attached to the
surface in question. This model treats the surface and the counterion layer as a
parallel plate capacitor with a capacitance C:
Qe A

U d
where ) and U are charge and voltage, ¢ is the dielectric constant of the vacuum,
¢, the dielectric constant of the medium into which both the surface and the
counterions are immersed, A is the area of the plates considered and d is the
centre-to-centre distance between the charged surface and the counterion layer.
The potential difference Ay between the surface and the counterions is then given

(4.42)
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_d-Q
A== (4.43)

In the case of the parallel plate capacitor approach, the potential difference be-
tween the surface and the counterion layer is linearly proportional to the distance
between them.

The Helmholtz theory disregards thermal motion of the counterions, assuming
an unrealistic rigidity of the counterion layer. This drawback is addressed in the
Gouy-Chapman model which pictures the counterion layer as diffuse, but has
the shortcoming of assuming that the charges in question are point-like. Rigid
and diffuse models are combined in the Stern model (Fig. 4.3), resulting in a
more comprehensive and realistic description of the interactions between charged
surfaces and counterions.

In the Stern model, the potential between the charged surface and the first
rigid counterion layer decreases linearly until the outer Helmholtz layer begins at
a distance dg. After this layer, the diffuse double layer begins and the potential
decays exponentially. The thickness of the diffuse double-layer, 3, is derived from

1/2
2N €21 /

P where e is

electrophoretic theory and can be calculated via 1/8 =

the elementary charge, N, is Avogadro’s constant and [ is the ionic strength. The
extension of the diffuse double layer beyond into the bulk solution for length scales
beyond 3 is denoted by z in Fig. 4.3). The potential decay along this extension
is referred to as the { potential.

In order to investigate the potential decay as a function of the distance from
the outer Helmholtz layer, the length scale ( = x — dp is introduced. Thus, the
decay of the potential along the diffuse double layer — which begins at the outer
Helmholtz layer — is referred to as the { potential. The relation between ¢, v and
the spatial charge density ps is given by the Poisson equation

- =2 () o) - (4.44)

Importantly, Eqn. 4.44 accounts for the fact that ¢ approaches a finite value 14
for ¢ — oo.

V2¥(C)

All ¢ potential measurements presented in this thesis were performed by probing
the electrophoretic mobility of BSA in the presence of different concentrations of
multivalent cations via laser Doppler electrophoresis. To this end, an electric field
is applied to the sample in question and the electrophoretic mobility p. [170]

_ 26,(f(ka)
= 3

(with ¢ being the zeta potential, f(xa) the Henry function where « is the Debye
screening length, a is the particle diameter and 7 is the viscosity of the solution)

(4.45)

e
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Figure 4.3: Stern model combining the rigid (Helmholtz) and diffuse (Gouy-
Chapman) double layer models. The grey shaded area represents a surface im-
mersed into bulk liquid (blue continuum). The red circles on the shaded area rep-
resent negatively charged particles, the green circles illustrate positively charged
ones. The potential 1) decays linearly between the surface () and the outer
Helmholtz layer (v, . at a distance dy). At dy, the diffuse double-layer begins
and 1 decays exponentially, asymptotically approaching a value 14 at long dis-
tances from the charged surface. The potential decay occuring along this extended
protrusion of the diffuse double layer into the bulk is referred to as the ( potential.
Figure reproduced and adapted from Ref. 41.

of the sample is measured by laser doppler. The Henry function can take values
from 1.0 to 1.5 for ka values from low to infinity [170]. Depending on the mobility
of the BSA-cation complexes in the sample, the scattering pattern (in this case,
collected at an angle of 173 °) changes as known from dynamic light scattering
experiments. This setup is referred to as non-invasive backscatter (NIBS) [173].
All zeta potential measurements were performed using a Nano Zetasizer (Malvern
Instruments, Malvern, UK) at the Interfaculty Institute of Biochemistry (Tiibin-
gen). Experimental conditions are described in detail in Chapter 6. The ¢ potential
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values obtained from the measurements were subsequently converted to effective
surface charges of the respective BSA-cation complexes (see Section 6.9).

4.8 Isothermal titration calorimetry

Isothermal titration calorimetry (ITC) is a technique commonly used to analyse
the thermodynamic parameters of interactions between a ligand and a macro-
molecule. Typical areas of application can include protein-protein, protein-DNA
or protein-ion interactions.

The setup consists of a reference cell and a sample cell surrounded by an adia-
batic shielding and an injection syringe. The sample cell is filled with a solution
containing the macromolecule in question (here: protein), while the reference cell
contains the solvent in which the macromolecule is dissolved (here, water was
used; for other experimental systems, buffer solutions may be preferred). During
an I'TC measurement, the syringe injects small volumes of ligand in user-defined
time intervals into the sample cell. With each injection, the reaction between
macromolecule and ligand absorbs heat (endothermic reaction, AH > 0) [40]
from or releases heat into (exothermic reaction, AH < 0) [40] the sample cell.
This heat ¢; is proportional to the sample cell volume (V'), the binding enthalpy
of the reaction in question (AH) and the amount of ligand injected (AL;) at every
injection ¢ [174],

g =V -AH- AL (4.46)

A schematic of a typical isothermal calorimeter is shown in Fig. 4.4.

Stirring syvringe
with ligand

Inlets Adiabatic
shield

Y]
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Figure 4.4: Schematic setup of a typical ITC instrument. See text for details.
Figure replotted and adapted from Ref. 175.

For the experiments performed in this thesis, a so-called power compensation
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calorimeter was used. The working principle is as follows. The entire setup is kept
at a constant temperature which is achieved by a cooling circuit and simultaneous
temperature control by a heater and a cooler. A temperature increase in the sam-
ple cell due to an exothermic macromolecule-ligand interaction reduces the power
supply to the heater, ensuring that the overall temperature remains constant. Raw
data are therefore obtained in units of pcal/s. The final result is given in cal/(mol
of injectant) [175].

Importantly, the titration data obtained by titrating the ligand into the macro-
molecule need to be corrected for the heat of dilution of the ligand in the solvent.
To this end, a “blank” titration of the ligand into the solvent is performed. These
data are then subtracted from the ligand into macromolecule titration. An ITC
measurement thus allows for direct determination of AH of the interaction be-
tween the macromolecule and ligand in question.

In the case of a simple system with only one ligand binding site, Eqn. 4.46 can
also be written as [174]

(4.47)

g =v-AH-[P]- Ka|L) Ka[L]is )

1+ K,[L]; 1+ K,[L]i_

where [P] represents the total macromolecule concentration and [L] is the concen-
tration of the free ligand at every injection i. For systems with more binding sites,
the expression is expanded by additional terms. Thus, the association constant
K, between the ligand and the macromolecule can be determined. This, in turn,
yields AG of the reaction via the Arrhenius equation [40]

K, = Ae (4.48)
where A is an experimental constant (sometimes set to 1 in a biological context)
and R is the ideal gas constant. Finally, the Gibbs-Helmholtz equation [40]

AG = AH — TAS (4.49)

allows to calculate the entropic term of the macromolecule-ligand interaction.
All ITC measurements were performed using a MicroCal iTC200 (Malvern In-
struments, Malvern, UK; formerly GE Healthcare) located at the Max-Planck
Institute for Developmental Biology in Tiibingen (Chapter 5) or at the Centre
for Plant Molecular Biology (Zentrum fiir Molekularbiologie und Biochemie der
Pflanzen, ZMBP) (Chapter 6). Experimental details are given in Chapters 5 and 6.
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Chapter 5

Cation-induced hydration effects
cause lower critical solution
temperature behavior in protein
solutions

The following is reproduced with permission from J. Phys. Chem. B 120 (2016),
7731-7736 (Ref. 13). Copyright 2016 American Chemical Society.

5.1 Abstract

The phase behavior of protein solutions is important for numerous phenomena in
biology and soft matter. We report a lower critical solution temperature (LCST)
phase behavior of aqueous solutions of a globular protein induced by multivalent
metal ions around physiological temperatures. The LCST behavior manifests it-
self via a liquid-liquid phase separation of the protein-salt solution upon heating.
Isothermal titration calorimetry and zeta-potential measurements indicate that
here cation-protein binding is an endothermic, entropy-driven process. We offer a
mechanistic explanation of the LCST. First, cations bind to protein surface groups
driven by entropy changes of hydration water. Second, the bound cations bridge to
other protein molecules, inducing an entropy-driven attraction causing the LCST.
Our findings have general implications for condensation, LCST, and hydration be-
havior of (bio)polymer solutions as well as the understanding of biological effects
of (heavy) metal ions and their hydration.

5.2 Introduction

Understanding and tuning the phase behavior and phase transitions of proteins in
solution is an important goal in many areas of protein science, such as protein
condensation diseases or formulation of antibody-based drugs, and the search
for tunable pathways to protein crystallization. In particular, liquid-liquid phase
separation (LLPS), that is, the separation of protein solutions into a dilute and
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dense phase, has attracted much attention due to its potential role in protein
condensation diseases such as eye cataract and sickle cell anemia [17, 63, 133].
Moreover, a metastable LLPS can play an important role in the nucleation of
protein crystals [133, 176, 177].

The generic control parameter of LLPS is temperature (7'). Intuitively, one
expects a mixed system at higher 7" due to the dominating entropic contributions,
and phase separation at lower T'. This so-called upper critical solution temperature
(UCST) behavior occurs, for example, in aqueous solutions of several proteins such
as crystallins [17], lysozyme [57, 178, 179] or (3-lactoglobulin [82].

Interestingly, under certain conditions, systems feature a lower critical solu-
tion temperature (LCST), that is, the mixed state of a system occurs at a lower
temperature than the phase-separated state. It is important to note that, for a
given system, UCST and LCST typically form a closed-loop [180] diagram with
phase separation between LCST and UCST and intermixing below and above the
critical points, respectively. A LLPS with LCST behavior (further referred to as
LCST-LLPS) has been frequently observed, for example, in solutions of synthetic
polymers [93, 94, 181, 182] and elastin-like peptides [26, 183]. In these cases, this
behavior is attributed to increasing polymer-polymer interactions and polymer
contraction upon temperature increase. These are accompanied by a release of
water molecules surrounding their hydrophobic regions (see, e.g., ref [94]). How-
ever, in aqueous solutions of globular proteins, LCST-LLPS is a so-far unexplored
phenomenon with potentially interesting general implications for underlying con-
trol mechanisms of phase behavior.

Here, we report LCST-LLPS in solutions of globular, hydrophilic proteins in
their native conformation, induced by the addition of trivalent cations. On the
basis of the thermodynamics of the interaction between protein and metal ions, we
present a picture of the underlying mechanism of the LCST-LLPS in our system.
Our findings have implications for the general understanding of LCST behavior
in protein and (bio)polymer systems. In addition, the thermodynamic character-
ization of the interaction of heavy or multivalent metal ions with proteins is also
relevant for protein crystallization [82] and the understanding of biological effects
of metal ions [184], e.g. in cancer treatment [185] and bacterial metabolism [186].

5.3 Experimental Methods

Bovine serum albumin (BSA) and YCls were obtained from Sigma Aldrich. Pro-
tein and salt stock solutions were prepared in degassed ultrapure (18.2 M(2) water
(Merck Millipore). All samples were prepared from stock solutions. LLPS was
facilitated via centrifugation. The partitioning of YCl3 between the two phases
(Fig. 5.1C) was determined by anomalous X-ray absorption (ID02 at ESRF; for
technical details see Ref. 10).

Measurements of isothermal titration calorimetry and zeta potential were per-
formed using a MicroCal iTC200 calorimeter (Malvern). YCls solution (3 mM)
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was titrated into BSA solution (1 mg/mL) at a stirring speed of 750 rpm and a
temperature of 24 °C. The injection volumes were 0.4 pL for the first injection
and 1 uL for the following ones. Each injection lasted 2 s with 180 s spacings be-
tween every two injections. A total of 30 injections were performed. A “low-gain”
mode was used for the titration. The heat of dilution of the 3 mM YCl; solution
was measured separately with the same parameters and subtracted from that of
the YClz-protein titration as a background. The raw I'TC data are shown in the
Supporting Information (SI, Section 5.7).

Zeta-potential measurements were performed at 15, 20, and 25 °C using a Ze-
tasizer Nano (Malvern), employing phase analysis light scattering. Samples were
prepared by mixing appropriate volumes of BSA, MilliQQ water, and YCl3 solution
and filled into zeta-potential cuvettes (Malvern). Each sample contained 1 mg/mL
BSA. The concentrations of YCI3 used were from 0.1 to 1 mM. An average zeta-
potential value from five independent measurements was calculated per sample.

5.4 Results and Discussion

The LCST-LLPS behavior of bovine serum albumin (BSA)-YCl; systems can be
directly observed by visual inspection: Fig.5.1A shows a sample with 150 mg/mL
BSA and 30mM YCl3 at 4°C and 25°C. At low T, the sample is transparent
and homogeneous. When heated up to 25°C, the solution becomes turbid and
over time or after centrifugation separates into two liquid phases, protein-rich and
protein-poor, with a distinct interface between them. This transition is reversible
and the LCST for these sample conditions is around 13 °C (see also video in the SI
[Section 5.7]). Note that BSA solutions without trivalent salt do not show LLPS,
implying that the mechanism behind the phase behavior, and thus the LCST, is
linked to ion-induced protein interactions [83].

To investigate the LCST behavior in more detail, we have determined LLPS bin-
odals for different aqueous BSA-YCl; mixtures (Fig.5.1B). Indeed, all binodals
broaden in protein density with increasing T. We prepared several samples with a
constant composition of 150 mg/mL BSA and 30 mM YCl; or 175 mg/mL BSA
and 38 mM YCls, respectively, at different 77s. After LLPS, the concentrations
of the protein-poor phases were determined by UV absorption. The protein con-
centrations of the corresponding protein-rich phases were calculated according to
mass conservation. This method allows the determination of the binodals for a
fixed sample composition, which is essential because the salt-induced protein in-
teractions might depend on the protein/salt ratio as well as the total concentration
of the sample.

The isothermal phase behavior features a reentrant condensation with respect
to salt concentration [8] and a LLPS in a closed region that is metastable with
respect to crystallization [10]. Importantly, as expected for LCST behavior, the
LLPS region shrinks with decreasing T' (Fig. 5.1C).

Conceptually, at a fixed T, these phenomena can be understood on the basis
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Figure 5.1: LCST-LLPS in solutions of BSA induced by the addition of YCls:
(A) A solution with 150 mg/ml BSA and 30 mM YCl; is uniform at 4°C (bottom)
and phase-separates at 25°C (top). (B) The LCST behavior is systematically re-
flected in the binodals for two system compositions: 150 mg/mL BSA, 30 mM YCls
(light blue squares) and 175 mg/mL BSA, 38 mM YCls) (dark blue triangles). The
two points (c.,T.) (black circles) were calculated on the basis of the critical be-
havior |c¢ — ¢|/c. = A((T — T,)/T.)? with 3=0.325 corresponding to a 3D Ising
system. (C) In the isothermal (c,,cs)-plane, LLPS of the protein solution into
protein-poor and protein-rich phases occurs in a closed region (light and dark
green ellipsoids). With an increase in temperature, the LLPS region broadens,
reflecting the LCST behavior. Outside the LLPS region, a reentrant condensation
is observed between the critical salt concentrations c¢* and ¢** (orange triangles
and magenta diamonds, see refs. [8, 10] for details). (D) LCST-LLPS coexistence
surface calculated for a protein model with cation-activated attractive patches
with a binding free energy based on the thermodynamical characterization of the
cation binding (see Figure 5.2 and text for details).

of a combination of two effects. First, the overall protein charge is reduced and
finally inverted. Second, cation bridges between different protein molecules are
formed [82], representing a salt-induced interprotein attraction. This mechanism
allows for a qualitative and semiquantitative description of the isothermal phase
behavior [95]. However, this isothermal picture cannot explain the observed LCST
behavior. A LCST implies an overall more attractive interaction with increasing
temperature, which suggests an attraction of entropic origin. Thus, a thermody-
namic investigation is needed to address the mechanism of the LCST behavior.
To elucidate the mechanism behind the cation-induced LCST-LLPS, we focus
on the cation—protein interaction. As a first step, we measured the zeta potential,
¢, in solutions with 1 mg/mL BSA and varying YCls concentration (Fig. 5.2A).
The (-profile is consistent with a binding of cations with a positive charge, v, = 3,
to N independent binding sites on a protein with an initial negative charge Qg
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Figure 5.2: Thermodynamic characterization of cation binding to the protein:
(A) Zeta-potential measurements provide an estimation of the average free energy
of binding, AG, = AH, — TAS, (inset, error-weighted fit), yielding entropic and
enthalpic changes upon binding. Where not visible, error bars are smaller than
the symbols. (B) The positive enthalpy change upon cation binding measured by
ITC evidences an entropic driving force of the cation binding.

[83]. At a given salt concentration c,, the net protein charge is

Cs

— Ny,
@=GCo+ VCS+K

(5.1)

The equilibrium constant, K, is linked to the binding free energy, AG) = Ghound —
Ghree; via K = exp(AG}/kgT). Importantly, at the point of zero charge, c¢sp,
electrostatic contributions to the binding are minimized, and the non-electrostatic
binding free energy AG), can be estimated as

N
AGb = /{ZBTIOg |:—Cs70 <1 + Y >:| . (52)
Qo
Here, we use N = 6 and @)y = —9, which represent reasonable values for the

present system [83]. Using values for AG, at different temperatures, the error-
weighted linear regression, AG, = AH, — TAS,, provides an estimation of the
enthalpic and entropic changes upon binding (Fig. 5.2, inset), being fully equiva-
lent to an error-weighted van’t Hoff analysis. The estimated values are summarized
in Table 5.1, and evidence directly the entropically-driven character of the cation
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T(OO) Cs,0 (II]M) AGb AH}, TASb
¢ 15 ]0.68£0.01—4.18 £0.01 17.3+£0.6
¢ 20 10.454£0.01{—-4.49+0.01{13.2£06|17.6£0.6
¢| 25 |0.40+£0.04|—4.63 £0.06 179+ 0.6

Irc| 25 — — 15.7 —

Table 5.1: Binding parameters in kcal/mol from isothermal titration calorimetry
(ITC) and the point of zero charge cs from zeta potential (¢) (see text).

binding.

In a second independent approach, we measured the heat, ¢;rc, which accompa-
nies the binding process using I'TC. The resulting enthalpy curve (Fig. 5.2B) shows
the ion binding to be endothermic (q;rc > 0). The enthalpy change per binding
site, AHj, can be estimated from the heat accumulated in the ITC measurements
up to the molar ratio of zero charge divided by —vg/Qo.

The estimated values for AH, in Table 5.1 from ITC and zeta potential mea-
surements agree well, which is not expected a priori. It is important to note
that zeta-potential measurements are used to extract contributions from cation-
protein binding, whereas I'TC results encompass all contributions, including long-
ranged electrostatics. Thus, the good agreement between these two complementary
techniques provides a comprehensive thermodynamic characterization of cation-
protein binding and suggests that the energy contributions from the binding dom-
inate over long-ranged electrostatics. The endothermic character of Y?* binding
to BSA aligns well with literature data characterizing the complex formation of
trivalent cations with amino acids as an endothermic reaction [187, 188].

5.5 Conclusions

The thermodynamic signatures of cation binding obtained from zeta potential
and I'TC measurements imply an entropy gain upon cation binding to the protein.
Because the protein remains in its native compact conformation and no strong
entropic changes are expected for its internal degrees of freedom, the entropy gain
of the system is dominated by that of the solvent, that is, water.

Thus, focusing on hydration effects during cation binding reveals the entropic
driving force (Figure 5.3): in the unbound state, both the trivalent cations and the
carboxylic binding sites are surrounded by stable hydration shells. Yttrium(III)
ions in aqueous environments have been shown to be surrounded by 8-10 water
molecules [189, 190]. The protein hydration shell amounts to roughly two water
molecules per hydrophilic residue [191]. In the cation-bound state, a part of the
water molecules from the hydration shells is released and, thus, the system en-
tropy increases. Given the entropy cost of 2 kcal/mol at 300 K to transfer a water
molecule from solution into a tight hydration configuration [192], the observed en-
tropy change of ~18kcal/mol (Table 5.1) corresponds to a physically reasonable
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Figure 5.3: Mechanism of LCST behavior: In the unbound state, the cations
and the hydrophilic protein site are hydrated. Upon cation binding and cation
bridging between proteins, water molecules are released and the system entropy
is increased.

number of released water molecules, that is, ~9. As apparent from the I'TC mea-
surements, the endothermic contribution of broken hydrogen bonds dominates the
exothermic electrostatic and the coordinative cation—carboxyl interaction. Thus,
the entropy effectively drives the cation binding. Similarly, cation bridges between
proteins [82, 95] formed after cation binding to the protein surface are expected to
cause a release of water molecules, although presumably less pronounced. Thus,
both cation binding and bridging cause an increase in entropy and, consequently,
become more pronounced at higher T. It is important to note that additional
entropic contributions such as translational entropy of water also lead to UCST
behavior in our system. However, this behavior cannot be observed due to the fact
that proteins denature above a certain 7', thereby changing the system before the
UCST is reached.

The thermodynamic characterization of the cation-protein interaction allows
us to extend the theoretical modeling from isothermal conditions to a conclusive
mechanistic picture of LCST-LLPS: Fig. 5.1D displays the LCST-LLPS phase di-
agram depending on the two control parameters ¢, and T, as calculated from a
coarse-grained protein model with N = 6 cation-activated attractive patches (for
theoretical background, see Ref. 95). We used the temperature-dependent bind-
ing free energy, ¢, = AH, — TAS,, derived from zeta-potential measurements
(Table 5.1). For the cation-bridging free energy, €,o = AHpridge — T ASbridge, We
choose AHyyigge = 8kcal/mol and T'ASyyidge = 17.9kcal/mol (at 25°C). The re-
sulting coexistence surface reproduces the experimental binodals and thus enables
a conceptual understanding of the LCST behavior.

Summarizing the thermodynamic mechanism, cation binding to protein func-
tional groups causes a partial dehydration and is driven by the entropy difference
between hydration and bulk water. With increasing 7', cation binding becomes
more effective, and consequently, cation bridges between protein molecules repre-
sent a stronger attraction. Thus, the coexisting surface opens up at higher 7" as
observed in the T-dependent binodals (Fig. 5.1B), and in the differences among
different isothermal planes (Fig. 5.1C).

Generally, hydration effects are well known to be important in biology [193] and
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to affect the phase behavior of polymer and protein solutions [194, 195]. However,
hydration effects do not per se induce LCST behavior. In fact, lysozyme solutions
show UCST-LLPS even under extreme conditions, such as for partially collapsed
hydration shells due to pressure [179] or hydration enhanced by glycerol [178].
Apart from the system discussed here, LCST-LLPS in protein solutions has only
been reported for hemoglobin in the presence of poly(ethyleneglycol) [63]. LCST
behavior of protein solubility, a so-called retrograde solubility, has been observed
for hemoglobin [196] and equine serum albumin in concentrated ammonium sul-
fate solutions [197]. However, although expected from theoretical considerations,
once significant entropic contributions of the solvent are present [198-200], LCST
behavior is still rather uncommon in protein solutions, whereas it is well-known
in polymer solutions where it is usually explained by effects of (hydrophobic)
hydration [180], accompanied by changes in molecular conformations [26].

The different behaviors of proteins and (bio)polymers can be rationalized by
differences in the surface patterns, in particular the regularity. Synthetic poly-
mers and elastin-like peptides consist of periodically repeating units containing
hydrophilic and hydrophobic parts. By contrast, proteins exhibit an irregular dis-
tribution of hydrophobic and hydrophilic patches on the solvent-exposed surface.
Frequently, LCST is explained by a hydration shell that breaks up at higher tem-
perature, and subsequently allows for polymers to condense. However, a breakup
of the hydration shells alone does not explain condensation. A second requirement
is an attraction between compatible surface patterns which in turn also stabilizes
the dehydration. Thus, LCST behavior in (bio-)polymer solutions is realized by a
cooperative process of dehydration and surface-pattern-induced attraction, both
of which are eventually driven by entropic contributions due to the release of water
from a hydration shell into the bulk.

Thus, we present a simple rationalization of the difference between the LCST
behaviors of proteins and polymers: the attraction of polymers can be more or
less rationally designed through the choice of the repeating unit and the related
hydrophobic pattern. By contrast, the conformation of globular proteins evolved
over millions of years within the constraint of solubility. Consequently, hydropho-
bic and protein surface charge patterns generally ensure an overall repulsion of
proteins within the biological temperature window. The addition of multivalent
cations and thus attraction via interprotein cation bridges disturb the subtle in-
terplay of protein interactions and eventually allow for LCST behavior.

In summary, we have observed a LCST phase behavior in aqueous BSA solu-
tions induced by multivalent cations. The LCST is reflected in a LLPS that takes
place above a certain temperature. We have identified the entropy-driven ther-
modynamic character of the cation—protein binding and protein—protein bridging.
The reported LCST behavior can be explained as a result of cation binding and
bridging between protein molecules. Importantly, the cation-protein interaction is
driven by entropy changes of water molecules that are released from the hydration
shells of both cation and protein upon binding. The thermodynamic character-
ization of the protein—cation interaction in this particular system is important
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for the general understanding of cation effects in biological and soft matter sys-
tems. The experimental and theoretical evidence of the LCST-LLPS presented
here along with the picture of the underlying mechanism is promising for a better
understanding and control of phase transitions in aqueous protein solutions and
has general implications for hydration- and cation-mediated effects in soft matter
systems.
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5.7 Supporting Information

5.7.1 Raw ITC data
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Figure 5.4: Raw I'TC data obtained for the titration of 1 mM YCl; into a 1 mg/ml
solution.
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Figure 5.5: Raw ITC data obtained for the titration of 1 mM YCl; into wa-
ter. This data represents the heat of dilution of YCI3 in water and was used for
background correction of the data shown in Fig. 5.4.
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5.7.2 Movie showing reversible LCST behavior of a
BSA-YCl; sample

Movie description: two vials containing equal phase-separated BSA-YCl3 samples
(175 mg/ml BSA, 38 mM YCl;) are shown. One of the vials is immersed into
hot water (40 °C) while the second one is placed into cold water. The sample
immersed into hot water shows LCST-LLPS and becomes highly turbid, while no
change is observed for the sample kept in the cold water. The sample positions
are then switched. The turbid sample becomes clear again while the clear sample
becomes turbid. This heating-cooling cycle can be repeated many times with no
signs of irreversibility of the LCST-LLPS behavior.

The movie is available via the URL https://pubs.acs.org/doi/suppl/10.1021
/acs.jpch.6b04506 (24.32 MB).



Chapter 6

Tuning phase transitions of
aqueous protein solutions by
multivalent cations

The following is reproduced from Ref. 201 with permission from the PCCP Owner
Societies.

6.1 Abstract

In the presence of trivalent cations, negatively charged globular proteins show a
rich phase behaviour including reentrant condensation, crystallisation, clustering
and lower critical solution temperature metastable liquid-liquid phase separation
(LCST-LLPS). Here, we present a systematic study on how different multiva-
lent cations can be employed to tune the interactions and the associated phase
behaviour of proteins. We focus our investigations on the protein bovine serum
albumin (BSA) in the presence of HoClz, LaCly and YCls. Using UV-Vis spec-
troscopy and small-angle X-ray scattering (SAXS), we find that the interprotein
attraction induced by Ho3*' is very strong, while the one induced by La3* is
comparatively weak when comparing the data to BSA-Y?" systems based on our
previous work. Using zeta potential and isothermal titration calorimetry (ITC)
measurements, we establish different binding affinities of cations to BSA with
Ho3* having the highest one. We propose that a combination of different cation
features such as radius, polarisability and in particular hydration effects deter-
mine the protein-protein interaction induced by these cations. Our findings imply
that subtle differences in cation properties can be a sensitive tool to fine-tune
protein-protein interactions and phase behaviour in solution.

6.2 Introduction

A thorough understanding of phase transitions in protein solutions is of utmost
importance for the design and stabilisation of protein-based therapeutics [3, 4],
disentangling cell-signalling processes [18], finding treatment options for protein
condensation diseases [17] as well as rationally manipulating pathways of protein
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crystallisation [82]. The heterogeneous charge distribution and intricate interac-
tions with their environment — the latter can additionally be influenced by vari-
ous parameters including temperature, pH and pressure — make proteins highly
complex molecules. In an attempt to better understand and investigate proteins
and their interactions with their surroundings, it is thus helpful to make use of
simplified physical models.

In this context, the framework of colloid theory with corresponding model in-
teraction potentials provides a successful approach. An important insight from
colloid science describes the influence of the interaction range between particles
on their phase behaviour. Specifically, interparticle attraction on a range smaller
than the particle diameter is reflected in a metastable liquid-liquid coexistence
region which shifts below the gas-crystal line [49, 50, 55, 57]. This liquid-liquid
coexistence, also referred to as liquid-liquid phase separation (LLPS), can be con-
sidered analogous to the liquid-gas transition in the van der Waals gas [42]. The
experimental evidence for this phenomenon in colloidal systems, which also laid
the foundation for its subsequent theoretical rationalisation by Gast et al. [31], was
provided by Sperry and co-workers [32] in a latex-polymer system with depletion
attraction.

Importantly, such phenomena can also be observed in protein solutions. One of
the earliest observations of LLPS in a protein system was documented by Tanaka
et al. for an aqueous lysozyme-NaCl mixture [56]. Since then, many more ex-
amples of LLPS in different protein solutions have been described. Examples in-
clude crystallins [58-61], different types of hemoglobin [62-64], lysozyme [57, 65],
polypeptides derived from elastin [66] as well as cellular structures [21].

Under physiological conditions, proteins and their interactions are influenced by
cations such as Na™, K+, Ca?", Mg?" or Zn?* [1]. Moreover, many proteins, no-
tably serum albumins, can directly bind and transport cations [72]. In addition to
these physiologically occuring cation species, the interactions of proteins with less
common cations such as lanthanides (Ln) are of fundamental interest in toxicol-
ogy [202, 203], the onset and development of neurodegenereative diseases[204, 205],
bacterial metabolism [186], tumour treatment [185, 206] as well as spectroscopic
[207] and diagnostic methods [112, 208, 209]. Cation-specific effects are not lim-
ited to proteins, but similarly occur in soft matter systems. For example, a recent
study by Yu et al. [210] showed a strong decrease in polyelectrolyte brush lubricity
upon the addition of multivalent cations such as Y3+.

Throughout the past years, our group has successfully established a rich phase
behaviour induced in negatively charged globular proteins by trivalent salts such
as YCls. It has been found that YT cations introduce a short-range attraction be-
tween the protein molecules by forming cation bridges between negatively charged
residues of protein molecules [82], leading to a variety of phenomena including crys-
tallisation [10, 11, 82], cluster formation [11], reentrant condensation [8, 10, 83],
and metastable LLPS [11] with a lower critical solution temperature (LCST-LLPS)
(13, 14, 89].

A representative salt-protein concentration (¢; — ¢,) phase diagram of a nega-
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Figure 6.1: Phase diagram showing regimes I, II and I1I, reentrant condensation
and LLPS. See text for details.

tively charged globular protein in the presence of a trivalent salt describing our
experimental systems is shown in Fig 6.1. The dashed arrow in the right part
shows the phase transitions at constant ¢, upon increasing c,. In regime I, at low
cs, few cations bind to protein molecules. The overall protein surface charge is
negative (left part of Fig. 6.1) and the net interactions are thus repulsive. An
increasing ¢, leads to a weakened protein surface charge and a subsequent con-
densation of the protein solution. This area of the phase diagram is referred to
as regime II and is separated from regime I by a critical salt concentration c*.
Under appropriate conditions, a sample located in a certain region of the phase
diagram (orange sphere on yellow ellipsoid) can undergo liquid-liquid phase sep-
aration into a protein-rich and a protein-poor phase (brown and yellow spheres
on the high- and low-c, edges of the yellow ellipsoid, respectively), which is due
to a short-range interprotein attraction induced by cation bridging [10]. An even
further increase of ¢, leads to a charge inversion of the protein surface due to an
extensive binding of cations upon crossing a second critical salt concentration ¢**.
These experimental findings can be rationalised from a theoretical point of view
in the framework of an ion-activated patchy particle model [95] which combines
a hard-sphere repulsion of the proteins and a square-well attraction induced by
cations binding to patches (negatively charged amino acid residues) on the protein
surface. This mechanism features similarities to cation-mediated condensation of
DNA [211, 212]. Interestingly, molecular dynamics and Monte Carlo studies by
Pasquier et al. [213] show an anomalous development of the protein-protein po-
tential of mean force with increasing salt concentration in a system of human
serum albumin (HSA) and YCls. The results obtained by Pasquier et al. [213]
are in excellent agreement with the different regions of the experimental phase
diagram shown in Fig. 6.1.

Previous studies showed that this phase behaviour also depends on the choice
of the salt. We have found that trivalent salts other than YCls (such as FeCls and
AlCly) also induce reentrant condensation. However, we established that as op-
posed to YCls, pH effects on the reentrant phase behaviour due to salt hydrolysis
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are significant in the case of FeCl; and AlCl3 [83]. Furthermore, we found that
for a protein solution with fixed YCl3 concentration, the addition of a monovalent
salt could be used to shift the phase boundaries to higher critical concentrations,
suggesting a subtle balance of charge repulsion and salt-induced attraction to be
essential for the phase behaviour [214]. The effect of different counterions of lan-
thanide cations on the phase behaviour of BSA is subject of a recent investigation
[106].

Given that details of the interaction potential have a strong influence on the
phase behaviour of colloidal systems, we aim at investigating the influence of
cations with different radii and chemical properties (Ho*", La3*t and Y3*). Note
that none of these cations cause strong pH effects by hydrolysis, and therefore the
changes observed are due to different effective interactions due to subtle differences
in the cation properties. Our main interest consists in fine-tuning and controlling
the phase behaviour of protein solutions using different cations.

In the present work, we first describe macroscopic observations which evidence
that different trivalent cations lead to remarkably strong differences in the phase
behaviour of bovine serum albumin (BSA). Determining transition temperatures
of different protein-cation mixtures by UV-Vis spectroscopy, we observe a strong
interprotein attraction induced by Ho3* in BSA solutions, whereas these attrac-
tions are weaker in the presence of La®". Systems consisting of BSA and Y3* are
used as a reference. Reduced second virial coefficient values (By/B#5) obtained
from small-angle X-ray scattering (SAXS) confirm this conclusion. In addition
to cation-induced protein interactions, we study cation binding to BSA by zeta
potential measurements and isothermal titration calorimetry (ITC) to obtain a
comprehensive thermodynamic characterisation of cation-protein interactions.

6.3 Materials

Bovine serum albumin (BSA, product no. A7906), YCls, HoCl3 and LaCl; were
purchased from Sigma Aldrich (Taufkirchen, Germany, now Merck, Darmstadt,
Germany) and used without further purification. Protein and salt powders were
dissolved in ultrapure degassed water (18.2 M), Merck Millipore, Darmstadt,
Germany). The exact protein concentration was determined using UV-Vis spec-
troscopy (Cary 50 UV-Vis spectrometer, Varian Inc., now Agilent Technologies,
California, USA; absorbance at 280 nm). Samples were subsequently prepared by
mixing appropriate volumes of aqueous protein and salt stock solutions.

6.4 Experimental Methods

6.4.1 Isothermal coexistence phase diagrams

¢s-Cp phase diagrams were determined at room temperature for 80 mg ml~! (1.2 mM)
BSA and increasing concentrations of HoCls, LaCls and YCls. The dilute phases
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were studied by visual inspection and light microscopy. Samples with dilute phases
that were homogeneous under the microscope but appeared turbid upon visual
inspection were classified as “turbid”. Where liquid-liquid phase separation was
visible under the microscope, the samples were labelled as “LLPS”. In the absence
of any inhomogeneity, samples were classified as “clear”.

6.4.2 T-dependent UV-Vis spectroscopy

All of the BSA-trivalent cation systems studied here show a LCST-LLPS-type be-
haviour. To elucidate the differences in protein-protein interactions induced by the
different cations, cation mixtures were used. In order to determine the respective
transition temperatures 7},4,s from homogeneous to phase-separated states of the
BSA-cation mixtures, temperature-dependent UV scans were performed using a
Cary 50 UV-Vis spectrometer (Varian Inc., now Agilent Technologies, California,
USA) connected to a water bath (Haake A 10B, Thermo Fisher Scientific, Schw-
erte, Germany). Samples were then subjected to temperature scans at a rate of
0.1 K/min while their absorbance was monitored over a wavelength range from
400 to 800 nm. The intensity values of the spectra obtained were summed and
divided by the respective number of data points. T},..,s was determined from the
maximum of the first derivatives with respect to temperature of the respective
curves.

6.4.3 Zeta potential measurements

Zeta potentials were measured by electrophoretic light scattering (ELS) using a
Nano Zetasizer (Malvern Instruments, Malvern, United Kingdom). Samples con-
taining 1 mg ml~! (15 uM) BSA and increasing salt concentrations (0.1, 0.3, 0.5,
0.7 and 1 mM of HoCls, YCl3 or LaCl;) were prepared shortly before the mea-
surements. The low BSA concentration was chosen to avoid phase separation of
the samples. Every sample was measured at 5 different temperatures, with 10 min
of equilibration time before each measurement. The ( potential values were sub-
sequently converted into effective surface charge values () in units of elementary
charge e as explained in the ESI 1 (Section 6.9).

6.4.4 Isothermal titration calorimetry (ITC)

ITC measurements were performed using a MicroCal iTC200 (Malvern Instru-
ments, formerly GE Healthcare). Salt solutions with concentrations of 800 uM
or 3 mM were titrated into 1 mg ml™' (15 uM) BSA solutions in 0.5 ul steps
with a duration of 1 s each. A preliminary titration step of 0.2 pl with a duration
of 0.5 s was used for equilibration. In the case of the titrations performed with
3 mM salt solution, the durations of these steps were 0.4 and 1 s, respectively. In
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order to correct for the heat of dilution of the salt, a background measurement
was performed by titrating the 800 uM or 3 mM salt solutions into water. The
background measurements were subtracted from the salt-protein measurements.
For each measurement, 60 injections were performed in total. The time interval
between each injection was 90 s with a filter period of 5 s. For titrations with 3 mM
salt solutions, these time intervals were 180 and 2.5 s, respectively. The stirring
speed of the syringe was 750 rpm and the reference power was set to 1.3 pcal/sec.
All data sets were taken at 24 °C.

6.4.5 Small-angle X-ray scattering (SAXS)

SAXS measurements were performed at beamline ID02 (ESRF, Grenoble, France)
at a sample-detector distance of 2 m and an energy of 12.46 or 16 keV (A = 0.8-
0.9 A). The scattered intensity was recorded using a Rayonix MX160 or a FReLLoN
Kodak CCD detector, covering a g range from 0.04 to 4 nm™*.

Samples containing 80 or 85 mg ml™! (= 1.2 or 1.3 mM) BSA and increasing
(0-50 mM) concentrations of HoCls, LaCls or YCl3 were prepared at room tem-
perature (ca. 21 °C) and centrifuged for 5 min at 9500 rcf to facilitate phase
separation for those samples located in the LLPS region of their respective phase
diagrams. Samples were loaded into a flow-through capillary and measured at a
constant temperature of 20 °C controlled by a Peltier element connected to the
flow cell. In the case of phase-separated samples, the dilute phases were measured.
Per sample, 5-10 acquisitions were performed with an exposure time of 0.05-0.1 s.
The data were calibrated to absolute intensity using water as a reference [215].
Data were averaged and background-corrected using either water or pure salt so-
lutions with appropriate concentrations.

In a SAXS experiment, the scattering intensity (gq) is measured as a function
of momentum transfer ¢ = % sin(f) with a scattering angle 20 [126]. It can be
expressed as

1(q) = ®Vpartiae (Ap)2P(9)S(q) (6.1)

where Vigrticie Tepresents the volume of a particle (i.e. protein) in question, ® the
volume fraction of particles in the sample and Ap the scattering contrast between
solvent and particles. P(q), the form factor of the particles, represents the Fourier
transform of their respective electron densities.

In systems with sufficiently high particle concentrations where intermolecular
interactions cannot be neglected, the latter are accounted for by the structure
factor

S(q) =1+4mp /000 dr r*h(r) Sin;fr) (6.2)

where p = N/V and h(r) = g(r) — 1 is the total correlation function [37].
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Importantly, the structure factor at ¢ — 0 is proportional to the osmotic com-
pressibility (9T1/0c)~! of the system in question [133, 134] which can be expanded
into a series of virial coefficients A,, [133, 135]:

RT (81’[)1 1 (6.3)

Sla=0=73r3:) ~Tomiaes .

where R = 8.314 JK'mol ! is the ideal gas constant, T is the temperature and M
is the molecular weight of the particles investigated. The second virial coefficient
By is related to Ay via [136]
M2

where N4 is Avogadro’s constant (6.022-10%3 mol™'). In this study, the normalised
second virial coefficient By /BI® (with BS = 2703 /3 being the second virial co-
efficient of a system consisting of hard spheres with diameter o [68]) is calculated
from the SAXS profiles in order to characterise the overall nature of their inter-
actions.

For ¢; = 0-3 mM, the form factor was combined with a screened Coulomb (SC)
structure factor [216, 217]. The screened Coulomb potential is expressed as

U (z) = {fye_’“/w (x> 1) (6.5)

00 (x <1)
where x = r /o (interparticle distance normalised by particle diameter) and k = ko
with # being the Debye screening length. 3 is in units of (kgT)~! and ye % =
Bregea)d (e is the vacuum permittivity, € the permittivity of the solvent, o the
particle diameter and vy the surface potential) represents the potential upon con-
tact of two particles (in this case, proteins).

For ¢, > 4 mM, a sticky hard sphere structure (SHS) factor was used [52, 218,
219]. The SHS potential is expressed as [52]

oo, < O
Ur)y=4q—eo0<r < Ao (6.6)
0,\c <r

where the range of the attractive part of the potential, R, is equal to A — 1. The
stickiness parameter 7 is defined via [52, 219]

7 = dlexp(—¢/kpT) — 1][(a — 0)* — 1] (6.7)

where a = 0 + A and A is the attractive well width [219].

From 7, the reduced second virial coefficient is obtained via By/BHS = 1 —
1/(47) [68]. The fitting routine using the software Igor PRO [137] employed here
has been described in detail elsewhere (see Refs. [10, 84, 89]).
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Figure 6.2: Comparison of dense phases of liquid-liquid phase separated samples
containing 80 mg mI~! BSA and different trivalent salts. The protein concentra-
tion (c,) is 80 mg mlI™*, the salt concentration (cg) is 14 mM in every sample.
All samples are located in the LLPS region of regime II of their respective cs-c,
phase diagrams. Note that the dense phases obtained in the presence of Ho**
and Gd*T may correspond to an arrested state (see text for details). The cationic
radii of the lanthanides are obtained from Ref. 108 and that of YT from Ref.107.
The dashed vertical line between YCl; and HoCl; indicates that YClI; is used as
a reference system.

6.5 Results

6.5.1 Macroscopic properties of phase-separated samples

Fig. 6.2 shows a series of samples consisting of aqueous solutions of 80 mg ml™*
(=1.2 mM) BSA and the same concentration (14 mM) of different trivalent salts
prepared at 21 °C. In the sample containing YCls, a moderate amount of a clear,
yellowish, dense liquid phase is observed, consistent with earlier observations [8,
13, 82]. The samples made with HoCl3 and GdCl; form a substantial amount
of dense phase; the dense phases are opaque, but still low slowly. Using CeClg
leads to a strong decrease of the amount of dense phase, which in this case is
transparent. When LaCls is used, no dense phase is formed at 21 °C (see also
Ref. 89). The diffuse turbid region at the bottom of this sample and in the
dilute phases of the samples prepared with YCl3 and CeCl; is presumably due
to cluster formation in regime II. This macroscopic observation thus indicates
differences in protein-protein and protein-salt interactions induced by the different
lanthanide salts used. Based on Fig. 6.2, the strongest protein-protein interactions
are expected for HoCl; and the weakest ones for LaCl;. We therefore focused our

studies on HoCl3 and LaCls, using YCl3 as a reference system based on extensive
previous work [8, 10-12, 82].

6.5.2 Isothermal coexistence c,;-c, phase diagram

As a first step towards a more quantitative description of the phase behaviours of
our systems, phase diagrams were established for BSA in the presence of YCls,
LaCls and HoCl3. Homogeneous samples with salt concentrations below ¢* and
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Figure 6.3: Isothermal phase diagrams of BSA in the presence of LaCls, HoCls
and YCl;. Data in (a) are replotted based on Ref. 89. In the presence of HoCls,
the dense phases formed feature network-like structures which may indicate aggre-
gation. Nevertheless, these samples still show LCST behaviour and are therefore
classified as showing both aggregation and LLPS.

beyond ¢** as well as liquid-liquid coexistence diagrams of phase-separated samples
in regime II are shown in Fig. 6.3.

Fig. 6.3 illustrates the differences in the isothermal phase behaviour of BSA
induced by the three different salts studied here. The most striking feature is the
complete lack of LLPS at room temperature when LaCls is used [89]. Using HoCls,
however, leads to a rather broad region of LLPS, larger still than the one induced
by YCl;. The BSA-HoCl; one shows more aggregation than the BSA-YCl3 one.
A detailed characterisation of the properties of these dense phases is beyond the
scope of the present publication. Nevertheless, the presence of aggregates suggests
that the dense phases of the BSA-Ho3" system may be in an arrested state caused
by a stronger intermolecular attraction, as observed for other protein systems [65].
This interpretation is further supported by the observation that dense BSA-Ho?"
(and BSA-Gd3") phases appear turbid after preparation, but can mature into
clear dense phases after several weeks.

6.5.3 Temperature-dependent UV spectroscopy

As an alternative route to investigate the effect of different cations on the macro-
scopic phase behaviour of our experimental systems, we systematically determined
the cloud temperature T},,,s for BSA in the presence of cation mixtures. Fig. 6.4
shows a typical data set obtained for a constant BSA concentration of 80 mg ml ™!
(1.2 mM). The total salt concentration was also kept constant at 10 mM while in-
creasing the HoCl; fraction and simultaneously decreasing that of LaCls. Similar
scans were also performed using different YClz/LaCl; and YCl3/HoCl3 ratio com-
binations. The transition temperature T}..,s of each system was determined as
the maximum of the first derivatives with respect to temperature of the respective
integrated absorbance curves.

In order to quantify the influence of different cations on T}..,s of the different
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cation mixtures, the differences in Tj.q,s values (ATyqns) between different mix-
tures and samples containing 100 % YCls (the T}.qns of which is 30.6 °C) were
calculated (Fig. 6.5). As can be seen from the rightmost part (HoCls/LaCls mix-
tures), the strongest AT}.qans (-15 °C) is obtained in a mixture of 20 % LaCls
and 80 % HoClz. In other words, with higher fractions of HoCls, the samples
phase-separate already at lower 7. This is also the lowest overall AT},.q,s ob-
served amongst all mixtures investigated and supports the hypothesis that Ho®"
cations induce the strongest interprotein attraction of all cations studied here.
This conclusion is also reflected in the fact that samples containing HoClz per-
centages higher than 80% already phase-separate at 12 °C, the initial equilibration
temperature for the measurements presented here. Due to this behaviour, no mea-
surements of BSA-HoCl3/LaCls samples containing more than 80% HoClz could
be performed. When mixtures of YCl3 and HoCl; (leftmost part of Fig. 6.5) are
considered, any sample with a HoCl;/YCl; ratio higher than 50/50 also phase-
separates already at 12 °C. The higher the fraction of HoCls, the higher the T},4s
difference to a sample containing only YClz. Again, this indicates a strong inter-
protein attraction induced by Ho3*.

In the case of YCl3/LaCls mixtures (central part of Fig. 6.5), the highest AT}.qns
is obtained with the highest LaCl; concentration. This implies that addition of
LaCly shifts T}.qns towards higher values, confirming that Y** cations induce a
stronger interprotein attraction than La3t cations. Based on these measurements,
the cations can be ranked according to the order of increasing cation-induced
protein-protein interaction strengths as La®*T < Y3+ < Ho?".
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Figure 6.4: Typical series of T-dependent absorbance measurements (raw data)
of samples containing a constant ¢, of 80 mg/ml (1.2 mM) BSA and a constant
total ionic strength of 10 mM consisting of different salt ratios (here: HoCly &
LaCls). Similar series were also recorded for mixtures of HoCly & YCl; as well
as YCl3 and LaCls. Ty.qns values of all samples were compared to a sample with
10 mM pure YCI; (Fig. 6.5).
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Figure 6.5: Difference between T},,,s values determined for each sample consist-
ing of BSA and a cation mixture and Ty,q,s of a sample containing 80 mg/ml BSA
and 10 mM pure YCl3. Where not visible, error bars are smaller than the data
symbols.

6.5.4 Effective interactions characterised by small-angle
X-ray scattering

Small-angle X-ray scattering (SAXS) was performed in order to characterise the
influence that the different cations investigated have on the protein-protein in-
teractions of BSA. Background-corrected SAXS data obtained for BSA in the
presence of an increasing HoCls concentration are shown in Fig. 6.6.

Fig. 6.6 shows that the intensity at low ¢, I(0) increases and decreases in an
alternating fashion. The intensity 1(0) at low ¢ was used to qualitatively estimate
the strength of the interactions in the systems investigated (Fig. 6.7).

Fig. 6.7 shows three ¢;/c, regimes with consistent results: first, for ¢;/c, < 7,
1/I(0) behaves comparably for all cations, with a slightly lower 1/1(0) for Ho**.
For ¢, /¢, in the range from 7 to 22, the different phase behaviours induced by Ho**,
Y3t and La3t are reflected in the strengths of the respective humps. While no
hump is observed for La’*, the humps for Ho3* and Y3 are related to the reduced
protein concentration in the dilute coexisting phases. As in Fig. 6.3, the LLPS
appears more prominent for HoClz (i.e. the density difference between the corre-
sponding dense and dilute phases is larger) than for YCls, and is absent for LaCls.
Finally, at higher ¢s/c, (> 22), 1/1(0) follows the order Ho*™ < Y** < La*". To-
gether with the trend towards lower T},..,s values for samples containing HoClg
(Fig. 6.5), all these features indicate an interprotein attraction decreasing in the
sequence HoClz > YCl; > LaCl;3, consistent with the above UV-Vis absorbance
data in Section 6.5.3.

In order to further quantify the cation-induced protein-protein interactions, the
SAXS curves were treated as follows: for salt concentrations c,< 6 mM, data
were fitted using a screened Coulomb (SC) potential structure factor; at higher
salt concentrations, a sticky hard sphere (SHS) potential structure factor was
used (see model fit in Fig. 6.6). From the curves fitted with the SHS structure
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Figure 6.6: SAXS profiles of BSA with increasing HoCls concentrations. Samples
were prepared at a protein concentration of 85 mg mI~! (1.3 mM). In case of phase
separation, the SAXS measurements were performed in the dilute phase. Data
were normalised to the high q region of a BSA sample without salt (0 mM HoCls)
and only every 5" data point was plotted for clarity. The dark grey line in the
top left part represents an SHS model fit (as also done for the other curves, but
omitted for clarity) to the curve obtained in the presence of 7 mM HoCls.

factor, stickiness parameters 7 were extracted and used to calculate the reduced
second virial coefficients (By/B#° = 1—1/(47) [68]). Being related to the osmotic
compressibility of the system investigated (see Methods section), these values can
be used as a means to determine the overall strength of the interactions of the
system in question. In particular, a positive By/BY“ indicates overall repulsion
whereas negative values indicate net attraction. A value around -1.5 moreover
indicates proximity to the critical point of LLPS in colloidal theory [138]. The
B,/ st values obtained for BSA in the presence of HoCls, LaClz and YCl3 are
shown in Fig. 6.8 as functions of the ¢,/c, ratio.

The B,/ B values obtained for the BSA-LaCly system show that these samples
nearly always show net attractive interactions, but, as confirmed by macroscopic
experimental data, do not phase-separate under the given conditions. In the BSA-
YCl3 and BSA-HoCls systems, however, the Bo/BH% values indicate phase sep-
aration, as is confirmed from macroscopic observations. The systems containing
YCl3 and HoCl3 therefore feature overall stronger attractive interactions.
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Figure 6.7: Inverse 1(0) values (determined at ¢ = 0.068 A~') from the respective
SAXS curves. Dashed lines represent guides to the eye. ¢, is 80 mg ml™! (=
1.2 mM) for the BSA-YCly and BSA-LaCls systems and 85 mg mI™' (= 1.3 mM)
for the BSA-HoCls3 system. Where not visible, the error bars are smaller than the
symbols.

The By/BIS values of the BSA-HoCls system are overall more negative than
those of YCl3 and differ in spite of the rather similar cationic radii of Y** and
Ho3*. Note that the reason for the absence of humps as they are observed in
the case of the 1/I(0) data in the By/Bi® values is the fact that the density
difference between the two phases only manifests itself in the 1/7(0) values. The
B,/ B values, however, are equal in coexisting dense and dilute phases (see e.g.
Ref. 138), meaning that no density-dependent signature like the 1/7(0) hump is
visible in the By/BiS plot (Fig. 6.8).

The macroscopic phase behaviours observed here are linked to a combination
of cation-induced interprotein interactions and cation-protein binding. To explore
the cation binding behaviours to BSA and to explain potential differences between
them, a comprehensive thermodynamic analysis using ( potentials and isothermal
titration calorimentry was performed. The results are summarised in the next
section.

6.5.5 Thermodynamics of cation-protein binding: zeta
potential and ITC measurements

In order to characterise the binding behaviour of cations to BSA, we measured
BSA-salt sample series with increasing salt concentrations at different tempera-
tures.

In Fig. 6.9 an exemplary temperature-dependent raw zeta potential data set of
BSA in the presence of HoClj system is shown. Corresponding data sets were also
obtained for BSA in the presence of YCl3 and LaCls. For further analysis, the data
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Figure 6.8: 2nd virial coefficients determined from sticky hard sphere potential
fits to background-corrected SAXS data. Dashed lines represent guides to the
eve. ¢, is 80 mg mI~' (1.2 mM) for the BSA-YCly and BSA-LaCly systems and
85 mg mI~' (1.3 mM) for the BSA-HoCl3 system. The dark-red dotted line indi-
cates the critical B/ Bi® value below which phase separation is expected to occur
[138]. Where not visible, the error bars are smaller than the symbols.

were fitted using the following equation (see ESI 1 [Section 6.9] for derivation):

c(Qo — Q1)(c1 — co) )
(co(Qo — Q1) — c1Qo) + coc1 @1

where () is the protein surface charge at the maximum salt concentration of
c1 = 1 mM, and ¢y is the salt concentration at the point of zero charge. The initial
protein charge )y without added salt was fixed to —9e, consistent with Ref. 13.

A first quantitative parameter obtained from the fit is ¢y as a function of tem-
perature and type of salt. ¢y can be regarded as a measure for the cation-protein
affinity. As can be seen from Fig. 6.10, ¢y decreases with temperature in every
experimental system. This behaviour underlines the entropy-driven character of
cation binding [13]. Moreover, a strong difference between the BSA-HoCl3 sys-
tem and the two other systems becomes obvious — overall, less Ho?** cations are
needed to neutralise the BSA charge, indicating a stronger binding affinity of Ho3*
to BSA.

The average number of cations binding to the protein surface, N, can be cal-
culated via the relation N = (Q1 — Qp)/3 with Qp = —9 exploiting the fact that
every cation has a charge of +3. The respective values are shown in Fig. 6.11. As
can be seen in Fig. 6.11, the average number again shows the sequence Ho3* >
Y3t > La3t, with overall roughly 0.5-0.7 more cations bound for Ho** compared
to La3T. We remark that the exact choice for @y is not essential for comparison
between the cations, as the relative sequence in N is robust against variations of

Q=Qo(1+- (6.8)
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Figure 6.9: Temperature-dependent ¢ potential data of 1 mg/ml BSA with in-
creasing HoCly concentrations. FEach data point is an average of five measure-
ments, error bars represent the standard deviation. The grey line indicates the
point of zero charge (co, Q = 0). The zeta potential values obtained were con-
verted to elementary charge values using the calculations described in the SI. The
dashed lines represent fits to the data (Eqn. 6.24.)

Qo.

In order to thermodynamically quantify cation-protein binding, isothermal titra-
tion calorimetry (ITC) measurements were performed, as shown in Fig. 6.12.
While the profiles for HoCl3 and YCls appear to be very similar, the systems
with LaCls show a smaller enthalpic gain.

A Hy;nq was calculated by determining the integral of the curve until the respec-
tive molar ratios of zero charge (= 20.4 for HoCls, 29.1 for LaCls and 30.9 for
YCl;) and divided by Qo/—vs [13]. The obtained values read 10.6 kcal/mol for
HoCls, 10.4 kecal /mol for YCl; and 7.8 kecal /mol for LaCls, reiterating the observa-
tion that LaCls shows a smaller value, while HoCl3 and YClz appear similar. We
note that due to batch-to-batch variations of BSA [220], potentially due to differ-
ent content of co-ions remaining after the purification process, the absolute values
of AHy;,g should not be overinterpreted. Nevertheless, we argue that the values
obtained here can be used for a semi-quantitative characterisation of our systems,
in particular when comparing the cation-BSA binding for different cations within

the same BSA batch.

6.6 Discussion

Based on the characterisation of cation-protein association and cation-induced
protein interactions for different trivalent cations, we now discuss the implica-
tions for a general understanding which physicochemical parameters determine
the interactions between proteins and multivalent cations.

Cation radii are obvious parameters that can be seen as influencing the overall
protein—ion interactions. In the present study, this is most clearly reflected in the
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Figure 6.10: ¢y values for the BSA-YCIl;, BSA-LaCly and BSA-HoCl; systems
(¢, = 1 mg/ml = 15 uM). The ¢, values were determined from fits (Eqn. 6.24) to
the raw ( potential data as shown exemplarily in Fig. 6.9. Dashed lines are guides
to the eye.

B,/ B values where stronger attractions go along with smaller cation radii. Sim-
ilar findings were obtained by Schomécker et al [221] in a study showing a clearly
linear dependence of human serum albumin and human blood serum affinity to
Ln cations on cation radius. A publication by Smolka et al. [222] furthermore
provides a detailed discussion of the role of the cation radius regarding the affinity
of Ln cations to a-amylase, a system that is Ca*"-dependent under physiological
conditions. According to the authors, the smallest cation is likely to experience
the strongest attraction to the protein due to the fact that its charge is concen-
trated near its binding site on the protein. In the case of a strong cation binding
site, this effect can compensate the high hydration free energy of the cation, which
leads to an increased protein-cation affinity with decreasing cationic radius [222].

While the relationship between cation radius and protein attraction strength
appears straightforward in the case of the B,/BH% data, the ¢y calculations and
ITC measurements indicate that the situation is more complex. This suggests that
cation-protein binding energies (measured by I'TC and zeta potentials) and cation-
induced protein-protein bridging energies (measured by T}.qns and By/BI%) are
not directly coupled. In particular, ¢y, the salt concentration at the point of zero
charge as a measure of cation-protein affinity, is rather similar for Y?* and La3",
while the ¢y values of Ho®t differ strongly. In contrast, the By/BI® values of
Ho®** and Y?* resemble each other, whereas those of La®** are clearly higher. In
the case of ITC, the AHy;,g values are comparable for Y3+ and Ho?" whereas
they are lower for La®*, which indicates that no strong trends of cation-protein
binding are seen in I'TC. This may be caused by uncertainties of the experimental
procedure and product purities. Since ¢y and By/BI'® measure cation-protein
binding and cation-mediated protein-protein bridging, respectively, these findings
appear to indicate that binding and bridging strengths can be different for the
same cation.
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Figure 6.11: Average number of cations, N, binding to BSA as calculated from
¢ potential data as (Q1 — Qo)/3, Qo = -9. Dashes lines are guides to the eye.

A probable explanation for this difference is the different surface geometry in
the case of a cation being bound to one protein as opposed to when it is bridging
two proteins. As the binding appears to be driven by entropy of hydration water
[13], the dehydration due to the first bond to one protein molecule might be
very different from that of the second bond to another protein. This explanation
also emphasises that cation radii are not the only parameters that need to be
taken into account in order to rationalise the influence of different cations on
protein phase behaviour. This assumption is corroborated by a study conducted
by Gomez et al. [223]. The authors investigated the abilities of lanthanide and
Y3" cations to restore the Ca?T-dependent biological activity of trypsinogen —
another protein known to bind Ca?* as well as lanthanide and Y3T cations at
aspartic acid residues — after depleting their trypsinogen system of Ca?*. At
low lanthanide concentrations (around 10~* M), the authors did not find a simple
relationship between the cation radii and their efficiency in restoring the biological
activity. Similarly, a non-monotonic relation between protein-lanthanide affinity
and lanthanide radius has been found by Mulqueen et al. [224].

Gomez at al. [223] attribute their findings to potentially incomplete dehydra-
tion of different cations upon trypsinogen binding and to different amounts of
water molecules bound to the protein-lanthanide complex. This aspect is very
important to consider since our experimental system is known to be driven and
strongly influenced by hydration effects [13, 89]. Gomez et al.[223] furthermore
observe that Y3* has a protein-cation affinity not fitting into the expected trend
based on the cationic radii of the lanthanides. Along with findings indicating that
the strengths of different Y3*-ligand complexes vary strongly depending on the
ligand chosen and can thus interfere with a straightforward integration of yttrium
into trends of the lanthanide series [225, 226] this provides further evidence that
parameters other than radius can play a role in the interactions between proteins
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solutions.

and multivalent cations. These can e.g. include electron configuration [184, 226]
as well as cation polarisabilities and resulting dipoles [227].

Previous work on the thermodynamic properties of lanthanides [122] reports
higher entropic contributions for the complexation of Ho** to ethylenediaminete-
traacetic acid (EDTA). While a protein is certainly more complex than the rather
simple EDTA molecule, coordination of lanthanide cations in the case of BSA nev-
ertheless also proceeds via carboxylic groups, making EDTA-lanthanide complex
formation a reasonable reference point. Our previous work [13] was strongly sup-
ported by earlier results obtained for lanthanide and Y cations binding to amino
acids in solution [187, 188]. Together with the zeta potential results which indi-
cate a higher number of cations bound for Ho**, this can help explain the stronger
overall interprotein attraction induced by these cations.

The trypsinogen system investigated by Smolka et al. [222] which we mentioned
earlier is known to have two cation binding sites, whereas our system features
several (around four) sites with varying local geometry. In addition to this, the
cations used in the present work do not simply bind to BSA, but also bridge
protein molecules and lead to an overall more complex phase behaviour of our
system[13, 95]. The aspects mentioned by Gomez et al. [223], especially cation
and complex hydration, might thus have even more intricate effects on our systems.
We suggest that these two aspects can thereby help explain the differences in BSA
phase behaviour induced by different cations and the difference between Y3+ and
Ho3* in spite of the closeness of their cationic radii. This finding is consistent
with the lower T},.,s values in the presence of HoCls as well as the larger LLPS
areas obtained for BSA with HoCls.

From a broader perspective on biological matter, it is interesting to compare
the protein system to the well-studied example of DNA: Analogously to the ob-
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servations in our protein-cation systems, cation- [228] and polymer- [229] induced
attraction between DNA strands can similarly stabilise and shift the melting tem-
perature of DNA to higher values. An additional factor influencing the melting
transition of DNA is its degree of hydration [230], which provides another con-
ceptual link between phase transitions of DNA and proteins. The crucial aspect
of hydration in our protein-cation systems will be discussed in more detail in the
following.

Computational results on lanthanide cations in the absence of proteins confirm
the importance of hydration effects and differences in cation hydration along the
lanthanide series. Duvail et al. [116] performed an explicit polarisation molecu-
lar dynamics study on the exchange frequency (EF) of water molecules between
the first hydration shell of lanthanide cations and bulk water. The EF shows a
strongly non-monotonic behaviour along the lanthanide series with the maximum
EF being observed for Th3*, a lanthanide cation located close to Ho in the pe-
riodic system. Additionally, the authors provide evidence for a change in both
hydration water structure and coordination number along the lanthanide series, a
result corroborating earlier findings by Habenschuss and Spedding [113-115] and
studied in even more detail by Zhang et al. [118]. Persson et al. [119] furthermore
identified Ho?>* as the cation with the strongest change in hydration structure.

As a general caveat, it should be kept in mind that simulations and calculations
for lanthanides and their properties encounter difficulties due to non-negligible
relativistic effects [118] caused by strong shielding of the nuclear charge [124], a
generally large number of electrons and incomplete 4f electron orbital occupa-
tion [118]. Nevertheless, the above examples show that a large number of such
studies exhibits good reproducibility and consistency. We assume that these find-
ings can potentially help explain non-monotonous effects that we observe in our
experimental systems and that cannot be explained only by cation radii.

When discussing the effects the cations studied here have on protein phase be-
haviour, the classification of Y with respect to the lanthanide series is an important
aspect to be mentioned. As apparent from the study by Gomez et al. [223], this
is not always straightforward. On the one hand, the chemical properties of Y are
sufficiently close to the lanthanide series for it to be treated like a lanthanide [110];
on the other hand, extensive studies classifying lanthanide and Y complexes with
various ligands show that depending on the ligand, Y can behave similarly either
to the heavy or the light lanthanides [225, 226]. This is consistent with our own
observations that points of zero charge or enthalpies of Y-BSA binding do not al-
ways follow a trend that could be expected based on cation radii or position in the
periodic system. Our results confirm that while BSA phase behaviour induced by
Y3* cations is sufficiently similar to that induced by lanthanides, it cannot always
be expected to follow similar trends.
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6.7 Conclusions

The experiments presented here offer an insight into the differences in protein
phase behaviours — in particular liquid-liquid phase separation (LLPS) — in-
duced by the trivalent cations Y3+, Ho?" and La3*. Whereas in the case of La®"
no phase separation is observed, Ho3" leads to the formation of a dense phase
which is potentially arrested. When Y3 is used, the dense phase is more liquid-
like. This difference in protein-protein attractions induced by the different cations
is reflected in the increase and decrease of the transition temperature T}, upon
LaClz and HoCls addition to the BSA samples, respectively. In addition, the
stronger interprotein attraction manifests itself in lower reduced second virial co-
efficient By/BI® values as determined from SAXS experiments. The different
cations used in this work can therefore tune thermal sensitivity of the samples.
We emphasise that cation radius may not be the only parameter that should be
considered when quantifying both cation-protein binding as well as cation-induced
protein-protein interactions, and that hydration effects can be particularly impor-
tant.

By carefully choosing multivalent cations, we are able to tune the phase transi-
tions of aqueous BSA solutions. Our results thus provide a deeper understanding
of thermodynamic fundamentals of colloidal and soft matter systems. Addition-
ally, our findings are of relevance in the area of stimuli-responsive materials (e.g. for
targeted drug delivery and release [231] or water pollutant clearance [232]) where
tuning the sensitivity to different environmental factors is of pivotal importance.
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6.9 Supporting Information

6.9.1 Calculation of effective protein surface charge, Q(e),
from ( potentials

From the ( potential data obtained from the measurements, the effective protein
charge () was calculated as follows.
First, the Debye screening length, x? was calculated as [170]

K =A47ApNa > 2} (6.9)

with the Bjerrum length Ag [27]

62

AB (6.10)

N 47T€0€H20kZBT
with e being the elementary charge, ¢y the vacuum dielectric permittivity and
€m0 the total dielectric permittivity of water at the respective temperature [233].

The Henry equation relates the electrophoretic mobility p of a colloidal particle
with a spherical shape, a radius a and a zeta potential ( in a medium with a
viscosity n via [172, 234]

2
= {’;jocfma) (6.11)
Here, the Henry function f(ka) as given by Ohshima [172]
1 2.5
=1+-[1 - 6.12
f(xa) * 2[ * (Kza[l -+ 2exp(—/fa)])] (6.12)

is used to relate the electrophoretic mobility. The ( potential is then calculated

with the BSA radius a=3.3 nm. The default Zetasizer setting uses a Henry func-

tion f(ka) = 1.5, which does not consider effects specific to the systems investi-

gated here. Therefore, corrected ¢ values (., are obtained by multiplying each ¢

potential value by its corresponding f(ka) value. The (.o values are furthermore

rescaled by multiplying them by e/kgT. The rescaled values are referred to as (*.
The protein surface charge density, o (C/m?), is given by [171]

o= @(2 sinh(C*/2) + (4/(ra) tanh(C* /4))) (6.13)

Finally, the surface charge Q of BSA under the respective sample conditions given
by salt concentration and temperature are calculated as

Q = 4nad’c (6.14)
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6.9.2 Fitting model for Q(e) as a function of temperature
and salt concentration

We begin with a standard Langmuir-like equation describing the binding of cations
to the protein surface:

Nve
- 6.15
Q= Qo+ 1 K ( )
which can be converted into its alternative form
Nve+ K(Qop— Q) +¢(Qo— Q) =0 (6.16)

Here, @)y is the initial protein surface charge in the absence of salt, N is the
number of binding sites, v the valence of the salt (here, it is always +3), K the
binding constant and ¢ the salt concentration.

Next, we define the point of zero charge:

Q(co) =0 (6.17)

and the charge at ¢, = ¢; = 1 mM (plateau value) as

Qlcr) = @ (6.18)

Substituting expressions 6.17 and 6.18 into Eqn. 6.16, we obtain a system of
linear equations:

NVC() + KQO + CQO =0 (619)

NI/Cl +K(Q0 —Ql) +C1(Q0—Q1) =0 (620)
which allows us to express N and K from Eqn. ( 6.15) as

(o 0 %0) () o) oo

Solving this system of equations yields the following expressions for K and N:

N = lQO(QO - Ql)(cl - CO)
v cy(Qo— Q1) —a1Qo

K = €oc1 Q1 (6.23)

Co(Qo - Ql) —1Qo

and, finally, the equation used to fit the temperature- and salt concentration-
dependent () values:

(6.22)

c(Qo — Q1)(c1 — o) )

(co(Qo — Q1) — c1Qo) + coc1@Qn (6.24)

Q:Qo(1+c



Chapter 7

Phase-Separation Kinetics in
Protein-Salt Mixtures with
Compositionally Tuned
Interactions

The following is reproduced with permission from J. Phys. Chem. B, Article
ASAP, DOI 10.1021/acs.jpcb.8b10725 (2019) (Ref. 235). Copyright 2019 Ameri-

can Chemical Society.

7.1 Abstract

Liquid-liquid phase separation (LLPS) in protein systems is relevant for many phe-
nomena, from protein condensation diseases to subcellular organization to possible
pathways toward protein crystallization. Understanding and controlling LLPS in
proteins is therefore highly relevant for various areas of (biological) soft matter
research. Solutions of the protein bovine serum albumin (BSA) have been shown
to have a lower critical solution temperature-LLPS (LCST-LLPS) induceable by
multivalent salts. Importantly, the nature of the multivalent cation used influences
the LCST-LLPS in such systems. Here, we present a systematic ultrasmall-angle
X-ray scattering (USAXS) investigation of the kinetics of LCST-LLPS of BSA in
the presence of different mixtures of HoCls and LaCls, resulting in different effec-
tive interprotein attraction strengths. We monitor the characteristic length scales
&(t, Tyin) after inducing LLPS by subjecting the respective systems to temperature
jumps into their liquid-liquid coexistence regions. With increasing interprotein at-
traction and increasing 7';,, we observe an increasing deviation from the growth
law of & ~ t'/3 and an increased trend toward arrest. We thus establish a multi-
dimensional method to tune phase transitions in our systems. Our findings help
shed light on general questions regarding LLPS and the tunability of its kinetics
in both proteins and colloidal systems.
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7.2 Introduction

Liquid-liquid phase separation (LLPS) is known to occur in a variety of systems
from mixtures of organic molecules to colloidal matter with, in many cases, com-
plex interaction potentials. When occuring in protein systems, metastable LLPS
plays an important role in cellular organization, signaling and development [18-
21, 236]. Furthermore, LLPS is related to the main reason behind protein conden-
sation diseases such as cataract [17] and sickle cell anemia [237] and can influence
the properties of protein-based therapeutics [3, 15, 238|. In addition, several pro-
perties of industrial food products are similarly governed by phase separation phe-
nomena [22; 23]. Importantly, the density inhomogeneity associated with LLPS
can be an important precursor for protein crystallization [82, 176, 239]. Under-
standing and rationally manipulating LLPS in protein solutions is thus of strong
interest for several areas of biological and soft matter research.

The two main mechanisms leading to liquid-liquid phase separation are nucleation
and spinodal decomposition (SD), respectively, taking place in the metastable and
unstable regions of the area inside the binodal of the phase diagram of the system
in question. Nucleation is often described via classical nucleation theory (CNT)
(see, e.g., ref 46), whereas SD is commonly rationalized using Cahn-Hilliard theory
relating the temporal variation of concentration fluctuations % to the changes
in the free energy F of the system [42, 46, 240, 241]. In the late stages of SD,
coarsening according to Lifshitz and Slyozov [46, 71, 242] and Binder and Stauf-
fer [243] predicts a time-dependent growth of the characteristic length & of the
respective system according to the power law & ~ /3,

LLPS, SD and their interplays with phenomena such as arrested phase transitions
have been studied both theoretically and experimentally in a variety of systems
such as metal alloys [244, 245] and polymer blends [246, 247] as well as colloidal
systems (see, e.g., refs 248-253 and 254 for a review).

It was found experimentally and established theoretically [31-33, 49, 50] that
a metastable LLPS in colloidal systems can be traced back to short-ranged (i.e.,
much smaller than the particle diameter [49]) attractions between the colloids.
Importantly, this concept established in colloid science is, within certain approxi-
mations and limits, applicable to many protein systems since the latter typically
also exhibit short-ranged interparticle attraction [55]. Under certain conditions,
protein systems can also undergo a metastable LLPS [56-58, 60, 63, 65, 255-259]
which can be described and rationalized using concepts from colloid theory.

For example, Shah et al. [256] observed a continuous transition from metastable
to unstable phase separation mechanisms in aqueous lysozyme solutions with
an upper critical solution temperature (UCST) for varying temperature quench
depths. A further experimental study on lysozyme by Cardinaux et al. [65] re-
ported that the quench depth into the coexisting region determines whether the
system undergoes complete LLPS or whether glass formation interferes with the
latter. These results were later confirmed by Gibaud et al. [258] who showed that
the arrested two-phase system obtained by Cardinaux et al. [65] consisted of a
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bicontinuous network in an arrested state. The work by Gibaud et al. [258] also
clearly illustrates the change of the growth exponent a of & ~ t* with increasing
time. Although « is equal to 1/3 in the initial stages of growth, there is a substan-
tial slowing down in the late stages of the experiment, i.e., for large . The network
obtained for deep quenches is the result of an arresting spinodal decomposition in
the early stages of critical quenches.

Throughout the past years, our group has established a model system of pro-

teins in aqueous solutions with a short-range interprotein attraction induced by
multivalent cations [8-14, 82-90]. Among other phenomena, this short-range att-
raction leads to a metastable LLPS [10, 12] which can play an active role in the
nucleation and growth of protein crystals [10, 11, 82, 86, 87]. The short-range
interprotein attraction induced by multivalent cations has been rationalized by
a cation-activated patchy particle model [95, 260]. Binding patches on the sur-
face of proteins are known not only for ions but also for more complex ligands
such as pharmaceuticals [261]. Notably, the LLPS in our systems is entropically
driven and appears as temperature increases, i.e., it features a lower critical so-
lution temperature (LCST-LLPS) [13, 14, 89]. A recent study reported that the
type of multivalent cation used has a strong influence on the phase behavior on
the LCST-LLPS of BSA [201]. We established that using HoCls induces strong
a interprotein attraction whereas the attraction is relatively weak in the case of
LaCls. Importantly, phase transitions of BSA can be fine-tuned by using diffe-
rent ratios of weakly and strongly interacting multivalent salts at constant ionic
strength [201], as notably manifested in shifts of the transition temperatures of
phase-separating samples.
Having established the equilibrium phase diagrams of systems consisting of BSA
and multivalent cations, here we study the kinetics of LLPS of BSA in the presence
of multivalent salts via ultrasmall-angle X-ray scattering (USAXS), an experimen-
tal approach recently demonstrated in refs 14 and 262.

In particular, the present study focuses on the intriguing possibility of rationally
manipulating the kinetics of phase separation in BSA-multivalent salt systems by
changing their salt composition. Importantly, the control of the phase behavior
of soft matter systems such as protein solutions opens up pathways toward con-
trolled induction and tuning of different system properties such as phase separation
and associated density fluctuations. The latter have been shown to facilitate the
growth of protein crystals [176], which has crucial implications for crystallography
and structural biology. In addition, the manipulation of stimulus-responsive sys-
tems is of fundamental interest for the design of the so-called smart materials [232]
or drug delivery systems [231]. Establishing the role different factors play in con-
trolling the phase behavior of soft matter is therefore of fundamental importance
in a variety of research areas. In the systems described in the present study, we use
different ratios of the two multivalent salts HoCls and LaCls introducing strong
and relatively weak interprotein attractions, respectively, to rationally tune the
phase behavior of our systems. We find that with increasing HoCls concentration,
i.e., increasingly attractive protein interactions, the deviation from the & ~ ¢'/3
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growth law becomes pronounced and allows the experimental systems to enter an
arrested state even in the case of small temperature jumps.

Exploiting the dependence our systems have on both the type of multivalent cation
used and on temperature, we thus establish a framework suitable for a multidi-
mensional control of phase transitions of experimental systems. Our results are of
general interest to areas of science concerned with fundamental research on phase
separation thermodynamics and their mechanisms in colloids and proteins, and
how these are affected by changes in microscopic interactions.

7.3 Experimental Methods

7.3.1 Determination of Coexistence Regions of
BSA-HoCl;/LaCl; Mixtures

Binodals reflecting the liquid-liquid coexistence regions of all samples were deter-
mined as follows. Samples containing initial protein concentrations of 175 mg/mL
BSA and a total salt concentration of 40 mM consisting of HoCl; and LaClz with
the ratios 22/18, 25/15 and 30/10 mM were prepared in a water bath at tem-
peratures from 12 to 45 °C by mixing appropriate amounts of protein and salt
stock solutions. The samples were left to equilibrate for 20 min and subsequently
centrifuged for 2 min at 21000 rcf (Mikro 220R centrifuge, Hettich, Tuttlingen,
Germany) at preparation temperature to facilitate separation into dense and di-
lute phases. The samples were equilibrated for 15 more minutes in the water bath
at preparation temperature again, after which the volumes of both dense and di-
lute phases were determined by pipetting. The BSA concentrations of the dilute
phases were measured by UV absorbance at A = 280 nm [1]. The concentrations
of the corresponding dense phases were calculated based on mass conservation.

7.3.2 USAXS Sample Preparation

BSA (catalogue number A7906, heat shock fraction) with a purity of > 98% as well
as HoCl; (catalogue number 450901) and LaCl; (449830) (the respective purities
were indicated as 99.9-99.99%) were purchased from Sigma Aldrich (now Merck,
Darmstadt, Germany) and used as received. Protein and salt stock solutions were
prepared by dissolving appropriate amounts of respective chemicals in degassed
ultrapure (18.2 M) MilliQ water (Merck Millipore, Darmstadt, Germany). The
protein concentration of the stock solution was then determined by UV absorbance
at A = 280 nm [1].

Samples containing initial concentrations of 175 mg/mL BSA and different HoCl; /-
LaClj ratios were prepared by mixing appropriate amounts of protein and salt
stock solutions at room temperature (21 °C). The samples were centrifuged for
2 min at 21000 rcf to facilitate the macroscopic separation of the dense and dilute
phases. The samples were then stored at 21 °C overnight, after which the dilute



99

phases were removed. The dense phases were stored at 5 °C for several hours until
they became clear and were subsequently filled into quartz capillaries with a dia-
meter of 1 mm using a syringe (Norm-Ject, Henke-Sass Wolf GmbH, Tuttlingen,
Germany). Prolonged centrifugation at low speed and at 5 °C was then applied
to remove air bubbles from the capillaries.

7.3.3 USAXS Measurements

The USAXS measurements were performed at beamline ID02 [160, 161] (ESRF,
Grenoble, France) using the 30 m sample detector distance setup. A ¢ = @
range from 1.1 - 1073 to 7.2 - 1072 nm™~! was covered. The wavelength \ used was
0.995 A, corresponding to an energy of 12.46 keV. The signal was recorded using
a FReLoN Kodak CCD detector.

Every measurement was performed by subjecting the respective sample to a tem-
perature jump to a final temperature 7%, between 30 and 50 °C using a heating
rate of 80 K/min. The starting temperature was 10 °C. Throughout the experi-
ment, the temperature was controlled using a temperature stage (Linkam Scientific
Instruments, Surrey, U.K.). The USAXS measurements were divided into three
distinct steps covering different stages of phase separation at the respective T’,.
In steps 1, 2, and 3, exposures were taken every 0.7 s, every 4 s and every 30 s,
respectively, as described in detail in ref 14. At every step, the X-ray beam was
focussed onto a different spot of the capillary to minimize radiation effects [14].
We note that the temperature jumps (i.e., heating) we use for our LCST systems
correspond to the temperatures quenches (i.e., cooling) commonly described for
colloidal and protein systems with a UCST (see, e.g., refs 65 and 258).

Prior to data analysis, the first featureless curve of each data set obtained at
10 °C before the temperature jump was subtracted from the following curves.
The ¢ value corresponding to the maximum intensity (¢mnq..) was determined for
each spectrum, and the characteristic length scale £ was calculated as & = 27/ gmaz-

7.3.4 Very Small-angle Neutron Scattering (VSANS)
Measurements

VSANS measurements were performed at beamline KWS-3 (FRM-II, Garching,
Germany) [163]. A ¢ = @ range from 1.2 - 107° to 1.1 - 1073 A~! was covered.
Samples with composition and preparation identical to those that used for USAXS
measurements were filled into quartz cuvettes (type 404-QX, Hellma Optics, Jena,
Germany) with a thickness of 1 mm and a total volume of 0.7 mL on ice and
centrifuged extensively at 4 °C at very low speed (max. 20 g) to remove air
bubbles. Prior to the measurement, the samples were kept on ice. To start the
measurement, the samples were then placed onto a sample holder preheated to the
desired T, via a circulating water bath (Julabo, Seelbach, Germany). VSANS
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profiles were recorded at intervals of 5-10 min at the respective T}, for a total
time of up to 2 h. Background correction was performed by subtracting the
scattering profile of an empty sample cell. The correlation length £ was calculated

as 27/ Gmaz-

7.4 Results and Discussion

7.4.1 Binodals of BSA-HoCl;3;/LaCl; systems

To understand the influence different HoCls /LaCl; ratios have on the coexistence
regions of the respective samples, the binodals of the samples with an initial BSA
concentration of 175 mg/mL and varying initial salt ratios were measured by UV-
vis spectroscopy. The binodals are displayed in Figure 7.1.
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Figure 7.1: Binodals of corresponding dense and dilute phases obtained after
LCST-LLPS of samples with ¢y initia = 175 mg/mL and varying initial salt ratios
as shown in the legend. Dashed lines are guides to the eye. The gray dotted line
indicates the preparation temperature of the samples. The samples used for the
USAXS experiments described later on are located on the dense branches of the
respective coexistences curves.

The binodals show a clear trend toward a higher difference in protein concen-
tration (c,) between dense and dilute phases with increasing HoCl; concentra-
tion as indicated by the broadening of the coexistence regions with an increasing
HoCl;/LaCl; ratio. The samples used for the USAXS measurements (whose ana-
lysis is described below) are located on the dense branch of the binodal. As seen in
Figure 7.1, their protein concentrations (volume fractions) increase with increas-
ing HoCl; concentration. The differences in phase behavior of the systems under
investigation are therefore traced back to the salt composition itself, as well as to
the salt composition-induced differences in their respective protein concentrations.
This is discussed in more detail below.
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In addition, the only sample composition in which an experimental approach
toward the lower critical point above 0 °C is possible is the one with the low-
est HoCl3 concentration. A stronger overall interprotein attraction brought about
by higher HoCl3 concentrations presumably shifts the critical point toward lower
temperatures which cannot be reached within the temperature window accessi-
ble experimentally (i.e., above 0 °C). This is consistent with cloud temperature
data [201] where high HoClz concentrations led to phase separation below the
temperature window experimentally accessible.

7.4.2 Obtaining £(t, Ty;,) from USAXS Profiles

A typical USAXS I(q) plot obtained using a dense phase of an initial BSA concen-
tration of 175 mg/mL and a HoCl;/LaCl; ratio of 25/15 (Ty;, = 45 °C) is shown
in Figure 7.2.
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Figure 7.2: Typical raw USAXS data (initial BSA concentration = 175 mg/mL,
HoCl3/LaClg ratio = 25/15, Ty;, = 45 °C. Data were smoothed by binning every 5
points. The first curve corresponds to t = 60 s after the T' jump, the last tot = 510 s.
The characteristic length scale of the respective systems was calculated as & = 27/ qmaz-
The curves shown here were taken in time intervals of 30 s. See text for details.

From the raw USAXS data, £ = 27/¢ma: values were extracted and plotted
as functions of time. Data sets of {(¢,T},) for each sample composition and at
different jumps to T%;, are shown in Figure 7.3.
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Figure 7.3: {(t,T};y,) profiles of different HoCl; /LaCly mixing ratios. The legends
indicate T, (°C). We note that for long observation times t, {(t, T;,) reaches a
plateau as confirmed by very small-angle neutron scattering data (see the Sup-
porting Information.)

In the case of the lowest HoCl; concentration (Figure 7.3 a), (¢, T") follows the
power law growth of & ~ t'/? to a good approximation for all T tin. Interestingly,
the power law and its temperature dependence can be strongly influenced by
different HoCl;/LaCl; ratios as becomes apparent from a comparison of Figure 7.3
a-c. With increasing T;, and HoCls concentration, the growth of (¢, T%;,) slows
down, potentially approaching an apparently arrested state or strongly delayed
kinetics of transformation at the highest T'%;,, and the highest concentrations of
HOClg.

A possible scenario to rationalize the slowdown observed in the growth of £ with
increasing HoCly concentrations would be as follows. First, a higher HoCl; /LaCls
ratio widens the BSA-HoCl3/LaCls binodal and therefore influences the volume
fraction of the USAXS samples that are located on the dense branch of the binodal
(cf. Figure 7.1). In addition, multivalent salt has been shown to partition prefer-
entially into the dense coexisting phase upon LLPS [10]. Moreover, the affinity of
Ho®T cations to BSA appears to be higher than that of La*" cations [201]. Finally,
Ho3* cations induce a stronger interprotein attraction than La®" cations [201]. Tt
is therefore reasonable to assume that our samples are enriched with Ho?*t, which
enhances the interprotein attraction. Thus, it seems likely that the combination
of a higher protein volume fraction (which is more prone to arrest) and a stronger
protein-protein attraction gives rise to the observed stronger tendency for arrest in
the samples with more HoCls and therefore deviates from the £ ~ t!/3 behavior.

We note that for systems with the highest HoCl3 concentrations and the highest
T, the corresponding intensities I(gmq,) feature a nonmonotonous behavior. In
the present publication, however, we focus on the behavior of £(¢,TY;,) and do
not intend to analyze the behavior of the intensity. We note that while some of
the samples appear kinetically hindered in some form for long observation times,
we cannot rule out that under certain conditions, a slight coarsening of the struc-
ture might still occur for substantially longer times. Furthermore, we note that
&(t, Tyin) saturates for very long time scales, as expected and as independently
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confirmed using very small-angle neutron scattering (VSANS) [163, 262] (see the
Supporting Information).

Interestingly, the plateau value of £(¢, Tf;,) in the samples containing the highest
HoCl;/LaCl; ratio shows a lower &(t,1,) for higher T';, (Figure 7.4). This ob-
servation aligns well with a study conducted by Gibaud et al. [258] on a lysozyme
system with an upper critical solution temperature. Gibaud et al. trace back their
findings to the fact that arrest occurs in the early stage of spinodal decomposition.
Given this explanation and our observation that, in the samples with the highest
HoCl; concentration, £ does not grow with time (Figure 7.3 ¢), we therefore ten-
tatively assume that in this sample arrest can indeed occur at an early stage of
phase separation. In addition, the data shown in Figure 7.4 indicate that even in
the arrested state approached at long times for all temperatures in the samples
with the highest HoCl;/LaCl; ratio, £(t, T:,) is still tunable by choosing different
T'tin, which is of potential interest for the fabrication of protein-based materials
with temperature-responsive structures.
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Figure 7.4: {(t,T};,) at long times (t ~ 870 s) obtained from the late-stage data
of the samples with the highest HoCls /LaCls ratio (cf. Figure 7.3 c).

Considering that both Ho*" and La?" used here are trivalent and part of the
lanthanide series, it is remarkable how strong the differences in the kinetics are,
induced by only a small change in their relative initial concentrations. Thus, even
small changes in the composition of the samples lead to substantial changes in
the phase transition kinetics. This is qualitatively consistent with the observation
of strong differences in the phase transition temperatures of BSA (cf. Figure 7.1
and ref 201) upon small changes of the multivalent salt ratios. In the experiments
described in ref 201, it was found that Ho®* cations have the strongest affinity to
BSA and also induce the strongest BSA-BSA interactions. La3* cations are the
weakest agents in both respects. In addition, protein-protein interactions were
found to be fine-tunable by varying cation mixture ratios. These results underline
the importance and strength of ion-specific effects also for trivalent ions, similar
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to the famous Hofmeister series (established mostly for monovalent ions) [263].

By controlling the protein-protein interactions of our systems, we are able to
tune the effective depth of the temperature jump [65, 256] into the coexisting
regions of our samples by varying the ratio of a salt inducing strong and weak
protein-protein interactions (HoCls and LaCls, respectively).

Moreover, we are able to influence the onset of arrested states via both strength
of the cation-induced protein-protein interaction and temperature. This manifests
itself in the increasing deviation from the power law growth of & ~ t/3 with
increasingly attractive overall interactions. This observation can potentially be
explained wia the formation of clusters via cation-induced protein bridging [95].
The fact that arrest occurs at high 7T%;, and at high HoCls concentrations can
also be tentatively attributed to the fact that the high protein concentration and
the strong interprotein attraction induced by Ho?" cations [201] can lead to the
formation of an attractive glass [254]. Importantly, the present study shows how
subtle differences in sample composition, brought about by different salt ratios,
can lead to large macroscopic differences in sample behavior and, intriguingly,
allow for tuning of the phase behavior in a rational way.

7.5 Conclusions

We have established that the growth of the characteristic length scale £(t, T¥;;,) of
our systems consisting of BSA with different mixing ratios of trivalent salts slows
down with increasing temperature and increasing concentrations of the salt HoCl;
inducing strongly attractive interactions up to the point that the system appears
to be in a locked-in or arrested state. Intriguingly, we are able to influence the
onset of arrested states by varying the ratios of different multivalent salts. We
note that the specific behavior and the specific differences of (multi)valent ions
and in particular their mixtures and interactions with proteins appears to not
lend itself to simple explanation. In particular, effects of inhomogeneous cation
distribution and their different affinities to proteins [201, 221-223] can play a role.
Considering that the Hofmeister series for the seemingly simple monovalent ions
was established more than 100 years ago, but is still in need of investigation, it is
probably not surprising that for the more complex lanthanides a simple explana-
tion appears elusive at present. Nevertheless, the data presented in this publication
demonstrate that we can combine two control parameters — temperature and ra-
tio of multivalent salts introducing strong and weak interprotein attraction — to
obtain multidimensional control of the phase behavior of the system.

With this paper we hope to have provided new and interesting data on cation-
induced liquid-liquid phase separation and its kinetics in proteins and to stimulate
further theoretical work on these highly complex systems. Our results open new
opportunities to tune phase transitions not only in proteins, but also in colloidal
or polymer systems sensitive to external stimuli such as temperature or ionic
strength. This is of particular interest for the design and development of smart
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materials such as gels used to purify water [232].
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Chapter 8

Protein condensation in the
presence of lanthanide metal ions:
relating local structure at the
metal centres to phase behaviour

This chapter is based on Ref. 264.

8.1 Abstract

Liquid-liquid phase separation (LLPS) of protein solutions plays an important
role in protein condensation diseases, cell signalling and protein crystallisation.
A thorough investigation of the mechanisms behind LLPS is therefore crucial.
Multivalent salts such as YCl3 have been shown to induce a hydration entropy-
driven LLPS with a lower critical solution temperature (LCST-LLPS) in aqueous
solutions of negatively charged proteins such as bovine serum albumin (BSA), pro-
viding an intriguing experimental framework for a comprehensive study of LLPS in
proteins. Here, the mechanism of LCST-LLPS in these systems is investigated on
a molecular level by probing the local chemical environment of the Y3+ cations us-
ing extended X-ray absorption fine-structure (EXAFS) spectroscopy. The EXAFS
profiles presented show that the Y3 coordination number (CN) decreases with
increasing protein concentration and temperature. The decrease of the CN is due
to the partial substitution of hydration water molecules around the Y3* cations
by protein carboxyl groups upon Y3* coordination by the protein. The results
of this study thus provide molecular-level evidence that the release of hydration
water molecules around cations upon protein-cation binding and cation-mediated
protein-protein bridging represents an important contribution to the hydration
entropy-driven LCST-LLPS.

8.2 Introduction

The interactions of biological macromolecules, in particular proteins, in aqueous
solutions are highly complex and depend on a number of environmental parameters
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including the concentrations of the macromolecules themselves and of co-solute
ions, pH, pressure, and temperature. In contrast to DNA or conventional colloidal
systems, patches of both positive and negative charges can coexist on the surfaces
of proteins. Moreover, globular proteins also exhibit more irregular geometries and
anisotropy compared to DNA and conventional colloids, implying that complex
and heterogeneous charge patterns prevail. Together with other interactions, such
as hydrophobic and hydration effects, these factors make the phase behavior of
protein solutions very difficult to predict or model [265], especially in the absence
of incisive structural information that can be used to confront and/or validate
model predictions.

In spite of these challenges, protein systems can nevertheless exhibit common
properties. As an example, the phase diagrams of several proteins have been shown
to feature liquid-liquid phase separation (LLPS) into a protein-poor (dilute) and
a protein-rich (dense) phase [10, 57-60, 63, 64]. Importantly, LLPS can precede
and/or enhance the growth of protein crystals [10, 58, 60, 82, 176, 266|, provi-
ding an intriguing possibility to rationally manipulate pathways towards obtai-
ning diffraction-quality crystals for structural analysis [82, 85, 87]. In addition to
its important role in protein crystallisation, LLPS is also known to influence sig-
nalling pathways and intracellular communication of living cells [18-21], affect the
stability of protein-based pharmaceuticals [3, 15] and cause protein condensation
diseases such as eye cataract or sickle cell anemia [17, 64, 133, 267]. A detailed
mechanistic understanding of LLPS in protein solutions is thus of utmost impor-
tance for many research areas and calls for both computational and experimental
approaches to this topic.

Several theoretical studies [30, 31, 33, 49, 50] suggest that short-range attrac-
tions can lead to a metastable LLPS in colloidal systems. Importantly, this con-
cept can also be used to rationalise LLPS in protein systems [57, 65, 258]. Thus,
a common approach to actively induce LLPS of protein solutions for the sake
of experimental investigations thereof is the addition of nonadsorbing depleting
species such as polymers [64, 268, 269] which introduce the desired short-range
interprotein attraction.

Alternatively, the latter can be induced by multivalent cations. Throughout
the past years, we have therefore studied the effect of ion charges, introduced
via di- and trivalent metal cations, on the phase behavior of aqueous solutions
of negatively charged globular proteins [8-10, 12-14, 82, 83, 86-90, 269, 270].
Our studies confirm that the cations directly interact with the protein surface
and, under certain circumstances, can bridge neighbouring protein molecules. This
phenomenon has been rationalised via a patchy particle model [96, 260] based on
Wertheim theory, combining a hard sphere repulsion and a short-range attraction
term [95]. The cation-induced protein-protein interactions can lead to a rich phase
behaviour, including re-entrant condensation [8, 9], protein crystallisation [82, 86—
88, 266, 270] and, importantly, metastable LLPS [10, 12] (see Fig. 8.1).

Fig. 8.1 illustrates the phase behaviour of BSA in the presence of a multivalent
salt such as YCls3. At low salt concentrations ¢y (Regime I), only few cations
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Figure 8.1: Generic phase diagram of BSA in the presence of a lanthanide chlo-
ride. Reentrant condensation and LLPS are shown. Axis labels represent the log-
arithmic protein (In ¢,) and salt concentrations (In c¢,). The dashed arrow illus-
trates a change in phase behaviour with increasing cs;. The samples measured
in this study (Table 8.1) are indicated by the grey sphere symbols. Samples 1
and 5 (not indicated here) are the reference without BSA and a thermally dena-
tured sample, respectively (Table 8.1). Details on the phase diagram are given in
Refs. 8-10, 12, 95 and in the text.

bind to BSA, the net protein charge is negative, the overall attraction is repulsive
and the solution appears clear upon visual inspection. Upon increasing ¢, (dashed
arrow), cations bind to and bridge BSA molecules, introducing a short-range at-
traction between the protein molecules and rendering the solution turbid due to
protein clustering. This region of the phase diagram is referred to as Regime II.
For samples located inside the area indicated by the blue ellipsoid, metastable
liquid-liquid phase separation (LLPS) into a dilute (protein-poor, pink sphere)
and a dense (protein-rich, purple sphere) phase can occur. At even higher c;,
the overall charge of the protein is inverted due to a high amount of multiva-
lent cations binding to its surface; the overall interaction of the system becomes
repulsive again [8-10, 12, 95].

Importantly, the metastable LLPS indicated in Fig. 8.1 has been shown to fea-
ture a hydration entropy-driven lower critical solution temperature (LCST) phase
behaviour in systems of bovine serum albumin (BSA) and various multivalent
salts [13, 89, 201]. We propose that a partial release of hydration water molecules
around multivalent cations plays a decisive role in the entropic contribution to the
LCST-LLPS [13]. We further predict that, according to the LCST phase diagram,
binding and bridging of proteins by the cations should be enhanced with increa-
sing temperature [13]. However, a detailed insight into the binding and bridging
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mechanism is yet to be obtained on the atomic scale.

Typical techniques used for thermodynamic studies such as this one include
calorimetric methods, most commonly differential scanning and isothermal titra-
tion (DSC and ITC) calorimetry. These methods are capable of providing insight
into the thermodynamics of protein-cation interactions. Additionally, detailed in-
formation on the interparticle potential can be obtained by scattering methods,
notably small-angle scattering. However, a mechanistic understanding of the phase
separation induced by the binding of multivalent cations to BSA requires precise
information on the local structure and the chemical interactions at the cationic
centres.

In this study we therefore apply X-ray absorption fine-structure (XAFS) spec-
troscopy, which probes the local structure around the cations. This method is
based on the excitation of core electrons from the metal centres with photon
energies near the photoionisation threshold. At photon energies just below the
ionisation potential, X-ray absorption near-edge structure (XANES) is observed,
which arises from transitions that provide information on the density of unoc-
cupied states in the valence region, and hence the chemical state of the absorb-
ing atoms. Beyond the ionisation potential, the spectra exhibit extended XAFS
(EXAFS) oscillations due to backscattering of the low-energy photoelectrons by
atoms in the close vicinity (up to about 5-6 A distance) of the X-ray absorber. The
EXAFS oscillations arise because the phase difference between the outgoing and
backscattered waves depends on the kinetic energy of the photoelectrons which
increases with photon energy. The principal contribution to the phase-difference
is the product of the photoelectron momentum k and the round-trip distance
2R, but there are also energy-dependent contributions arising from the interac-
tion with the potentials of the excited atom and the backscatterers. The Fourier
transform of the EXAFS is thus akin to a modified radial distribution function
of atoms around the X-ray absorber, which can be analysed in detail by iterative
fitting of a structure model. For the present work it is important that the ampli-
tude of the EXAFS oscillations depends on the number of backscattering atoms
located at a distance R from the absorber (usually referred to as the coordina-
tion number or CN). The amplitude of the oscillations is also influenced by the
element-dependent backscattering strength of the atomic potentials, the inelastic
losses of electrons while travelling the distance 2R. Dephasing of the backscat-
tered photoelectron wave through thermal and static disorder is usually accounted
for by a Debye-Waller factor [155]. The Debye-Waller approximation holds only
if disorder is small and/or harmonic (Gaussian) in nature. For the description of
strong and/or non-harmonic disorder, more advanced models need to be used.

In this study, we present in situ EXAFS measurements at the Y K-edge to study
the aqueous BSA-YCl; system described above. We investigate both a protein-
poor and a protein-rich phase obtained via LLPS of a sample prepared inside the
LLPS region (blue ellipsoid in Fig. 8.1). A larger CN of Y3* is observed in the
dilute phase than in the dense one, indicating a higher degree of hydration of Y3+
cations in the dilute phase. We then subject both phases to a temperature (7)
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increase. In the dense phase, a decrease of the CN with increasing 7" is observed,
pointing towards an increase in cation-mediated protein bridging. We discuss our
findings in the context of our LCST-LLPS model and the patchy particle model
rationalising the latter [13, 95].

8.3 Materials and Methods

BSA (> 98% purity, product number A7906) and YCl3 (anhydrous, 99.99% pu-
rity) were purchased from Sigma Aldrich (now Merck, Darmstadt, Germany). So-
lutions were prepared by dissolving desired amounts of protein or salt in deionised
degassed MilliQ water (18.2 M, Merck Millipore, Darmstadt, Germany). The
exact concentration of the protein stock solution was then determined by UV-Vis
spectroscopy (absorbance at 280 nm [1]).

A summary of the samples measured is given in Table 8.1 and their locations in
the BSA-YCIl3 phase diagram are indicated in Fig. 8.1. In order to obtain dense
and dilute phases of a sample exhibiting LLPS (samples 3 and 4 in Table 8.1;
blue ellipsoid in Fig. 8.1), a sample with an initial concentration of 40 mM YCl;
and 175 mg/ml BSA was prepared at room temperature (RT) and centrifuged for
5 min at ~12,000 g (MiniSpin centrifuge, Eppendorf), resulting in separation of
the solution into a protein-rich (dense) and a protein-poor (dilute) phase at RT.
The dense and dilute phase were then measured independently via EXAFS. As a
reference, a 200 mM YCl; aqueous solution without BSA (sample 1, Table 8.1)
was measured.

Sample YCl; (mM) BSA (mg/ml) Description

1 200 0 Reference (no BSA)
2 46 175 Single phase (cal. & ref.)
3 40 175 dense (after LLPS)
4 40 175 dilute (after LLPS)
5 40 175 denat. (after LLPS)

Table 8.1: A list of samples discussed in this study. Other samples were measured
for reference. “Cal.” indicates calibration, “ref.” indicates reference and “denat.”
indicates a thermally denatured sample. All samples were prepared at room tem-
perature (RT). One sample was prepared per category and at least 2 scans were
recorded per sample. The measurements indicate a high degree of reproducibility
(cf. Fig. 8.7). Sample locations in the BSA-YCl; phase diagram are indicated in
Fig. 8.1.

EXAFS data were measured in transmission mode at the quick XAFS beam-
line B18, at Diamond Light Source (Didcot, Oxfordshire, UK). The synchrotron
electron storage rings were operating with an energy of 3 GeV and a current of
300 mA. B18 is a bending magnet beamline and uses a silicon (311) crystal as
a monochromator. A gas ion chamber was used for monitoring the intensity I
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of the incoming monochromated X-ray beam. All spectra used in this study were
measured in transmission mode. Each spectrum could be acquired over a period of
~ 3 minutes. The beam size was approximately 100 gm (height) - 250 pm (width).
EXAFS measurements were performed in a temperature range from 15 to 40 °C.

The experimental setup (Fig. 8.2) was as follows: a plastic tube containing 2 ml
of sample was placed into an aluminium block (Fig. 8.2). The temperature of the
aluminium block was controlled by water lowing through a piece of silicon tubing
coiled thoroughly around the aluminium block. The geometry of the aluminium
block allows for X-ray transmission across the plastic tube as well as fluorescence-
yield detection perpendicular to the beam path. EXAFS fitting was carried out in
the R-space over a k-range of 3-12 A~! and a R-(distance to the scattering atom)
range of 1-4 A using the Demeter software package [156]. The overall amplitude
factor Sp? was fixed at 1 while all the other parameters energy (AFE), bond distance
(A R) and the Debye-Waller factors (0?) were allowed to float.

Removable Eppendorf
centrifuge tube I

water bath \

flow
thermostat

Transmitted
7 X-rays

Incident /
X-ray beam

X-ray
fluorescence

Cylindrical Al block sample holder with
liquid flow coil for temperature control

Figure 8.2: Experimental setup. The temperature of the plastic tube containing
the sample (light green cylinder) was adjusted and controlled by a coiled tubing
(blue) connected to a water bath and surrounding the aluminium block (grey).

8.4 Results and Discussion

The K-edge X-ray absorption fine-structure (XAFS) spectra of Y3+ were deter-
mined for a homogeneous (non-phase-separated) BSA-YCl; sample as well as for
the dense and dilute phases obtained through LLPS. As references, spectra of a
BSA-free 200 mM YCl; solution and of a BSA-YCl; solution denatured at 80 °C
were also recorded (samples 1 and 5 in Table 8.1). A selection of normalised
near-edge absorption spectra from these measurements is reproduced in Fig. 8.3.

It can be seen that the overall Y K X-ray absorption near-edge structure
(XANES) remains very similar for all data, with a strong resonance (‘white line’)
at a photon energy of 17056 eV. The same overall XANES was indeed observed
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Figure 8.3: (a) Y K XANES and first EXAFS oscillations of the dilute phase at
15 °C and 40 °C, as well as of the dense phase at 15 °C; note the similarity of the
spectra suggesting the absence of major changes in electronic and geometric structure.
(b) Close-up of the peak of the main XANES resonance in (a), indicating weak, but sig-
nificant differences. (c) Close-up of the first EXAFS oscillations in the spectra from (a),
likewise indicating weak, but significant differences. (d) Y K XANES and first EXAFS
oscillations of the dilute phase at 15 °C alongside the spectra of the dense phase at 15°C
and 40 °C, again indicating the absence of major changes in electronic and geometric
structure. (e) Close-up of the peak of the main XANES resonance in (d), indicating
weak, but significant differences. (f) Close-up of the first EXAFS oscillations in the
spectra from (d), indicating weak, but significant differences. The changes observed are
well within the reproducibility limits of the spectroscopic measurements (cf. Figs. 8.7-
8.9 in the Supporting Information, Section 8.7.1).
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for all samples investigated, with no strong variations in white line intensity, ab-
sorption edge energy position or appearance of additional XANES features. This
suggests that the electronic structure of the Y absorbers remained broadly com-
parable throughout the study, with no strong changes due to, e.g., exchange of lig-
ands with different elemental composition, local coordination geometry changes or
Y oxidation state variations. However, closer inspection of the data in the regions
of the main XAFS features reveals subtle, but significant variations, suggesting
that the XAF'S spectra are sensitive to subtle structural and/or electronic changes
resulting from temperature variations and Y-protein interactions. These are illus-
trated in Fig. 8.3 through the magnified plots of spectral regions, which indicate
changes that are on the order of about 10 percent of the fine-structure amplitudes,
i.e., on the order of 0.01 within the normalised X-ray absorption spectra, which is
an order of magnitude higher than the reproducibility of the spectroscopic mea-
surements, i.e. well beyond the error bar (cf. Figs. 8.7-8.9 in the Supporting
Information, Section 8.7.1). In the following, we will analyse the temperature-
dependent EXAFS variations associated with the dilute and dense phases formed
by LLPS.

In Fig. 8.4 we show EXAFS data and their Fourier transforms, which were
derived from the data presented in Fig. 8.3. The Fourier transforms show that the
observed reductions of the EXAFS amplitudes stem from a weaker pair correlation
between the Y centres and their neighbour atoms. It was found that the EXAFS
functions could be reproduced by models containing only oxygen as the atomic
species binding to the metal centres. No evidence of binding to atoms other than
oxygen, e.g. from the chloride ions present in the solutions, was evident in the
EXAFS. A table with all parameters found by the iterative fitting analysis is given
in the Supporting Information (Table 8.2, Section 8.7.1). The results (Fig. 8.5)
reveal an overall higher oxygen CN in the dilute phases than in the dense one.
Moreover, the CN of the homogeneous phase before phase separation was found to
be at a value much closer to those observed for the dense phases (green triangle in
Fig. 8.5). We note that, during our analysis, particular attention was paid to the
well known correlation between the magnitude of the CNs and the Debye-Waller
factors, which both influence the amplitude of the EXAFS oscillations, with high
Debye-Waller factors tending to reduce the EXAFS amplitude, especially at higher
k-values, while high CNs increase the overall amplitude. It is this counteracting
correlation between these two amplitude factors that determines most of their
statistical uncertainty when analysing individual spectra. As can be seen from
Fig. 8.6, however, within the statistical uncertainties the values of the determined
Debye-Waller vary very little, and they are very consistently slightly above (but
close to) the value found for a homogeneous Y Cl; solution in the absence of protein.
The slight increase can be rationalised by disorder in the local coordination due
to interactions with protein molecules (see below). Moreover, the Debye Waller
factors for dilute and dense phases were found to be virtually identical, suggesting
that the observed difference between the EXAFS amplitudes of dilute and dense
phases really stem from variations in the CNs and not from thermal or static
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disorder. For both temperature series there also appears to be a weak overall
increase of the Debye-Waller factors as a function of temperature, which is likewise
an expected observation due to increasing thermal disorder.
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Figure 8.4: (a) k*-weighted Y K-edge EXAFS of the dilute phase at 15 °C as well
as the dense phase at 15 °C and 40 °C; note the decreased amplitude of the EXAFS
oscillations from the dense phase which decreases further upon heating. (b) Moduli
of the Fourier-transformed EXAFS functions from (a). A reduction of the intensity
of the peak around R = 1.8 A suggests that the reduced EXAFS amplitudes stem
from a weaker pair correlation between the Y centres and their ligand O atoms. (c)
k2-weighted Y K-edge EXAFS of the dilute phase at 15 °C in comparison with its
EXAFS at 40 °C and with a denatured sample obtained by heating a 40 mM YCls
solution with 175 mg/ml BSA to 80 °C. As in (a), decreased EXAFS amplitudes are
evident. (d) Moduli of the Fourier-transformed EXAFS functions from (c), showing
that the reduced EXAFS amplitudes stem from a weaker pair correlation between the
Y centres and their ligand O atoms. The observed changes on the order of are well
within the reproducibility limits of the spectroscopic measurements (cf. Figs. 8.7-8.9 in
the Supporting Information, Section 8.7.1).

Thus, these findings based on the fitting analysis can be rationalised using our
previous explanation of LCST-LLPS [13] as follows.
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For the dilute phase, we find oxygen CNs just below and up to 11 (black data
points in Fig. 8.5). These coordinating oxygen atoms stem very likely predomi-
nantly from water molecules bound to the Y3* centres because we also observed
a CN of 11 in the absence of BSA for a 200 mM YCls aqueous reference solution
(blue line in Fig. 8.5). Furthermore, there were no significant differences in the
XANES regions of the reference and the dilute phase spectra (data not shown),
which lends further support to a view that the speciation in the dilute phase and
in aqueous YCl; is very similar. We cannot exclude that unspecific binding of
Y3+ cations to the BSA surface takes place, but if so, it will, in all likelihood,
be limited to one such interaction per metal centre, because coordination by sur-
face functional groups from a second BSA protein molecule would require steric
crowding that is impossible to reconcile with the observed high CNs. In addition,
surface residues other than carboxylates are unlikely to feature the electrostatic
properties (such as a strong local concentration of the negative charge) required
to bind the highly positively charged Y3* cations.

15 } """ m dilute @ dense
o homogeneous dense|(denat.)
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=}
c
_5 10.5
® 200 mM YCiI,
<100 1 (no BSA)
: ~t
O 95

10 15 20 25 30 35 40 45 50 55
T (°C)

Figure 8.5: EXAFS-derived oxygen CNs around the Y** centres in dense and
dilute phases after LLPS (initial concentrations = 175 mg/ml BSA and 40 mM
YCl;) and in a homogeneous, non-phase-separated sample (175 mg/ml BSA and
46 mM YCl;). The straight red and black lines represent linear fits to the CN in
both the dense and dilute phase. The blue line indicates the CN of a 200 mM
pure YCI3 solution in the absence of BSA. A thermally denatured sample was
measured as a reference and lies below the CN of the dense phases, as expected.
See text for details.

In the dense phase, the oxygen coordination number is significantly lower (i.e.
relatively less YT is surrounded by water molecules), suggesting that a higher
fraction of the total number of Y?* cations present interacts with BSA. Because
of the steric crowding traced back to cation-mediated protein-protein bridging,
this interaction is the likely cause of the observed reduction of the average CN, to
values around 10.0+0.2 (Fig. 8.5). Based on protein crystal structures obtained
via Y3T-mediated protein bridging [82], we assume that one cation usually bridges
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two BSA molecules via multidentate coordination involving up to four carboxyl or
carboxylate groups per protein molecule. In the case of the protein S-lactoglobulin
(BLG) which has a similar reentrant phase behaviour and, importantly, crystallises
via Y3*-mediated protein bridging, X-ray diffraction reveals a maximal coordina-
tion by 5 protein oxygens [82]. We note that this number is a reasonable order of
magnitude for proteins with the kind of phase behaviour shown in Fig. 8.1, but
given the fact that BSA and BLG are very different protein systems, the number
of coordinating oxygen atoms cannot necessarily be easily transferred from one
system to the other.

A similar coordination of Y3+ by BSA is likely to be entropically favoured due to
the release of water molecules from the hydration layers surrounding both cations
and protein [13] upon cation-protein binding and cation-mediated protein bridg-
ing. This entropy-driven interaction would already be present in the homogeneous
phase prior to LLPS, which is in line with our observation of similar CNs for the
homogeneous and the high density phase (vide supra). We remark that also the
CN for the dilute phase slightly below 11 are consistent with the expectation that
some Y3T cations are bound to the proteins and not only surrounded by water
molecules. Consequently, we assume that the smaller overall CN in the dense phase
can be attributed to a significant fraction of Y3+ binding to BSA, which is also
in line with the much higher BSA concentration in this phase. Assuming double
bidentate binding, the predominant structure will be BSA-Y3T-BSA bridges. Im-
portantly, we further observe that, particularly in the dense phase, the overall
values of the oxygen CNs decrease with increasing temperature, indicating that
protein-protein bridging plays a more important role at higher temperatures, i.e.
more Y3F cations are not hydrated. This is underlined by the linear fit to this data
set (red line in Fig. 8.5; slope = -0.015 4 0.004). The effect is not as pronounced
in the dilute phase (black line in Fig. 8.5) as indicated by its small slope (-0.006
+ 0.004) and its relatively high error bar compared to that of the linear fit to the
dense phase data.

In addition to the samples discussed above, we measured a sample containing
175 mg/ml BSA and 40 mM YCl; after thermally denaturing it by immersion
into hot (84 °C) water. We observe the CN of its Y3 cations to be 9.7, i.e.
even lower than that of the dense phase. We suggest this to reflect the fact that
upon (partial) unfolding of BSA due to denaturing, the protein features a surface
geometry different from its native one. This can include a scenario in which Y3*-
binding charged residues such as carboxylates which are predominantly found on
the native protein surface are now on the inside of a coiled, gel-like network of many
unfolded protein molecules. This, in turn, implies that Y?* cations interacting with
this network can be surrounded by even more carboxylates than when they are
bridging native, folded proteins via surface-exposed residues.

It is interesting to note that the liquid-liquid phase separation of our protein
solutions clearly observable on macroscopic length scales is reflected in rather
subtle changes of the CN of Y3* cations (i.e., a microscopic quality) upon crossing
the LLPS boundary. This phenomenon is reminiscent of similar studies in Si-O
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Figure 8.6: Debye-Waller factors of the respective samples as a function of tem-
perature.

[271] and dielectric as well as ferroelectric systems [272]. In the first example, the
length of the Si-O bond changes only very little as a function of temperature. The
authors conclude that the thermal expansion of the material in question is much
lower than expected on previous estimates. The second example illustrates that
local distances between Bi and Ti atoms hardly change when an electric field is
applied. Nevertheless, they do change their relative positions, thereby assuming a
different distribution and changing the overall properties of the respective systems
under investigation. Similarly, in our protein-cation system, a relatively small
change in the distribution of water molecules around cations and protein molecules
prompts a pronounced change in the global properties of our system.

8.5 Conclusions

In this study, we investigated the dependence of the coordination number (CN)
of Y3* cations in a BSA-YCl; system featuring liquid-liquid phase separation
with a lower critical solution temperature (LCST-LLPS) into a protein-rich and
a protein-poor phase. We observe that the CN of Y3t is consistently lower in the
protein-rich phases than in the corresponding protein-poor ones. This difference
between the coordination numbers of both phases is traced back to the fact that
in the dense phase cation-induced protein-protein bridging is dominant, meaning
that few oxygens stemming from carboxyl groups on the BSA surface surround the
Y3+ cations. In the dilute phase, however, Y3t cations are primarily surrounded
by oxygens from water molecules and therefore show an overall higher coordina-
tion number. In addition, the CN of Y3* in the protein-rich phases features a
pronounced temperature dependence, reflecting the increase of cation-mediated
protein-protein bridging with increasing temperature.

Our observations reflect the LCST-LLPS mechanism remarkably well. This
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study allows us to link changes in the coordination number of Y3* to macroscopic
phase behaviour of BSA-YCl3 systems. The results reported here thus enable us
to provide atom-level evidence for the mechanism of LCST-LLPS reported ear-
lier [13, 14, 89]. With this study, we hope to stimulate further theoretical and
experimental research of charge-controlled interactions in soft matter.
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8.7 Supporting Information

8.7.1 Reproducibility of spectroscopic data and EXAFS
fitting parameters
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Figure 8.7: Series of temperature-dependent XAFS spectra of the dilute phase formed
by LLPS, demonstrating the reproducibility of the spectroscopic data.
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Table 8.2: Parameters obtained by the fitting analysis of the temperature-dependent
EXAFS spectra of the dilute and dense phases. Sample details are given in the main text.
Unless indicated otherwise, the initial pre-LLPS BSA concentration was 175 mg/ml in
all cases. Ty,eqs Is the temperature at which the measurement was performed.
indicates dilute phases and “den.” the corresponding dense phases obtained after LLPS.
“denat.” indicates a thermally denatured sample measured as a reference. The overall
amplitude factor, Sg, was fixed to 1. “CN” are the Y>* coordination numbers obtained
from the fits. R indicates the distance to the scattering atom (A). “DWF” (A=2) are the
Debye-Waller factors. “dEy” (eV) denotes the shift from the arbitrarily chosen energy

position, Fy, of the absorption edge. All data were obtained in transmission mode.

“dil.”

YCl; (M) Thneas CN DWF R dE,

46 (no LLPS) 23 10.35+£0.20 0.0091 + 0.0003 2.37 £0.002 -3.4 & 0.2
40 (dil.) 15 10.86 = 0.18 0.0092 + 0.0003 2.37 £0.002 -4.2 & 0.2
40 (dil.) 18 10.90 £ 0.20 0.0093 + 0.0003 2.37 £0.002 -4.3 + 0.2
40 (dil.) 25 10.924+0.19 0.0097 + 0.0003 2.37 £0.002 -4.1 & 0.2
40 (dil.) 30 10.78 £0.19 0.0095 + 0.0002 2.37 £0.002 -4.1 = 0.2
40 (dil.) 35 10.90 £0.19 0.0100 & 0.0003 2.37 £0.002 -4.2 == 0.2
40 (dil.) 40 10.68 £ 0.19  0.0098 + 0.0003 2.37 +£0.002 -3.9 + 0.2
40 (den.) 15 1022£0.20 0.0094 + 0.0003  2.37 £0.002 -3.2 £ 0.2
40 (den.) 18 10.20 £ 0.20 0.0094 + 0.0003 2.37 +£0.002 -3.8 + 0.2
40 (den.) 25 9.96 & 0.18  0.0095 + 0.0003 2.37 £0.002 -3.5 + 0.2
40 (den.) 30 9.92 £ 0.17  0.0095 + 0.0003 2.37 £0.002 -3.5 £ 0.2
40 (den.) 40 9.86 & 0.17  0.0098 + 0.0003 2.37 £0.002 -3.5 =+ 0.2
40 (denat.) 20 9.69 £ 020 0.0096 + 0.0003 2.37 £0.002 -3.7 £ 0.2
200 (no BSA) 23 11.02£0.27 0.0084 + 0.0003 2.37 +0.002 -3.2 & 0.2
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Chapter 9

Conclusions

The results obtained in the course of this thesis are first briefly summarised in the
following. Subsequently, open questions and inspiration for future investigations
are provided.

In the first part of the present thesis, a mechanistic explanation of LCST-LLPS
in solutions of BSA and YCl; was provided. Using zeta potential measurements
and isothermal titration calorimetry (ITC), it was found that this phase tran-
sition is driven by the entropic gain experienced by hydration water molecules
upon cation-protein binding and cation-mediated protein-protein bridging. These
findings regarding LCST-LLPS in a protein-multivalent salt system, of general in-
terest for research of soft matter thermodynamics, were published in the Journal
of Physical Chemistry B (Matsarskaia et al., JPCB 120 (2016), 7731-7736).

Given that LCST-LLPS also occurs in systems containing BSA and multivalent
salts other than YCls, the effect of the respective cations used was investigated in
the second part. The experiments performed focused on the salts YCl;, HoClz and
LaClj. Zeta potential measurements showed that the affinities of the three cations
to BSA can be rated according to their respective strengths as Ho*™ > Y3+ >
La3*. The same order of strengths applies to the interprotein attraction induced
by the three cations, as was shown by small-angle X-ray scattering (SAXS) and
temperature-controlled UV-Vis absorbance measurements. Considering the rather
similar ITC signals obtained for BSA-HoCl; and BSA-YCl; systems, it is clear
that cation radius is not the only parameter to be considered when comparing
the different BSA-cation systems. In fact, as backed up by similar findings by
other authors [223, 225, 226, the highly complex behaviour and hydration of the
lanthanides as well as their potential differences to yttrium need to be considered.
Nevertheless, the choice of the respective cation is a valuable tool allowing to
fine-tune the phase behaviour of protein systems. Notably, the fine-tuning can be
enhanced by using mixtures of cations with different affinities to BSA. This is
of relevance for, e.g., the design of polymer- or protein-based “smart” materials
sensitive to various parameters such as temperature and/or ionic strength. These
results have been published in Physical Chemistry Chemical Physics (Matsarskaia
et al., Phys. Chem. Chem. Phys 20 (2018), 27214-27225).

The fact that cation mixtures can be used to fine-tune phase behaviour in BSA
solutions was further exploited in the subsequent part of this thesis. Systems con-
taining BSA and mixtures with varying ratios of the strongly and weakly interact-
ing salts HoCls and LaCls were characterised with respect to the widths of their
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respective coexisting regions. A stronger overall attraction brought about by a
higher HoCl3 concentration led to a wider liquid-liquid coexistence region. To elu-
cidate the effect the different interprotein attraction strengths have on the kinetics
of phase separation, the dense coexisting phases of these samples were subjected
to temperature jumps with different final temperatures 7';,. The development
and growth of the characteristic length scale ¢ was monitored as a function of
time and T';,. Higher HoCls concentrations in combination with high T, were
observed to lead to an increasing deviation from the Lifshitz-Slyozov power law
predicting a growth behaviour of & ~ tY/3. In particular, higher HoCl; concen-
trations were shown to allow samples to enter an arrested state at relatively low
temperatures. These results underline that a careful choice of the multivalent salt
used has a strong influence on both thermodynamic properties and LLPS kinetics
of the samples used, providing a multiparameter framework for rationally manip-
ulating the properties of protein-salt systems. These findings are currently being
prepared for publication in the Journal of Physical Chemistry B (Matsarskaia et
al., J. Phys. Chem. B, Article ASAP, DOI 10.1021/acs.jpcb.8b10725 (2019)). .

In the final part of this thesis, the mechanism behind LCST-LLPS was moni-
tored using EXAFS in order to correlate the kinetics of this temperature-dependent
phase transition with changes in the local structure of Y?T-water complexes. To
this end, the coordination number (CN) of Y3* cations was monitored as a func-
tion of YCl3 and BSA concentrations. The measurements show that in the case of
a low BSA concentration (dilute phases of a phase-separated sample), the overall
CN of Y is higher than in the corresponding dense phases. In accordance with the
mechanistic explanation of LCST-LLPS in BSA-YCI; systems, this indicates that
in the dilute phase, Y?* cations are surrounded by more water molecules and con-
sequently coordinate a larger amount of oxygen molecules than in the dense phase
where cation-mediated protein bridging predominates. These results are currently
in preparation for publication in Phys. Chem. Chem. Phys. (Matsarskaia et al.,
in preparation).



Chapter 10

Open questions and directions for
future work

10.1 Surprising differences in phase behaviours
of similar experimental systems

The above research gives rise to several open questions. The first one concerns
the fundamental nature of the temperature-dependent LLPS observed in the sys-
tems studied here. While BSA shows LCST-LLPS in the presence of multivalent
salts and in the temperature window experimentally accessible, -lactoglobulin
(BLG) — a protein which is also net negatively charged and which also undergoes
reentrant condensation induced by YCl3 — shows a combination of UCST and
LCST behaviour depending on the salt concentration.® Whether this gives rise
to an hourglass- or closed-loop-type phase diagram is still subject to investiga-
tion. Begam and colleagues attribute the different phase diagrams of BSA-YCl;
and BLG-YClj systems to differences in the balance of cation-protein binding and
cation-mediated protein bridging [273].

An equally unresolved issue is the fact that human serum albumin (HSA) readily
crystallises in the presence of multivalent salts [270] while crystallisation of BSA
with multivalent salts has only been observed once (M. Wolf, F. Zhang, personal
communication). Given that BSA and HSA share a large part of their primary
sequences, the reason for this strong difference in their phase behaviours is yet
unclear. A possible explanation involves the fact that BSA contains a small fraction
of dimers which seem to be absent in HSA. The BSA dimers might change the
crystal nucleation kinetics in this experimental system, leading to the differences
in crystallisation behaviour observed experimentally.

Experimental indications that BSA-YCl; (N. Begam) and BSA-HoCl;/LaCl; (O. Matsarskaia)
systems may feature both LCST and UCST have been obtained, inter alia via (U)SAXS,
but the interpretation of the data is challenging for a variety of reasons.
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10.2 Comprehensive concept of cation and anion
influence on protein phase behaviour

The work presented here is concerned with the role of multivalent cations; the role
of the chloride (C17) counterions is not investigated. The latter has been studied
in great detail by Braun et al. [106], revealing strong differences in the phase
behaviour of BSA induced by C1~ and nitrate ((NO3)37) as Y3+ and La3* counte-
rions. The experiments have been further extended to studies of co-salting effects
of Hofmeister salts in BSA-La®" systems [274]. It is tempting to integrate these
data and those obtained in this thesis into the framework of the Hofmeister ef-
fects through further studies. However, care needs to be taken when doing so since,
while significant progress has been made towards understanding the Hofmeister
effect on a fundamental level, some of its aspect still remain unclear and, in addi-
tion, lanthanides were not part of the original Hofmeister series.

10.3 Limits of the isotropic patchy particle
model

The patchy-particle model used to rationalise the phase behaviour observed experi-
mentally [95] assumes an isotropic distribution of patches. Similarly, the analysis of
the SAXS data obtained in the course of this thesis is mostly based on a sticky hard
sphere (SHS) model, equally assuming an isotropic attractive interaction. How-
ever, when studying cation-specific effects on the phase behaviour of BSA, an inter-
esting aspect to consider is the anisotropy of protein-cation complexes given that
both the protein itself as well as the distribution of cation binding sites are very
likely at least slightly anisotropic. Kern and Frenkel [68] established a theoreti-
cal framework for anisotropically patchy systems and for future research it would
be intriguing to apply a model similar to theirs to the cation-BSA systems studied
here. This may help obtain a more detailed understanding of cation binding in
situations where the isotropic patchy particle model reaches its limits. Similarly,
the potential decoupling of cation-protein binding and cation-mediated protein
bridging (discussed in Chapter 6) is an intriguing aspect not yet fully understood
and certainly worth investigating from a theoretical point of view.

10.4 Thermodynamics and hydration of
lanthanide cations

A very interesting albeit highly complicated topic are the intricate and fascinating
chemical and physical properties of the yttrium and lanthanide salts used in the ex-
periments described here. As discussed in Section 6, several studies [122, 221, 222]



129

established a semi-quantitative relation between cation radius and affinity to differ-
ent macromolecules including proteins. On the other hand, other studies [223, 224]
including the present one underline that a strictly monotonous dependence of affin-
ity on cationic radius is not always given. An important factor to be considered
here appears to be the relation between the chemical and physical properties of
yttrium and the lanthanides. In fact, although yttrium has been found to be
sufficiently similar to the lanthanide series to be considered and treated like a lan-
thanide [110], Moeller et al. [225, 226] found that it is particularly yttrium which,
depending on its ligand, seems to give rise to molecular complexes the stability
of which resembles either the heavier or the lighter lanthanides. This interferes
with a straightforward classification of yttrium and its affinity to BSA with re-
spect to other lanthanides. Gomez et al. [223] tentatively trace the observations
of a non-monotonous relation between cationic radius and cation-protein affinities
back to potentially incomplete dehydration of Y3+ cations. With ion hydration
being a well-known driving force of ion-ligand interactions (see, e.g., Refs. [194]
and [275]) and the LCST-LLPS in the experimental systems studied here being
a hydration entropy-driven process, this is clearly an aspect warranting further
attention.

The properties and behaviour of the lanthanides have been studied extensively
using various experimental techniques [79, 80, 105, 113-115, 122, 276-278|. The
advancement of computational methods now allows to focus on aspects not easily
accessible by experiments such as polarisability and, importantly, hydration be-
haviour and dynamics [108, 116, 118, 121, 279-284]. In particular, precise enthalpic
and entropic contributions to the two latter aspects can be accessed computation-
ally [118, 121]. A comprehensive computational approach directed at disentangling
the thermodynamics of lanthanide-protein interactions on a fundamental thermo-
dynamic level, including explicit modelling of the lanthanide electron orbitals,
would help clarify many open questions. It is important to keep in mind that
the complexity of these systems — rooted in difficulties with modelling even pure
lanthanide solutions due to, inter alia, non-negligible relativistic effects [118, 124]
— will presently likely render the addition of a molecule as complicated as a pro-
tein into such calculations borderline impossible in terms of calculation times (M.
Dolg, personal communication). Nevertheless, advances in computational devices
will potentially allow for such calculations, or simplified subsets thereof, to be
performed in the future.
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