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Summary

Visual perception is one of the most relied-on senses of modern humans. Without func-

tional vision, individuals may have severe difficulties participating in their daily lives. How-

ever, with growing age, humans are at higher risk of developing severe visual impair-

ments, such as age-related macular degeneration (AMD), drastically damaging their

overall quality of life. AMD describes the phenomena in which individuals lose central

vision as they age. To overcome the negative impact of AMD, medical experts suggest

training procedures to help patients navigate their environment through eccentric vis-

ion. However, effective current methods suffer under the effects of attrition due to the

repetitiveness of the exercises. In prior work, researchers suggest digital games and en-

tertainment technology as tools to reduce the impact of attrition in digital interventions.

First investigations with screen-based games suggest lower attrition to AMD training, yet

potential distractions around the patient may affect the training. However, virtual reality

(VR) headsets may help overcome screen-based digital interventions’ potential short-

comings.

Therefore, this dissertation investigates whether VR games are feasible as a platform

for effective AMD training using immersive games and gaze-tracking technologies. In

study 1, we provide an overview of the quantification of the eye-tracking data quality

in VR for general gaze-contingent applications. We show that eye-tracking within a VR

headset is feasible for peripheral gaze-contingent applications. Further, in study 2, we

explore the influence of a salient gaze-contingent peripheral stimulus around a simulated

scotoma on eccentric viewing during a VR game. The results of this study showed that

such stimuli influence gaze directionality and stimulate eccentric viewing. In study 3,

we analysed the effects of salient gaze-contingent spatial cues and optical distortions

stimuli for eccentric viewing training during the same VR game. Our results of this study

suggest that spatial cues are better at assisting with eccentric viewing. In a final case

study, we evaluated whether a spatial gaze-contingent peripheral cue would help the

eccentric viewing of an AMD patient while gaming in VR. We showed that the results

found in studies 2 and 3 were replicated for the patient. Additionally, we indicate that

gaming in VR can be feasibly used for eccentric viewing training in an elderly population.

Overall the results of this dissertation provide new insights about how we may use
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VR, and digital gaming in combination with eye-tracking as a platform to develop im-

mersive, playful, and more engaging AMD visual training to help patients to increase

their overall quality of life.



Zusammenfassung

Die visuelle Wahrnehmung ist einer der meist genutzten Sinne des modernen Men-

schen. Ohne ein funktionierendes Sehvermögen stehen Einzelne vor meist sehr schwer

überwindbaren Herausforderungen im Alltag. Mit zunehmendem Alter steigt jedoch auch

das Risiko, dass sich schwerwiegende Sehstörungen wie die altersbedingte Makulade-

generation (AMD) entwickeln, die das gesamte Leben massiv einschränken. AMD be-

schreibt eine Erkrankung, die mit zunehmendem Alter zum Verlust des zentralen Sicht-

bereichs führt. Um die negativen Auswirkungen von AMD zu reduzieren, werden von

medizinischen Experten Trainingsverfahren durchgeführt, die den Patienten helfen sol-

len, ihre Umgebung über die Peripherie erfassen zu können. Allerdings kann es durch

die stark repetitive Natur des Trainings dazu kommen, dass die Nutzer die Übungen

nicht vollständig durchführen oder gar abbrechen. Um dieses Problem in den Griff zu

bekommen, schlagen Forscher digitale Spiele oder Unterhaltungstechnologie vor. Erste

Untersuchungen mit bildschirmbasierten Spielen zeigen, dass die Kombination von digi-

talen Spielen und AMD-Trainings effektiv ist. Allerdings können mögliche Ablenkungen

im Umfeld des Patienten das Training beeinträchtigen. Virtuelle Realität (VR) könnte je-

doch dazu beitragen, die potenziellen Schwächen bildschirmbasierter Interventionen zu

überwinden.

Diese Dissertation untersucht, inwiefern VR mit Unterstützung von Eyetracking Tech-

nologien eine effektive Plattform für die Entwicklung eines Spiele-basierten AMD Trai-

ningsansatzes ist. Studie 1 gibt einen Überblick über die Quantifizierung der Daten-

qualität von Eyetracking-Technologien in VR für allgemeine Blick-abhängige Anwendun-

gen. Die Ergebnisse der Studie zeigen, dass VR mit Unterstützung von Eyetracking-

Technologien für periphere blick-abhängige Anwendungen machbar ist. Ferner unter-

sucht Studie 2 den Einfluss eines auffälligen peripheren Stimulus um ein simuliertes

Skotom auf das exzentrische Sehen während eines VR-Spiels. Basierend auf den Er-

gebnissen dieser Studie schlussfolgern wir, dass auffällige periphere Stimuli die Blick-

richtung beeinflussen und das exzentrische Sehen stimulieren. Studie 3 untersucht die

Auswirkungen von hervorstechenden, blick-abhängigen räumlichen Hinweisen und opti-

schen Verzeichnungen für das Training des exzentrischen Sehens während desselben

VR-Spiels. Die Ergebnisse dieser Studie deuten darauf hin, dass räumliche Hinweise
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besser geeignet sind, um das exzentrische Sehen zu unterstützen. In einer abschlie-

ßenden Fallstudie untersuchten wir, ob ein räumlicher, vom Blick abhängiger, peripherer

Stimulus das exzentrische Sehen eines AMD-Patienten während eines VR-Spiels un-

terstützen würde. Wir konnten zeigen, dass die in den Studien 2 und 3 gefundenen Er-

gebnisse auch mit Patienten repliziert werden konnten. Darüber hinaus weisen unsere

Ergebnisse darauf hin, dass VR-Spiele für das Training des exzentrischen Sehens bei

älteren Menschen geeignet sind.

Zusammengefasst liefert diese Dissertation neue Erkenntnisse darüber, wie wir VR

und digitale Spiele in Kombination mit Eyetracking-Technologien als Plattform nutzen

können, um ansprechendere und effektive AMD-Trainings zu entwickeln.
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1 Introduction

1.1 Age-related macular degeneration: the when and where

The World Health Organization (WHO) declared that in 2019 13% of the world’s popula-

tion was older than 60 years, and estimated that this number will double by 2050 (World

Health Organization [2022a]). An increase in the ageing population results in a suscepti-

bility rise of age-related diseases (Lu et al. [2022]). Among the elderly, visual impairment

has the most common occurrence, with one out of four likely to be affected (Stevens et al.

[2013]; Péres et al. [2017]; Amilon and Siren [2021]). Globally, among visual afflictions,

age-related macular degeneration (AMD) is the top-leading disease that affects vision

permanently and severely (World Health Organization [2022b]).

1.1.1 The three membranes composing the human eye

The descriptions of the eyes’ anatomical features were taken from Fischbarg [2005],

Mescher [2016] and Remington and Goodwin [2021]. For the purpose of the thesis, the

main focus will be on the eye’s vascular layer, the choroid, and the inner neural layer,

primarily the retina, the main structures affected by AMD.

The eye is a sense organ that responds to a specific stimulus: light. The light infor-

mation that is gathered gets translated into a signal that the brain can interpret (Schmidt-

Rhaesa [2007]). The eye’s entire translation process is made of a complex system of

structures, each designed to perform a specific function. The eye is made of three mem-

branes or tunics:

(1) Fibrous tunic: forms the sclera, the corneal limbus, and cornea and is made of

connective tissue to protect and support the internal structures. The sclera is the

white, opaque part of the eye, and the limbus is the part that connects the sclera to

the cornea, the structure where a change in curvature and transparency occurs. The

variation in translucence permits 80% of the light to be focused on the eyes’ most

inner layer, where light is translated into a neural electrical signal. The lenses placed

behind the cornea fine-tune further the light rays (Hejtmancik and Shiels [2015]).

(2) Vascular layer: the eye’s middle coating is composed of the iris, ciliary body, and cho-
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roid. The iris, controlled by the automatic part of the nervous system, regulates the

shape and the diameter of the round central aperture, the pupil, to adjust the light’s

quantity entering through it. As a continuation of the iris, there is the ciliary body,

the one secreting a thin, transparent fluid called aqueous humour that supports and

maintains the cornea and the lens. Additionally, thanks to the ciliary muscle, the cili-

ary body controls the shape of the lens, which changes shape to focus the eyes on

a near object. The last structure of the fibrous tunic is the choroid, a thin (0.10mm-

0.15mm) and richly vascularised tissue surrounding the retina and having different

types of macromolecules and macrophages, a type of white blood cells, with the task

of disposing of unwanted material (Ambati et al. [2013]). The choroid is composed

mainly of large and medium vessels and specialized choriocapillaris unique to the

choroid. The choriocapillaris comprises tiny capillaries with small pores directed to-

wards the Bruch’s membrane, the innermost layer of the choroid, that plays a vital

role in supporting structurally and functionally the outer retina (Murali et al. [2020]).

This arrangement is typical only for the choriocapillaris, which is hypothesized to

bring an advantage to the metabolic exchange between the choroid blood and the

retina. The choriocapillaris’ primary function is to supply oxygen and nutrients to the

inner part of the eye (Ambati et al. [2013]).

(3) Retina: the inner part of the eye is a circular disk of approximately 40mm diameter di-

vided into central and peripheral, with the macula being the central retina and exten-

ding 6mm (Kolb [1995]). It is composed of the outer pigmented layer (retinal pigment

epithelium - RPE) and the inner neural layer, formed of photoreceptors. The RPE is

a highly organized monolayer that supports the photoreceptor cells and recycles the

biomedical products of light transduction processes to chemical signals. Together

with the Bruch membrane, they maintain the outer blood-retinal barrier, preventing

macromolecules and macrophages from entering the photoreceptor layer (Ambati

et al. [2013]). The photoreceptor layer is composed of rods and cones, cell types

that convert the incoming light signal, the photons, into action potentials, an electri-

cal signal, which the brain cortices process into three-dimensional vision (Mahabadi

and Al Khalili [2021]). The rods and cones have a different distribution across the

retina, with the peripheral layer being thinner and mainly composed of rods (95%).
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In contrast, the central retina, the macula, is thicker and packed densely and most-

ly with cones (Mahabadi and Al Khalili [2021]; Kolb [1995]). The macula’s centre is

the fovea containing a highly specialized region, measuring less than a quarter of

a millimetre (200µm), the foveal pit, composed only of cones. The high density of

cones in the central fovea enables the cortical brain areas to detect the diameter of

a strand of hair placed at 20 cm allowing excellent spatial acuity. The acuity is achie-

ved thanks to the cone’s convergence ratio being as good as 1-to-1 (Mahabadi and

Al Khalili [2021]). The rods’ converge proportion decreases further away from the fo-

vea, leading to decreased spatial acuity (Banks et al. [1991]; Mahabadi and Al Khalili

[2021]).

1.1.2 Age-related macular degeneration: physiology

AMD damages the macula, and it develops across three distinct stages: early (onset

≈ 50 years), intermediate (onset ≈ 60 years), and late (onset ≥ 60 years) (Sickenberg

[2001]).

(1) During the early stages, the Burch membrane starts to thicken, the RPE deteriora-

tes, and small to medium-sized drusen (not more than 123µm) begin to form, ac-

companied by pigmentary abnormalities (Ambati et al. [2013]; Ferris III et al. [2013];

Al Gwairi et al. [2016]; Finger et al. [2019]). Drusen are lipid and protein-based de-

bris that are typically present below the RPE. The normal ageing process leads to

their expansion, but only to a particular value (63µm)); with AMD, they become mo-

re prominent, increase in number, and accumulate. This change is hypothesized to

be due to a malfunction in drusen effective removal (Sarks [1976]; Abdelsalam et al.

[1999]). At this stage, symptoms can include mild visual distortion, which can also be

accompanied by blurred central vision. However, since initially, the damage occurs

in one eye, thanks to the brain’s compensation mechanisms, patients may not notice

any vision abnormalities yet. If they do, they attribute it to their ageing (Achard et al.

[1995]; Schwartz and Loewenstein [2015]).

(2) As the disease advances and AMD reaches its intermediate stage, the drusen beco-

me larger and larger (above 123µm) and start accumulating more and more; micro-

glia migration starts to occur, choroidal macrophages increase in concentration, and
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the Burch’s membrane functionality becomes impaired (Ambati et al. [2013]; Al Gwai-

ri et al. [2016]; Finger et al. [2019]). Patients often report difficulties with contrast and

low luminance accompanied by glimmer perception and still do not seek consultation

yet (Taylor et al. [2018]; Finger et al. [2019]).

(3) Different types can occur at the later stages of AMD: dry, wet, or dry accompanied

by wet. For both dry and wet types, the drusen keep enlarging and become more

prominent; with dry AMD, cell atrophy and structural clutter occur. The RPE, pho-

toreceptors, and underlying choriocapillaris start degenerating, and choroidal blood

vessels start constraining (Ambati et al. [2013]; Al Gwairi et al. [2016]; Waugh et al.

[2018]; Ebner et al. [2021]). With wet AMD, on the other hand, abnormal choroidal

vessels, accompanied by macrophages, start infiltrating into the neural layer, brea-

ching the Burch membrane and damaging the photoreceptors (Ambati et al. [2013];

Al Gwairi et al. [2016]; Waugh et al. [2018]). The symptoms experienced at this stage

include the appearance of grey or black spots and shadows, the appearance of blind

spots, and difficulties focusing and reading. It is at this stage that both eyes start to

be affected, and most patients start to worry about their vision and start consulting

an ophthalmologist (Parfitt et al. [2019]).

1.2 Central vision and foveation: two important aspects of the hu-

man daily life

Losing central vision means losing functional activities such as reading, face recognition,

and mobility (Colenbrander [2005]; Borkenstein et al. [2021]). As a result, the indepen-

dence in their daily lives, goal pursuit, and engagement in significant hobbies and social

relations of those affected are reduced (West et al. [1997]; Klein et al. [1998]; Hassell

et al. [2006]). These influence self-esteem, perceived self-efficacy, and proficiency in

return (Rovner and Casten [2002]). More so, the emotional impact AMD has on those

affected is significant and, independent of the amount of central visual loss, patients are

often experiencing feelings of frustration, depression and anxiety (Hassell et al. [2006];

Casten et al. [2004]; Varano et al. [2016]; Cimarolli et al. [2016]).

The following chapters will give a better overview of the visual and cognitive mecha-

nisms affected and the patients’ strategies and cortical adaptation processes implemen-
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ted to overcome it.

1.2.1 Central vision and visual foveation: interaction of gaze behaviour and goal-

directed attention

High visual resolution is restricted to the fovea, the only region that allows for reliable

visual information processing. The eyes are, therefore, always moving to align this region

with the intended object of interest. Fixational eye movements continuously change the

gaze position, a process called foveation, to direct the fovea toward a relevant point in

space as rapidly as possible.

Daily life depends on the rapid processing of visual information that switches on and

off the focus between essential and non-important information. It is a primitive mecha-

nism with a high evolutionary significance because it allows, for example, rapid detection

and identification of danger in the visual world (Bahmani and Wahl [2016]).

The selection of one particular spatial location over another is based on a two-

dimensional (2D) model referred to as the saliency-map theory (Koch and Ullman [1987]).

The model aims to explain how behavioural eye orientation is controlled and what ele-

ments contribute to selecting the next salient position.

In the first step of the model, early visual features are topographically and in parallel

order computed, starting from the retinal input. Projections from the retina to the early

cortical processing areas (lateral geniculate nucleus, LGN, visual brain areas: V1 till V4)

are very well known to follow a retinotopic organization (Wagor et al. [1980]; Horton and

Hoyt [1991]; Aine et al. [1993]; Sereno et al. [1994, 1995]; Tootell et al. [1996]; Engel et al.

[1997]; Tootell and Hadjikhani [2001]; Brewer et al. [2002]; Motter [2009]). The cortical

retinotopic map is first decomposed into orientation, intensity, and colour thanks to linear

flirting that extracts these features. Subsequently, a frequency analysis of the map helps

isolate those features that are different from their surroundings. Recent developments

have proposed an additional level of image analysis that accounts for distortions, altered

colour, blurring, altered feature intensity, and contrast. These extra features also align

with the eyes’ visual distortions that the brain must process (Bahmani and Wahl [2016]).

These features have been recently integrated into the saliency map model (Baveye et al.

[2012]; Bahmani and Wahl [2016]; Gide et al. [2016]).

The next step of visual processing is a winner-take-all mechanism (Itti and Koch
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[2000]) arising from the competition among those neurons encoding the mentioned fea-

tures that influence the direction of the eyes. The object where the fovea is directed for

further accurate interpretation is referred to as the most salient one on the map (White

et al. [2017]).

Cognitive science has shown that unique structures, such as parallel lines, lines

that converge towards a single point, concentric circles, blur, and distorted images, are

being processed rapidly, having the priority in the visual map (Leeuwenberg [1967]; Lo-

we [1987]; Witkin and Tenenbaum [1983]; Sandon [1990]; Dumoulin and Hess [2007];

Mao and Toyoura [2016]; Oleskiw et al. [2017, 2018]; Mochizuki et al. [2018]; Entezari

and Bair [2019]). They attract the eyes’ position and are, therefore, referred to as sali-

ent. Another salient feature are single eye-of-origin stimuli, meaning stimuli presented

monocularly (Zhaoping [2008]).

1.2.2 Disruption of foveation and adaptive behaviour: eccentric viewing beha-

viour

Macula deterioration means that the main important part of the vision is lost; nonet-

heless, the remaining part of the retina, away from the macula, remains intact. A new

fixation area starts forming naturally to continue daily activities with no specific training

(Cheung and Legge [2005]). The literature has agreed on defining the area as the pre-

ferred retinal locus (PRL) (Crossland et al. [2011]). The adaptive mechanism adopted by

patients that start using the peripheral part of the retina to focus on objects of interest

is called eccentric viewing. A mechanism so strong that it has been also observed in

participants with a simulated central scotoma.

1.2.2.1 Eccentric viewing: mechanisms and theories behind the selection of a

new preferred retinal area

Three different hypotheses have been postulated behind the formation of a new fixa-

tion reference point in the healthy peripheral retina (Cheung and Legge [2005]):

(1) Retinotopy-driven selection - According to this hypothesis, a new PRL location de-

pends on the visual brain areas’ cortical reorganization processes following the loss
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of retinal input. According to the cortical reorganization theory, the lack of inco-

ming sensory information leads to the reorganization of the original cortical map

around the damaged area due to spontaneous new pathways forming in the sensory-

deprived cortex (Pietrini et al. [2009]; Weishaupt [2017]). Research has shown large-

scale reorganization from V1 to V4 following macular degeneration around the site

where the sensory input has been lost (Baker et al. [2005]; Dilks et al. [2014]). In

terms of the initial development of a new retinal locus, the PRL will be near the bor-

der of the damaged area (Cheung and Legge [2005]).

(2) Function-driven - The second hypothesis, states that the PRL position depends on

the visual activity at hand; all regions around the scotoma are functionally equiva-

lent, with the PRL more likely to be placed near or in direct paths of the visual target.

Research has shown patterns of PRL positions linked to the visual task: for rea-

ding, writing, and tracking moving targets, the PRL was mainly positioned below the

scotoma since that position was found to be more advantageous for performing the-

se tasks (Sullivan et al. [2005]; Greenstein et al. [2008]; Trauzettel-Klosinski [2009];

Satgunam and Luo [2018]).

(3) Performance-driven - The hypothesis suggests that the location of a PRL will be se-

lected to achieve the best visual performance. From a retinal perspective, the position

will be at an intact retinal area and with the highest visual acuity. Specifically, consi-

dering the drop in visual acuity in the peripheral regions (Kerr [1971]), the best visual

acuity position would be the closest to the scotoma edges. From a visual attention

perspective, the PRL would be positioned in those retinal regions with the highest

attentional enhancement. The enhancement can occur thanks to facilitatory modula-

tions of the sensory neurons in the striate and extrastriate visual areas (V1 and V2 till

V4). Research has shown that attention can boost neural activity in the topographic

visual areas, from V1 till V4 (Chawla et al. [1999]; Somers et al. [1999]; Spyropou-

los et al. [2018]). Regarding PRL location, attentional facilitatory modulations have

shown an asymmetry, preferring the lower visual field over the upper. The reason

could be the anatomical difference between the lower and upward visual field, or the

higher number of neurons projecting from the lower primary visual cortex to further

regions in the brain processing visual information (Maunsell and Newsome [1987];

17



He et al. [1996]). The evidence of this hypothesis comes from studies showing better

attentional enhancement in the lower visual field: PRL, for most participants, was

developed in the lower visual field where the attentional resources were at their best

(Barraza-Bernal et al. [2017a]).

The proof of one theory prevailing over the others has not yet been confirmed; instead,

different studies advanced the hypothesis that there is not one but multiple mechanisms

that can be concomitantly implicated in the PRL formation (Barraza Bernal [2018]; Li

et al. [2022]).

1.3 Health-care: tools to overcome what patients lost

Living with a severe visual impairment severely impacts one’s quality of life. The quality-

adjusted life years (QALY) is a metric used to evaluate a person’s quality of life when

affected by a disease. Patients with severe AMD are known to have a value below 0.5

QALY, meaning the person concerned can live for one year, but their life quality is halved

in comparison to healthy subjects Brown et al. [2003, 2005]. Proposing interventions that

can improve this number is therefore essential.

Studies indicated that self-management tasks such as the ones that maintain, change,

and create strategies to manage the disease in everyday life could effectively improve a

patient’s well-being (Lorig and Holman [2003]).

Among the strategies proposed by low vision practice for self-management of the

disease, the eccentric viewing training technique showed a better potential in maximizing

the visual performance of those with impaired central vision compared to other assistive

methods (Goodrich and Mehr [1986]; Vukicevic and Fitzmaurice [2005]).

1.3.1 Training methodology: overview and limitations

Research has suggested that efficient eccentric viewing training requires eye-movement

training and attentional control of the shift to a peripheral location in the visual field

(Raasch [2004]). As presented in the previous chapter, stimulating attention has pro-

ven to affect PRL formation; additionally, it has been linked to successful PRL training

procedures (Barraza-Bernal et al. [2017a]; Li et al. [2022]).
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The salience theory has indeed found its application in the eccentric training tech-

nique by modulating visual attention thanks to salient stimuli (Goodrich and Quillman

[1977]). Both the parallel and leading lines linked to the saliency theory have been used

successfully since the late 70s’ emergence of eccentric viewing training for residual vi-

sion rehabilitation (Goodrich and Quillman [1977]; Bäckman and Inde [1979]; Goodrich

and Mehr [1986]; Fitzmaurice et al. [1993]; Frennesson et al. [1995]; Vukicevic and Fitz-

maurice [2008, 2009]). The idea behind the training is simple: parallel or leading lines

act as a static peripheral landmark that attracts attention and guides the patient’s view

toward an eccentric position. When the central part of the vision is guided away, the in-

tended stimulus shown by the training, usually a letter, becomes visible in the periphery.

Thanks to this mechanism, the patient gets trained to use a small peripheral part of the

vision to acknowledge an intended object.

One first limitation of this approach is that for the training, patients have to go to the

ophthalmologist’s office; visits that contribute to the disease’s strain on the health system,

known to allocate a budget between 51.3 and 101.1 million euros yearly (Bonastre et al.

[2002, 2003]). Secondly, the training is designed for close-vision tasks, such as reading,

and performed in front of a 2D display; thirdly, the sessions are long, with 3 to 5 hours

of repetitive daily tasks that must be performed for 2 to 3 weeks (Goodrich and Quillman

[1977]; Goodrich and Mehr [1986]; Vukicevic and Fitzmaurice [2009]). They are exhau-

stive, and tedious, decreasing the subject’s motivation (Lumsden et al. [2016]). Fourthly,

the peripheral stimuli used are static. According to the Troxler effect, fixed stimuli presen-

ted in the periphery fade fast (Bachy and Zaidi [2014]); therefore, after a while, they lose

their saliency. Fourthly, it is mainly oriented toward eye-movement coaching, with the pri-

mary goal of implementing a single, best-suited PRL. Nonetheless, studies showed the

presence of multiple PRLs in patients (Sunness et al. [1996]; Fletcher and Schuchard

[1997]; Sullivan et al. [2005]; Greenstein et al. [2008]; Trauzettel-Klosinski [2009]; Satgu-

nam and Luo [2018]), indicating that, realistically, patients do not adopt a single point that

is then optimal for all tasks. AMD is a degenerative disease that leads to very irregular

damage in the visual field; therefore, a specific one is not feasible throughout the decrea-

se, and constant re-adaptation is required from patients. In addition, forceful stabilization

of fixation counteracts fixational eye moments that compensate for peripheral perceptual

fading (Deruaz et al. [2004]). For this reason, it has been suggested that rehabilitation
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procedures should facilitate a relatively larger fixational preferred area. More so, training

should be individualized and consider and implement the PRLs spontaneously develo-

ped by the patients for better training results (Deruaz et al. [2002]; Sullivan et al. [2005]).

1.4 Background: efforts done to overcome limitations

Even if the training is superior to all assistive methodologies (Goodrich and Mehr [1986];

Vukicevic and Fitzmaurice [2005]), the previous chapter showed that there are still limi-

tations. With new technologies that can be home-based, individualized, and stimulate

motivation and engagement, training techniques can become even more efficient cost

and usability-wise. New and advanced tools include VR combined with eye-tracking and

gaming as part of the rehabilitation methodology (Cameirão et al. [2007, 2010]; Yates

et al. [2016]; Janssen et al. [2017]; Fu et al. [2021, 2022]).

1.4.1 Gaze-contingency: VR and eye-tracking

Eye-tracking is an important feature for assistive and training aids, thanks to gaze-

contingency paradigms (Danforth et al. [2000]; Tien et al. [2014]; Rosch and Vogel-

Walcutt [2013]; Khan and Lee [2019]; Scheiter et al. [2019]; Masnadi et al. [2020]).

A gaze-contingency paradigm is one where an eye-tracker tracks a person’s eyes,

and a display is updated continuously based on the tracked position. Gaze-contingent

studies are built on the principle that the participant is unaware of the constant changing

display as long as it happens within the time frame of rapid and very brief eye move-

ments, called saccades (Brooks and Fuchs [1975]; Riggs et al. [1982]). Their duration

depends upon the amplitude: for saccades between 5◦ and 20◦, there is a mean du-

ration between 31 and 54 ms (Baloh et al. [1975]; Bahill et al. [1981]; Becker [1989];

Thickbroom et al. [1991]; Behrens et al. [2010]; Gibaldi et al. [2017]). Within this time

frame, it is assumed that a person cannot perceive any stimulus (Brooks and Fuchs

[1975]; Riggs et al. [1982]); therefore, stimuli presented gaze-contingently are perceived

as continuously following the eyes.

The use of gaze-contingency paradigms for assisting eccentric viewing has been

suggested to be used since it offers the advantage of real-time individualized assistive

intervention Tlapale et al. [2006]. The combination between VR and gaze-contingency
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offers an additional advantage to the quasi-natural implementation of assistive visual

features: neck and body movements are unrestricted and additionally, an independent

monocular application is possible (David et al. [2021]).

Therefore, it permits the full use of the advantages of gaze-contingent peripheral

stimuli that can be customized to each AMD patient based on their disease and the

PRLs spontaneously developed. An additional advantage is that gaze-contingent stimuli

can distribute attention more efficiently than static stimuli. Studies have shown that gaze

can be quickly and accurately directed towards an intended region when a stimulus is

presented gaze-contingently in the periphery (Barth et al. [2006]; De Graef et al. [2009];

Pomarjanschi et al. [2012]).

Gaze-contingency is an essential feature in AMD research because it allows study-

ing, in a standardized manner, the effects of different peripheral assistive stimuli. Pati-

ents’ various damages around the macula lead to different shapes of their central visual

loss. Regular participants can be presented with an equal-to-all gaze-contingent simu-

lated central black dot (called a simulated scotoma) displayed in both eyes. This metho-

dology is a valid alternative to using AMD patients (Brandeis et al. [2008]; Maniglia et al.

[2023]).

1.4.2 At home-training: VR and gaming

Traditional approaches to eccentric viewing training have evidenced that the quality of the

training programs depends on the intensity, the repeatability, and, what is often missed,

the rewarded performance feedback and motivation promotion patients get from such

rehabilitation programs. The traditional training programs have been reported to lack

stimulation of the patient’s motivation (Pijnacker et al. [2011]), a key factor for continuing

and persevering with it.

Gaming is known to stimulate the reward feedback neural system (Kühn et al. [2011];

Gleich et al. [2017]; Palaus et al. [2017]) responsible for improved learning (Janssen

et al. [2017]).

VR is also a valuable methodology since it enhances patients’ autonomy during trai-

ning and makes redundant the need for an ophthalmologist to supervise the patient’s

activity (Cameirão et al. [2007]), reducing intervention costs. VR, in combination with ga-

ming, offers an extra advantage since both manipulate motivational factors and extend
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the period spent to engage with it and perform the training (Fu et al. [2022]). Additionally,

it allows better immersion, and it overcomes the disadvantages of display settings that

are known to distract participants (Pallavicini and Pepe [2019]).

Recently, combining VR and gamification has been implemented in visual rehabilitati-

on (Jiménez-Rodrı́guez et al. [2021]), opening the road for at-home potential applications

to eccentric viewing training.

It has been found that when gamification is introduced for eccentric viewing training,

it is the preferred method for patients (Stelmack et al. [2004]). More so, gaming has

been found to stimulate the development of a PRL and improve visual acuity and retinal

sensitivity in the peripheral vision (Li et al. [2011]).

22



2 Objectives

Patients with AMD rely on eccentric viewing training to continue their daily activity. Tradi-

tional eccentric viewing approaches have evidenced limitations such as repetitive training

with extended ophthalmic visits and rehabilitation procedures implementing mostly rea-

ding. Additionally, the peripheral assistive stimuli are static and implement one single

PRL. With the emergence of new rehabilitation processes involving gaze contingency

assistance and gaming in VR, these limitations can be better addressed.

(1) The first study focused on quantifying eye-tracking data quality — a measure neces-

sary for correctly implementing gaze-contingent applications. The data obtained from

the measurements helped correctly implement a gaze-contingent salient peripheral

assistance and a standardized scotoma simulation to be used as a proof of concept

for the different peripheral assistive stimuli.

(2) The second study implemented the first gaze-contingent peripheral salient stimu-

lus around a gaze-contingent simulated scotoma in the form of a concentric ring.

A simple 2D VR PONG game was developed to help eccentric viewing training in

participants with normal vision. The study objective was to investigate how a salient

peripheral stimulus influences eccentric viewing during a simple VR game.

(3) The third study implemented four more gaze-contingent salient stimuli presented in

the periphery around a gaze-contingent simulated scotoma to investigate whatever

additional stimuli from the saliency map theory could lead to similar or better effects.

The same 2D PONG game was presented with the same task to allow a compari-

son with the second study. The third study aimed to find the best-suited peripheral

augmentations for age-related macular degeneration patients.

(4) The last study applied the best-suited gaze-contingent salient stimulus around a da-

maged macular area of ≈ 5◦ radius of an age-related macular degeneration case

patient. This study aimed to investigate eccentric training using assistive saliency

and compare the results from the previous two studies with simulated macular de-

generation participants. A secondary objective was to assess the feasibility of a VR

game as training in an older population.
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3 Discussion

The main goal of the thesis was to develop a more effective type of eccentric viewing

training for AMD patients. To achieve the objective, the work presented in this thesis first

assessed the data quality of an eye-tracker integrated into an off-the-self VR headset.

Afterward, gaze-contingent salient stimuli were tested during a simple 2D VR game as a

training possibility for eccentric viewing. The feasibility of such a design was then tested

in an older population using a case study.

3.1 Summary of published work and case study

The following section will provide a summary of the publications and the case study that

constitute this thesis.

3.1.1 Publication 1

Throughout the thesis, an off-the-shelf VR headset with an integrated eye-tracker (HTC

Vive Pro Eye) was used for implementing gaze-contingent scotoma simulation and pe-

ripheral assistive stimuli. Precise accuracy measurements of the spatial and temporal

eye-tracker’s capabilities are essential for this usability. The first term refers to an eye

tracker’s capability to identify the eyes’ location. When presenting a scotoma simulation,

it is essential to know that the black dot is centralized with the eyes’ position. Tempo-

ral accuracy, on the other hand, indicates the time elapsed between the eye tracker’s

detection of the eye position and the change of the display, a time-lapse that, for gaze-

contingent scotoma, must be up until 54 ms (Baloh et al. [1975]; Bahill et al. [1981];

Becker [1989]; Thickbroom et al. [1991]; Behrens et al. [2010]; Gibaldi et al. [2017] and

peripheral stimuli, up to 70 ms (Loschky and Wolverton [2007]; Albert et al. [2017]). Both

types of measurements were missing from the literature. Thus, the first study investi-

gated the suitability of the HTC Vive Pro Eye for gaze-contingent applications. Results

showed good central accuracy but a drop in precision, affected by movement. The tem-

poral accuracy was found to be 58.1 ms.

Given the results, the spatial and temporal measurements revealed some constraints

in simulating a gaze-contingent scotoma. To address them, an in-between trials drift cor-
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rection and a gaze-contingent scotoma large enough to still cover a good part of central

vision and successfully simulate AMD (Saunders and Woods [2014]) were developed.

For peripheral gaze-contingency applications, the temporal precision was adequate for

such implementation (Loschky and Wolverton [2007]; Albert et al. [2017]).

3.1.2 Publication 2

The second study aimed to use an off-the-shelf VR headset as an assistive tool during

simple VR gaming. The problem the study aimed to investigate was to study the effects

of a peripheral salient gaze-contingent stimulus on eccentric viewing. As presented in

the previous chapter, gaze contingency as an assistive method was proposed but not

yet implemented. Peripheral salient stimuli developed to attract gaze towards an eccen-

tric position have not yet been studied at the time of the study. Gaming was used to

fast-forward the learning process of eccentric viewing behaviour in simulated scotoma

participants, since it has been shown to stimulate learning.

The game was a modified version of a 2D PONG game where subjects had to track a

moving target. The moving target was necessary for the game because it changed colour

at random time intervals so that participants could not predict when a colour change

occurred. A correct colour change indication was attributing participants with points.

AMD simulated participants were used as proof of concept, and a concentric circle

augmentation around the simulated scotoma was applied in the periphery, gaze-contingent

and monocular, to the dominant eye only, to stimulate saliency. Participants were tested

in two attentional conditions: one where the saliency was presented before the scotoma

simulation alone and one after. The two conditions allowed us to examine the preventive

and post-intervention effects of attentional stimulation. The study investigated the impact

on gaze behaviour by looking into gaze position and direction. Therefore, the eccent-

ric gaze behaviour was analysed, considering the eye decentralization and gaze position

with respect to the moving target. Results indicated that eccentric viewing was implemen-

ted during both conditions, with the participants using a decentralized peripheral region

close to the simulated scotoma edges to acknowledge the moving target. An upward and

more steady gaze direction preference was observed during the condition where the ring

augmentation was presented before simulating a scotoma alone. The results indicated

that salience stimuli in the periphery could assist eccentric viewing better when presen-
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ted as a preventive intervention, in accordance with what was suggested by previous

literature (Barraza-Bernal et al. [2017a]; Li et al. [2022]).

3.1.3 Publication 3

The third study extended further the assistive methodologies and, besides the previous

concentric line augmentation, additional gaze-contingent monocular and binocular ef-

fects were tested. The study aimed to conduct a compassion study between the first

type of augmentation implemented and other candidates to look for different possible

peripheral salient stimuli. The saliency map theory was implemented when considering

the new stimuli candidates. The other salient stimuli investigated were: blurred concentric

areas applied monocularly and optical distortions shown binocularly, all known to prompt

saliency.

Results from the previous study were used, and saliency was applied before the

presentation of AMD simulation alone, since it was observed to have better effects on

eccentric gaze behaviour. Therefore, all the additional assistive stimuli were presented

before the participants experienced an advanced simulated scotoma. The methodology

applied was the same as the second study; the 2D VR PONG game was used, and the

augmentations were presented concentrically and using a gaze-contingent paradigm.

Results from the concentric ring augmentation were confirmed again: eccentric view-

ing was achieved, and an upwards direction was observed. More so, the blurred condi-

tions showed some potential for assisting eccentric vision training, but the effects were

not as strong as the concentric line. The binocular optical distortion augmentations did

not implement an eccentric viewing behaviour, and gaze directionality was directed in the

opposite direction, downwards. The results indicated that the ring augmentation would

be a better candidate for eccentric viewing training with AMD participants.

3.1.4 Case study - non-published work

The last is a case report applying the best-suited assistive cue to a macular degenerati-

on patient. The best-suited augmentation from the previous studies was revealed to be

concentric line augmentation.

The case study presented a foveal geographic lesion to both eyes due to AMD. The
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extension of the atrophy had a total horizontal radius of approximately 1.5mm (≈ 5◦

visual angle). The total lesion area of the right eye was slightly larger than the left one

(5.46mm2 right eye, 4.30mm2 left eye). The best corrected visual acuity (BCVA) was

20/400 for the right eye and 20/80 for the left eye. The patient reported a basic knowledge

of technological systems (smartphone usage).

The methodology was the same as the two previous studies: a 2D VR PONG game

for the training and the concentric line (ring augmentation), presented centralized to the

patient’s damaged area, monocular, and to the dominant eye. The experiment consisted

of three stages: a pre-augmentation condition, where the subject played the game wi-

thout assistance; one where the peripheral salience augmentation was present on the

left (dominant) eye; and the post-augmentation stage, where the peripheral stimulus was

removed.

During the baseline condition, the patient showed a downward-right preference. When

present, the assistive stimulus implemented the patient’s preference. The bias was con-

served when removed, as observed in the previous two studies. A stable 7◦ visual angle

gaze distance with respect to the target was also kept across the three stages.

The patient did not report comprehension problems and did not have difficulties com-

pleting the task. It was observed that the game scores were comparable to the simulated

subjects from the previous two studies and that the gaming sessions did not have to be

re-taken. Additionally, the patient reported being highly engaged and rated the experi-

ence as enjoyable and entertaining.

The case report demonstrated the feasibility of a VR game for AMD visual assistance

intervention. It showed that the technology has the potential to enforce eccentric vision

and help develop a new PRL in cases where the initial PRL is no longer usable due to

the enlargement of the lesion.

3.1.5 Contextualization in theory

The results will be conceptualized in the theoretical background introduced in the pre-

vious chapters in the following two paragraphs.
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3.1.5.1 Gaze-contingent stimuli for PRL training: saliency and attention

Eccentric viewing training uses parallel and converging lines to re-distribute the gaze

towards an eccentric position. The stimuli used have been associated with the saliency

theory. It has been shown that these types of incentives are among the basic features

extracted from a visual scene and the ones analysed first. Salient stimuli are selected

based on a winner-take-it-all type of cellular brain activation. These stimuli elicit an eye

movement towards the salient location, thanks to increased attentional gain (Moore and

Armstrong [2003]; Treue [2003]).

Our study used a similar conceptualization of eccentric viewing training and utilized

stimuli associated with the saliency theory. In addition, to better stimulate saliency, sti-

muli were presented gaze-contingently, and the ones used as spatial cues were presen-

ted monocularly. Similar to previous literature (Treue [2003]; Menon and Uddin [2010];

Ji et al. [2019]), we observed a connection between saliency and attention in all three

studies. The second study’s results suggested stimulation of attention as a preventive

method before developing a later stage of AMD (Barraza-Bernal et al. [2017a]; Li et al.

[2022]). An upwards gaze directionality was observed when the salient stimuli were first

shown around a simulated scotoma and then removed. Once removed, the implemen-

ted gaze directionality was maintained and increased across time, even when only the

central scotoma simulation was present. The same effect was observed in the third ma-

nuscript when the ring augmentation was presented again. Similar results were observed

for the blur-in and blur-out conditions. The only difference was that the upwards position

of the gaze was not as strongly conserved once the augmentation was removed.

Both results from the second and third studies indicate that the concentric line and

both blurred conditions elicited a strong response on the saliency map. The simulated

participants could have the entire peripheral part of the visual field at their disposal from

which to choose; nonetheless, the gaze was directed towards the hemifield, which has

been found by multiple studies to be linked with attentional enhancement. Once the

attentional gain started to form, the gaze was shifted upwards, since it is known to be

the preferred position where the eyes are directed once attention is stimulated.

In the case study, the gaze directionality observed during the baseline condition was

downwards. Similar to the second and third studies, once the ring augmentation was

28



introduced, the behaviour was implemented and conserved once the salient assistive

stimulus was removed. The results are encouraging, since during the third study it was

observed that other peripheral stimuli can interfere with the PRL formation or conserva-

tion.

The downward gaze directionality shown by the patient can be explained in terms of

subjective preference. Hence, the results suggest that with a ring augmentation, perso-

nalized eccentric viewing can be maintained and not disrupted when eccentric viewing

is already present.

3.1.5.2 Gamification in VR of eccentric viewing training: effects

Playful behaviour or gaming is favoured by evolution because activities such as social

behaviour for humans or hunting skills in the case of animals can be learned in a safe

environment, where clear rules are set and clear, quantifiable gains are achieved (Ko-

epp et al. [1998]; Tekinbas and Zimmerman [2003]). It has an adaptive value because

the playful behaviour in the early development stages helps train, mature, and master

motor and other complex skills essential for survival and reproductive success (Balkaya

and Catak [2016]). Gaming additionally stimulates the reward system. The participant is

motivated by the game itself to continue, which stimulates the brain’s learning structures

(Howard-Jones and Jay [2016]).

In the second and third studies, regular participants were presented with a gaze-

contingent simulated scotoma, and eccentric viewing was observed. As previous rese-

arch has shown, normally sighted participants thus formed a similar eccentric behaviour

as patients when presented with a simulated disease (Bertera [1992, 1988]; Altpeter

et al. [2000]; Pilz et al. [2006]).

What was additionally observed is that there was a fast adaptation to the eccentric

viewing behaviour. Previous studies have shown that eccentric viewing can take up to 3

hours to form successfully with gaze-contingent simulated scotoma (Kwon et al. [2013];

Barraza-Bernal et al. [2017a]; Barraza Bernal [2018]). In both our studies, after a 15

minutes-window, participants successfully adapted and could use the peripheral part of

their vision, indicating that gaming and VR could have led to faster training of visual skills.

The results are in accordance with previous literature (Achtman et al. [2008]).
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3.2 Dissertation contributions

The next chapters will present an overview of the significant contributions that the work

developed in this thesis gave to the scientific community.

3.2.1 Gaze-contingency rehabilitation: applicability in VR

Implementing eye-tracking into off-the-shelf VR headsets is a new field; the first com-

mercial headset with such technology became available in early 2017 (Fove-0, 2017).

As the years went by, more and more models appeared on the market (Varjo VR-1,2,3

and Aero, 2019, 2020, and 2022; HTC Vive Pro Eye, 2019; Pico Neo 2 and 3, 2020

and 2021 and StarVR One, 2020). At the same time, very little information was known

about the data quality of the eye-tracking systems embedded into these kinds of devi-

ces (Holmqvist et al. [2022]; Schuetz and Fiehler [2022]). Additionally, the information

provided by the manufacturer offered little knowledge of how the accuracy and precision

measures were conducted. For correct implementation of a simulated scotoma and sali-

ent peripheral gaze-contingent application, accurate eye-tracking data quality measures

of a VR-integrated eye-tracker were needed.

3.2.1.1 The new field of VR integrated eye-trackers: understanding applicability

performance

Two main limitations to integrated eye trackers in an HMD constrain its usability.

(1) Position of the camera that is tracking the eyes.

The cameras that track eye movements are usually positioned in front of the user for

better accuracy. Inside the HMD, cameras can be placed outside the HMD optics,

obliquely, such as add-on eye trackers, or inside the body of the VR headset, such

as the HTC Vive Pro Eye. The positioning highly influences the quality of the correct

eye position identification. Eye-front cameras that can film the eye through the head-

set’s optics are known to provide better accuracy than add-ons (Richter et al. [2019];

Adhanom et al. [2023]).

(2) The sampling frequency of the eye cameras.
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The sampling frequency or rate refers to how many eye position data points are re-

corded by the eye-tracker. The camera capturing the eye images can have a high

sampling frequency. However, considering that the recorded position has to be dis-

played for gaze-contingent applications, the sampling rate depends more on the dis-

play capacity inside the HMD. If the sampling frequency of the display is lower than

the capacity of the eye camera, then there is a discrepancy between the recorded

data and the displayed data. The eye camera of the HTC Vive Pro Eye has a samp-

ling frequency of 120 Hz, while the HMD displays have a 90 Hz rate, lowering its

temporal accuracy. Therefore, this limits the applicability performance (Loschky and

Wolverton [2007]).

The first study, therefore, was necessary since, at the time of the thesis, only one

study (Lohr et al. [2019]) had systematically investigated eye-tracking data quality in VR.

However, the study considered an add-on system with a different eye-tracking capability

than integrated eye-trackers. The first publication added to the growing literature by of-

fering systematic and accurate information about the data capabilities of an eye-tracking

system integrated into an off-the-shelf VR headset. Indeed, in the following years, ad-

ditional studies started focusing on the data capabilities of VR-integrated eye trackers

(Stein et al. [2021]; Schuetz and Fiehler [2022]; Adhanom et al. [2023]).

3.2.1.2 Individualized application of VR assistive techniques for visually impai-

red patients

The combined results of studies focusing on the eye-tracking data quality of HMDs

make many implementations, such as gaze-contingent medical assistance devices, pos-

sible. Applications using a VR headset with integrated eye-tracking can offer patients

more dynamic and individualized support (Tlapale et al. [2006]; Masnadi et al. [2020]).

This type of application is a crucial leap forward from assistive technologies such

as magnifiers, contrast, edges, or colour enhancements that modify the entire field of

view (Wolffsohn et al. [2002]; Satgunam et al. [2012]; Bittner et al. [2022]), including

the healthy parts, leading to an unnatural user experience (Masnadi et al. [2020]). Eye-

tracking instead offers the possibility to dynamically assist the user based on the specific

characteristics of their disease.
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The usage of such assistive systems has indeed started to emerge more and more

with promising results (Konrad et al. [2016]; Leotta and Ross [2018]; Reichenberger et al.

[2020]), opening the field to individualized rehabilitation techniques. Gaze-contingency

for eccentric viewing training has been proposed for eccentric viewing training, but to

our knowledge, it has not been implemented and tested. The second, third, and fourth

studies contributed to the emerging research showing that gaze-contingency can suc-

cessfully be implemented as an eccentric viewing training technique in simulated scoto-

ma participants and patients.

3.2.2 Eccentric viewing training: gamification feasibility

Games offer a unique feature for any training because of being highly versatile. The

engagement aspect is always present, from the simplest to the more complex game.

3.2.2.1 Eccentric viewing training: the faster, the better

When patients lose their visual landmark, that specific part they always used to orient,

an adaptation period to the new way of looking at objects follows. Literature has shown

that this period takes a long time, especially considering older patients. The adaptation

period can last up until three months. Some patients do not even succeed in adapting to

it due to other health conditions compromising their ability to re-learn a visual function

(White and Bedell [1990]; Uhlmann et al. [1991]; Crossland et al. [2005]; Berman and

Brodaty [2006]; Gehrs et al. [2006]).

Therefore, a system that can help speed up the adaptation period and be, at the

same time, in line with the population capabilities the training system is developed for

represents a step forward in helping these patients. Gaming, as previously discussed,

is a natural part of learning new things quickly and efficiently new concepts. Therefore,

investigating gaming as a tool for eccentric viewing training opens the door to faster and

more engaging training techniques.

3.2.2.2 AMD and gaming: acceptability of a new form of training

The way we interact with technology highly depends on previous experiences. The
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elderly did not grow up in a continuous technological advancement environment; there-

fore, interaction with new innovations is more challenging. It has indeed been shown that

the elderly are slower at utilizing newer technology because they use it less intuitively

than the younger population (Blackler [2006]).

Therefore, the literature advises, that when designing games or systems meant for

an elderly population symbols and games with already-known features are more suita-

ble (Blackler [2006]). For this reason, the current thesis implemented a simple 2D PONG

for eccentric viewing training gamification. It is a classical and straightforward game that

emerged as one of the so-called ’university games’ in a lab research felicity in the 60s.

Afterward, it was widely used in the 80s in the arcade game scenario, based on the con-

cept of what is simple is better (Lowood [2009]). The game offers the right combination

of competitiveness and simplicity. Therefore, the game was introduced because of these

two main features: it would have been simple enough to be understood and competitive

enough to create engagement. Additionally, considering the age group, it might have be-

en more familiar, thus, easier to interact with for the targeted population group (Blackler

[2006]).

3.2.2.3 Feasibility of gaming as a visual training AMD tool

Gamification of visual training is not a new idea. It has been proposed for other visual

diseases, such as amblyopia and retinitis pigmentosa participants (Jiménez-Rodrı́guez

et al. [2021]; Neugebauer et al. [2022]), but best to our knowledge, no gaming was te-

sted for age-related macular degeneration. The case study demonstrated encouraging

results, indicating that simple games are feasible for eccentric viewing training in AMD.

The participant achieved the goal of understanding, playing, and focusing on the task.

The results obtained add up to research showing good acceptance levels from an older

population of gaming for rehabilitation (Steinert et al. [2018]; Koivisto and Malik [2021];

White et al. [2022]). Concluding, the thesis showed the feasibility of gamification of ec-

centric viewing training for AMD patients.
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3.3 Future outlooks

In the following chapters, a look into what future work could be explored based on the

current thesis’s results.

3.3.1 Neuroscientific approach to assistive stimuli and eccentric viewing training

Based on the results obtained, a possible link between salient stimuli, attention, and PRL

formation was hypothesized. Neuroscientific techniques can evidence the connection

between these stimuli types and brain activity.

3.3.1.1 Advantages of neuroscientific approaches

Neuroscience is a research area that started to get more and more attention as a field

of human behaviour research in the 1990s (Casado-Aranda and Sanchez-Fernandez

[2022]). The field offers a unique advantage of non-invasive techniques developed to

understand human behaviour’s neural correlates (Krueger et al. [2008]; Higuchi et al.

[2009]; Kohl et al. [2009]; Koch et al. [2016]). Understanding the neural correlates of

a particular behaviour provides the benefit of a better intervention, since the core of

the problem is being better understood. A deeper understanding of the core problem

also makes finding preventive interventions for that affliction possible (Bryck and Fisher

[2012]; Hall [2016]).

3.3.1.2 Neuroimaging techniques: unveiling the neural correlates of PRL formati-

on and saliency

For example, functional magnetic resonance imaging (fMRI) and electroencephalo-

gram (EEG) studies (Baker et al. [2005]; Versek et al. [2021]) have already been used to

look into PRL formation and offer insight into the neural mechanisms behind the conse-

quential adaptive behaviour, as presented in the introduction chapters.

The gaze-contingent stimuli used for the current work were based on the saliency

map theory. Studies 2 and 3 showed that these stimuli differently influenced gaze di-

rectionality. More so, in study 3, we observed that monocular stimuli implemented an
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eccentric viewing behaviour, while the binocular distortions did not.

From a neuroscientific point of view, all the stimuli tested have been liked to a par-

ticular brain area. Concentric lines, blur, and distortions elicited activity in the V4 visual

area (Oleskiw et al. [2017, 2018]; Entezari and Bair [2019]), an area central for visual

attention and involved in creating a saliency map (Treue [2003]).

This brain area is particularly interesting because it is known to be little affected by

ageing (Roe et al. [2012]; Sciberras-Lim and Lambert [2017]). It has been shown that

with ageing, visual attention is still well-preserved in this area since it receives inputs

from the topographically organized visual sites as well as from higher brain areas that

compensate for possible sensory-reduced activity (Sciberras-Lim and Lambert [2017]).

Therefore, stimuli that elicit V4 activation could be more suited for the rehabilitation pro-

cess, thanks to attentional resources and the plasticity features still present with age.

For instance, concentric lines have been shown to elicit a vigorous V4 activity when

compared to simple lines (Treue [2003]). The more robust effect on gaze direction and

eccentric viewing observed in studies 2, 3, and 4 from the ring augmentation could be

due to a V4 activation. Stimuli, such as blur or distortions, were also related to attentional

mechanisms and V4 activation, but the mechanisms involved are more complex than the

neural processing of simple concentric lines. For instance, it has been shown that for

blur, after the initial processing in the early visual areas, information is sent directly to the

higher hierarchical brain regions, such as the prefrontal cortex (Bar [2003]; Katsuki and

Constantinidis [2012]). Authors have hypothesized that the prefrontal areas could play

an early involvement in saliency representation. A similar mechanism could be behind

the neural processing of distortions (Zirnsak et al. [2014]).

Neuroimaging technologies can be utilized to explore and unveil the link between

the stimuli used and the brain activation to show if brain areas linked to saliency and

attention processing areas are also active when these stimuli are presented. More so,

they could permit a better understanding of the effect the stimuli utilized for this work

have on PRL formation. The neuroscientific investigation would allow us to understand

how they activate the brain and the connected temporal stages of these activations.

Additional neuroscientific testing also offers the opportunity for preventive interven-

tions for when the disease advances and the exploration of more stimuli linked to the

saliency map.
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For example, literature has proposed a gaze-contingent augmented parallel line for

reading (Tlapale et al. [2006]). Additional gaze-contingent stimuli linked to saliency are

luminance and contrast increases around scotoma edges (Lei and Schuchard [1997]).

An edge detection could be implemented and presented as gaze-contingent around the

scotoma. It has been shown that hard edges around the scotoma can contribute to a

faster PRL formation (Maniglia et al. [2021]). When the participants become aware of the

actual extent of their disease with an edge-detection implementation, they could better

place the PRL where needed.

3.3.2 Augmented reality (AR) extensions: training with AR gaming

In addition to gaze-contingency applications in VR, another technological feature emer-

ged as an assistive methodology: AR. AR uses a see-through head-mounted display that

adds computer-generated virtual information to a real-world scenario (Carmigniani and

Furht [2011]).

3.3.2.1 Advantages of AR interventions

Besides interactivity and engagement, AR offers the additional advantage of per-

mitting a more intuitive interaction with a more realistic environment and a better reali-

ty judgement than VR because participants interact with natural objects (Correa et al.

[2007]; Chen et al. [2019]). Additionally, when AR is combined with gaming, AR does not

need additional gaming input gadgets such as consoles, joysticks, mouses, or keyboards

(Correa et al. [2007]), known to be not so intuitive for older populations (Blackler and Hur-

tienne [2007]). As discussed previously, older people have been associated with slower

adaptability to newer technology due to mental models formed around how to interact

with objects formed mostly in their youth. For this reason, they require additional effort to

learn new technology (Blackler [2006]). AR could offer an even more natural interaction

and better help eccentric viewing training while gaming.

3.3.2.2 AR PONG: implementation feasibility
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In combination with gaming, AR has already been implemented (Thomas et al. [2002];

Magerkurth et al. [2005]; Kojima et al. [2006]; Kern et al. [2006]; Eishita et al. [2014]) and

recent studies have shown the feasibility of AR gaming rehabilitation systems for different

diseases (Hayhurst [2018]; Hatzigiannakoglou and Okalidou [2019]; Mubin et al. [2019];

Sun et al. [2023]). The mentioned studies have all cited the motivation and entertainment

aspects of the success behind these types of rehabilitative tools.

On the other hand, less research on gaze-contingency applications in AR has been

conducted in comparison to VR, but recent studies have evidenced its usability as an

assistive visual aid for the visually impaired (Lang et al. [2020]).

Considering that an adapted PONG game has been proposed in AR (Gao et al.

[2014]; Salas et al. [2021]), the same methodology shown throughout this thesis work

could be implemented using PONG AR. Therefore, for future research, AR gaming could

be used for eccentric viewing training for an even more intuitive interaction.

AR gaming training is currently less feasible than VR gaming, since AR technology

development is not yet mature enough. AR took longer to develop, since the technical

requirements were higher than those for VR (Van Krevelen and Poelman [2010]). Even

if there have been breakthrough advancements, the data quality in AR is low, and this

technology does not yet permit long recording hours (Parsons and MacCallum [2021]).

These limitations indicate that, as of now, for AR PONG implementations, more tech-

nological progress in terms of AR is needed.

3.4 Applicability of results

The present work’s main focus was to study interventions in VR that could assist eccen-

tric viewing. Nonetheless, the results obtained from the studies can be applied to further

research.

3.4.1 Interdisciplinary research into eccentric viewing training

The results from studies 1-4 offered a bridge between traditional eccentric viewing trai-

ning and new forms of technology. Given the conventional approach, salient stimuli were

designed for eccentric viewing training. Considering the advantage of the latest techno-

logy, a new system was developed: salient gaze-contingent stimuli in VR. The efficiency
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of new technology was tested, meaning the eye-tracking capability for gaze-contingent

applications in VR was analysed. Afterward, the new system was examined using a stan-

dardized scotoma simulation and finally applied to the target population.

The effects the stimuli had on gaze directionality indicated that cognitive and neu-

roscientific theories offer a good implementation for eccentric viewing training. These

results can be applied to expand eccentric viewing training for AMD toward new horiz-

ons. For example, home-based interventions with the newest VR technology combined

with portable neuroscientific techniques become a viable possibility.

For instance, portable neuroimaging solutions can detect changes in brain activity

whenever salient stimuli are investigated (Straetmans et al. [2022]). Such techniques

could be applied to identify if brain activity changes can be identified when comparing

periods using the ring augmentation proposed in this thesis and when not. A second step

would be to determine precisely the brain area that becomes activated between those

two phases.

Studies have analysed the feasibility and the effect such approaches could have

when utilized for clinical populations (Teo et al. [2016]; Landowska et al. [2018]; Aspiotis

et al. [2022]) and have concluded that neuroscientific approaches combined with VR

applications could complement each other and provide more targeted interventions for

rehabilitation. The authors have also advised caution and encouraged such studies to

be conducted on a large population. The effects observed in VR should be carefully

analysed and corroborated in a natural environment (Teo et al. [2016]).

Therefore, as a third step, the ring augmentation could be used in an AR PONG

environment, where the link to the real-world scenario is more robust, and then compare

the results obtained in VR PONG with the ones observed in AR PONG.

3.4.2 Research into long-lasting effects of eccentric viewing training gamification

Normally sighted participants simulated with a gaze-contingent scotoma developed a fast

adaptation, and eccentric viewing was observed after a quarter of an hour. Gamification

of the training was hypothesized to play a role in it.

While the case study was not designed to provide information about learning acce-

leration outcomes associated with VR gaming assistive techniques, the results obtained

from healthy participants suggest that such effects can also apply to patients.
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As AMD patients frequently experience disease deterioration, the proposed training

showed that it does not interfere with their existing adaptation process. This indicates

that it can be applied to shift further off the PRL while maintaining the patient’s personal

preference when the disease advances. More so, a good acceptability of such a game is

shown, encouraging further application and investigation in a larger patient group.

Additionally, since gamification permits more extended training periods thanks to its

engaging nature, the long-lasting effects of training and gaming can be explored. There

is evidence that the duration of coaching plays a crucial role in establishing a PRL: the

longer the training period is, the more prolonged the effects are (Barraza-Bernal et al.

[2017b]). The time effects of the training are known to last up to four years (Palmer et al.

[2010]; Barraza-Bernal et al. [2017c]).

Studies have also suggested boosting sessions, referring to eccentric viewing ses-

sions performed after a training period to reinforce the trained PRL (Alma et al. [2012];

Nastasi [2020]). It has been reported that these sessions significantly affect the frequen-

cy of patients engaging in daily activities such as outdoor activities (Nastasi [2020]).

Gamification of AMD training can be applied to all these areas and help have an

active role in overcoming the isolation these patients experience as time passes and

boost their confidence. More so, such prolonged training can significantly benefit their

quality of life.

Evidence shows that VR combined with gaming can significantly improve the QALY

when used for training. VR gaming was more effective than traditional training, with the

VR gaming doubling the effect on QALY after the time spent in training doubled. Such

results were not observed when using conventional training techniques (Fatoye et al.

[2022]).

These outcomes are encouraging and suggest that such effects could be observed

when VR gaming is used for prolonged periods in AMD patients.

4 Conclusion

The current thesis showed that gaze-contingent salient stimuli in different formats could

affect gaze direction differently and be connected to attention. These results opened the

door to new approaches for eccentric viewing training based on neuroscientific theories.
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Moreover, it showed that new technologies could be implemented and used. The usa-

bility of such more user-friendly systems builds up the user’s confidence. VR allows an

individual user to train in the comfort of their home and independent of an expert present

for the training. In this way, patients can retake charge of their disease and, therefore,

permit them to take control of their life.

Secondly, gamification is possible for eccentric viewing training. Fast adaptability for

participants never exposed to central vision loss and feasibility for an older age group

was observed.

Given the current work, we hope that further studies will focus on technology that

allows for more independence and uses gamification to help people with visual disorders

have valuable training sessions.
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Péres, K., Matharan, F., Daien, V., Nael, V., Edjolo, A., Isabelle Bourdel-Marchasson,

I., Ritchie, K., Tzourio, C., Delcourt, C., and Carriere, I. (2017). Visual loss and sub-

sequent activity limitations in the elderly: The French three-city cohort. American

Journal of Public Health, 107(4):564–569.

Pietrini, P., Ptito, M., and Kupers, R. (2009). Blindness and consciousness: new light

from the dark. In The Neurology of Conciousness, pages 393–406. Elsevier.

Pijnacker, J., Verstraten, P., Van Damme, W., Vandermeulen, J., and Steenbergen,

B. (2011). Rehabilitation of reading in older individuals with macular degeneration:

A review of effective training programs. Aging, Neuropsychology, and Cognition,

18(6):708–732.

Pilz, K. S., Braun, C., Altpeter, E., MacKeben, M., and Trauzettel-Klosinski, S. (2006).

Modulation of visual stimulus discrimination by sustained focal attention: an meg study.

Investigative ophthalmology & visual science, 47(3):1225–1229.

Pomarjanschi, L., Dorr, M., and Barth, E. (2012). Gaze guidance reduces the number

of collisions with pedestrians in a driving simulator. ACM Transactions on Interactive

Intelligent Systems (TiiS), 1(2):1–14.

Raasch, T. (2004). What we don’t know about eccentric viewing.
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Abstract: Background: A case study is proposed to empirically test and discuss the eye-tracking
status-quo hardware capabilities and limitations of an off-the-shelf virtual reality (VR) headset with
embedded eye-tracking for at-home ready-to-go online usability in ophthalmology applications.
Methods: The eye-tracking status-quo data quality of the HTC Vive Pro Eye is investigated with
novel testing specific to objective online VR perimetry. Testing was done across a wide visual
field of the head-mounted-display’s (HMD) screen and in two different moving conditions. A new
automatic and low-cost Raspberry Pi system is introduced for VR temporal precision testing for
assessing the usability of the HTC Vive Pro Eye as an online assistance tool for visual loss. Results:
The target position on the screen and head movement evidenced limitations of the eye-tracker
capabilities as a perimetry assessment tool. Temporal precision testing showed the system’s latency
of 58.1 milliseconds (ms), evidencing its good potential usage as a ready-to-go online assistance tool
for visual loss. Conclusions: The test of the eye-tracking data quality provides novel analysis useful
for testing upcoming VR headsets with embedded eye-tracking and opens discussion regarding
expanding future introduction of these HMDs into patients’ homes for low-vision clinical usability.

Keywords: eye-tracking; head-mounted display (HMD); virtual reality (VR); ophthalmology;
usability methods

1. Introduction

Eye-tracking in virtual reality (VR) for ophthalmology practices is a promising emerg-
ing field for objective and at-home diagnostic and treatment purposes. Online analysis of
eye-tracking data is currently being used in a VR environment for hands-free perimetry
testing [1–3] and dynamic VR visual enhancements [4,5].

Online gaze tracking for virtual reality perimetry implements an objective, mobile
and portable perimetry where the gaze replaces the patient’s response. A perimetry test
is usually used to identify the amount of visual loss in the central and peripheral visual
field. For example, the standard perimetry test, the Humphrey visual field analyzer
(HFA, Carl Zeiss Meditec Inc., Dublin, CA, USA) is used to test a specific point in the
visual field. Subjects are asked to press a button whenever they see a light target on a
2D plane extending ±30◦ temporally and nasally. The concept of virtual perimetry [6]
has shown increasing potential with multiple studies testing its comparability to the
standard HFA [7–11]. Virtual reality perimetry introduces a visual grasp mode, based on
eye movements instead of subjective button presses to collect the patient responses. It
has the advantage of overcoming long periods of fixation of peripheral stimuli common
to standard perimetry [12]. In a visual-grasp modality, eye-tracking data automatically
identifies the responses. During central fixation, a stimulus appears at a new fixation area,
and it induces an automatic gaze reflex change towards the new target. When the gaze
change is consistent with the change in the target position, the test identifies that part of the
visual field as being intact. Testing the visual field in a VR environment expands perimetry

Healthcare 2021, 9, 180. https://doi.org/10.3390/healthcare9020180 https://www.mdpi.com/journal/healthcare
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in the direction of a mobile application that can easily be introduced into the patient’s
home’s comfort.

Virtual reality technology has the additional potential of overcoming the limits of con-
ventional rehabilitative therapy regarding its actual usage in at-home settings thanks to the
engaging nature of VR [13]. New up-coming extended reality assistive software techniques
have started to use eye-tracking to offer a more reactive user interface. These studies take
the gaze input to enhance low vision via a display that continuously and dynamically
updates where the subject is looking. The eye-tracking application’s main advantage is
that it can be customized to each patient’s needs with the required enhancement being
applied to the damaged visual field uniquely in all of its parts. [4].

For these applications, the eye-tracking data quality has to be accurate, precise, and
temporally exact for effective usability. For an objective visual grasp modality in VR,
accuracy and precision of fixation are essential for the correct assessment of visual field loss.
For visual enhancement usage, eye-tracking temporal precision is important: the actual
timing between a shift in the eye-tracking data and a relative change in the VR headset
screen should ideally last less than 54 milliseconds (ms), a saccade duration [14–20], so
that the applied enhancement remains undetected and a comfortable user interface is
maintained. Indeed, this type of study assumes that the participant is not aware of the
changing display while performing eye movements such as saccades, since, during a
saccade, the stimulus is not perceived [21,22].

The current limitation is that eye-tracking quality varies by software, hardware, and
manufacturer. Currently, low vision clinical studies, using virtual reality, have used dif-
ferent hardware and reported information from the manufacturer to indicate eye-tracking
hardware capability and usability in their studies [1–5]. No study until now has ques-
tioned the reliability and suitability of the available manufacturers’ information for online
low-vision applications.

For engaging at-home treatments, an empirical assessment of the status-quo of the
eye-tracking hardware is needed, so that reliable information can be used for assessing
the ready-to-go potentiality of VR headsets with an embedded eye-tracker. Accordingly,
the first case study that investigates the status-quo of a commercial head-mounted-display
(HMD) with embedded eye-tracking is being proposed. The status-quo of the HTC Vive
Pro Eye is tested. The results obtained will provide better guidance for future research
using this hardware for clinical studies. The current pilot study describes two new types of
methodology to test eye-tracking data quality for low-vision use. For VR online perimetry
testing, eye-tracking data quality is investigated at large visual fields up to ±30◦, and the
influence of different screen regions of the VR headset over data quality is tested. For
mobile applications, the current study also tests for data quality during movement. For VR
online visual enhancement applications, a Rasberry Pi system, non-expensive, and with an
automatic method for temporal precision calculation, is used. These eye-tracking testing
tools are essential for future investigation of upcoming and more advanced commercial
virtual reality headsets with embedded eye-tracking such as StarVR One (Starbreeze
Studios AB, Stockholm, Sweden) and Pico Neo 2 Eye (Pico Interactive, San Francisco, CA,
USA) intended for online low-vision assessment.

2. Materials and Methods
2.1. Study Group

Eleven participants took part in the data quality assessment test (six females and five
males, mean age 28.73, standard deviation (SD): ±2.49 years) with 11 participating for the
head-still and 10 being re-tested for the head-free condition. The direct end-to-end method
for latency required no participants.

2.2. Set-Up

For the virtual experiment, the Unity 2019.1.10f1 version was used as a design tool,
with C# as a programming language, running on a computer with Windows 10 Home,
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having a 64-bit operating system, an Intel Core i7 -7700HQ, 2.8 GHz, 16 GB RAM, and an
NVIDIA GeForce GTX 1070 GDDR5 graphics card. A single-board computer was used,
the Raspberry Pi (Raspberry Pi Foundation, Cambridge, England, UK), model B 2018 [23],
controlling a Raspberry Pi camera (Version 2.1 [24] with a capability of 120 Hz,) for the
end-to-end direct latency tests. Eye-tracking data was collected in a virtual environment
using the HTC Vive Pro Eye [25] with built-in Tobii eye tracker (Core SW 2.16.4.67) with an
accuracy estimation of 0.5◦–1.1◦ and a sampling frequency of 120 Hz (HTC Corporation,
Taoyuan, Taiwan). Tobii Pro SDK v1.7.1.1081 [26] (Tobii Technology, Stockholm, Sweden)
and Vive SRanipal SDK v1.1.0.1 [27] (HTC Corporation, Taoyuan, Taiwan) are used to
access non-filtered and filtered eye-tracking data, respectively. The embedded HMD’s
calibration system is used to calibrate eye-tracking data for each participant.

The HTC Vive headset contains two active-matrix organic light-emitting diode (AMOLED)
screens, with a resolution of 2.880 × 1.600 pixels in total with a refresh rate of 90 Hz and a
field of view of 110◦.

2.3. Study Parameters
2.3.1. Eye-Tracking Accuracy and Precision Measurements: Head-Still and Head-Free Tests

Accuracy is the average angular error between the measured and the actual location
of the intended fixation target. Precision is the spread of the gaze positions when a user
is fixating on a known location in space [20,28]. Accuracy and precision were tested in
a virtual environment where fixation targets (Figure 1a) were two concentric circles, one
internal black and one external red circle, with a radius of 0.72 degrees of visual angle,
positioned at 1 m in a Unity world coordinate system. To avoid alteration of eye-tracking
samples, the Tobii Pro SDK was used to access non-filtered data, and the luminance of
the targets was kept constant in the virtual environment to avoid pupil dilatation due to
changes in stimulus brightness, which is known to affect eye-tracking data [28–30]. Two
separate conditions were investigated: head-still and head-free. Subjects performed the
task in both conditions in a seated position on a chair.
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Figure 1. The target (a) is a virtual object with two concentric circles. In the head-still condition (b) 
the targets are locally fixed to the head-mounted display (HMD) (referred in the figure as TL), the 
same as for gaze direction (GDL in the figure) and gaze position (or GPL). In the head-free condition 
(c), precision is tested on the 3D world plane. Fixation is re-referenced (transform), so that target (as 
in TW) and gaze direction (or GDW) are on a world plane. 

2.3.2. Eye-Tracking Temporal Precision Measurements: Eye-Detection and Gaze-Contin-
gent Tests 

Temporal precision is the average end-to-end delay from the tracked eye’s actual 
movement until the recording device signals that the movement has occurred [28]. A new 
method is described, which uses a low-cost configuration (Figure 2a): a Raspberry Pi sin-
gle-board computer that controls the output of infrared light-emitting diodes (LEDs) and 
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Figure 1. The target (a) is a virtual object with two concentric circles. In the head-still condition (b)
the targets are locally fixed to the head-mounted display (HMD) (referred in the figure as TL), the
same as for gaze direction (GDL in the figure) and gaze position (or GPL). In the head-free condition
(c), precision is tested on the 3D world plane. Fixation is re-referenced (transform), so that target
(as in TW) and gaze direction (or GDW) are on a world plane.

In the head-still condition, the target position was fixed to the HMD. As a result, if
the headset moved, targets would move along with it. This way, accuracy, and precision
could be tested across the headset 2D plane covering a visual field of ± 26.6◦ (Figure 1b).
The target would appear at 25 different sample positions with 5 columns and 5 rows. The
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target position appearance was randomized, and each target was displayed for 5 s [31]
with 5 repetitions (5 sec/target × 25 targets × 5 repetitions = 625 s, approximately 10 min
and a half). When a target appeared, the subject had to fixate on it until it disappeared
while keeping their head still.

In the head-free condition, targets were positioned in a world-fixed coordinate sys-
tem, and as a result the targets did not move with the HMD but had a fixed position
on the world plane (Figure 1c). The subject had to move their head instead so that pre-
cision and data loss could be tested for head-movement effects. As for the head still
condition, targets were distributed across 25 different positions at a similarly large visual
field. A central fixation target was added (coordinates: [0,0,0]) at the end of each target
presentation that lasted 2 s, to make the participates come back to the same referenc-
ing point (5 sec/target + 2 sec/central target × 25 targets × 5 repetitions = 875 s, approxi-
mately 15 min). During this condition, subjects had to saccade towards the appearing
target, fixate on it and then move their head naturally, while fixating, towards the position
where it appeared. As soon as the target could be fixated centrally, subjects were instructed
to keep the head stable until the target disappeared.

2.3.2. Eye-Tracking Temporal Precision Measurements: Eye-Detection and
Gaze-Contingent Tests

Temporal precision is the average end-to-end delay from the tracked eye’s actual
movement until the recording device signals that the movement has occurred [28]. A new
method is described, which uses a low-cost configuration (Figure 2a): a Raspberry Pi
single-board computer that controls the output of infrared light-emitting diodes (LEDs)
and records, with a Raspberry Pi camera, reflections from the camera and eye-tracking
events displayed by the headset produced by these infrared reflections when the LEDs are
on (Figure 2a,b). A virtual environment was used, running on a computer that displayed
the VR Positioning Guide Prefab, incorporated in the Tobii Pro SDK (Figure 2c, first image)
and a similar programmed version of the Prefab SRanipal SDK (Figure 2c, last two images)
to display the events. Ten different videos for each SDK were recorded. The Raspberry Pi
tested temporal precision using two different scenarios.
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The eye tracker is firstly tricked into the detection of an eye: the eye-detection scenario.
The Raspberry Pi turns on two infrared LEDs for 1 s, leading to a pupil-on event with the
appearance of a green dot (Figure 2c, first two images and Figure 3a). Afterward, the LEDs
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are switched off for 2 s (Figure 3a). A total of 33 infrared LED on and 33 LED off time series
are tested. This first scenario is tested both with Tobii Pro SDK and SRanipal SDK to check
for differences in latency when identifying an eye appearing between two different SDKs.
The second scenario is tested only with the SRanipal. Therefore, when using the Tobii Pro
SDK there are 330 repetitions and a recording time of 16.7 min.
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Figure 3. (a) The eye-detection scenario was tested both for the Tobii and the SRanipal SKD. The test has two-time series;
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While recording with the SRanipal, a second scenario is introduced as a modified
version of an artificial saccade generator [32]. Secondly, the Raspberry Pi tricks the eye-
tracker into an abrupt change in gaze position of the recognized artificial pupil, i.e., the
gaze-contingent scenario. For this scenario, two additional infrared LEDs were placed at a
1cm distance from the other two, and the Raspberry Pi turned them on for 1 s, at the same
time as it turned off the first two that had previously been used to produce the green dot
event (Figure 3b). Turning on the second pair of infrared LEDs simulated an abrupt change
in the previously recognized artificial pupil’s gaze position. This change was followed
by a pupil shift event with a bright red dot (Figure 2c, lower image, and Figure 3b). The
pupil shift event did not disrupt the first pupil-on event since the display of this event was
programmed such that a green dot would still be shown as long as an eye is being detected.
For the SRanipal SDK, each scenario had 33 infrared LED on-off time series; therefore, 660
repetitions were recorded with a total time of 21.2 min.

2.4. Statistical Analysis
2.4.1. Pre-Processing: Eye-Tracking Accuracy and Precision

In the head-still condition, both for the left and right eye separately, the HMD-local
gaze position (vector of eye position measured in millimeters from the center of the HMD)
and HMD-local gaze direction (a normalized vector referenced in HMD-local’s coordinate
system pointing from the pupil towards the virtual object) were selected. Local gaze
direction (Figure 4, GDL) and local position vector (Figure 4, GPL) were then calculated,
with the average of both eyes’ coordinates [31]. The local target position was also saved at
every sample (Figure 4, TL). For each data sample, the targets were re-referenced to the
eye (TL-E) by subtracting the local eye’s position vector from the local target’s coordinates
(target vector (TL)—eye position vector (GPL)).
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Figure 4. For the head-still condition, the HMD-local target position (TL), HMD-local gaze direction (GDL), and HMD-local
gaze position (GPL) are used for accuracy and precision measures. In the head-free condition, camera rotation is used to
separate world gaze direction, distinguishing stable head and moving head. The world gaze direction (GDW) is used to
investigate precision and data loss between periods of stable fixations and periods of moving fixations.

Afterwards, the angle between the local gaze direction vector (GDL) and the local
target-eye vector(TL-E) was calculated using the Formula (1) to estimate the angle between
two vectors (angleV) [31].

angleV (◦)(Local coordinates) = tan−1(norm((GDL × TL − E), (GDL ·TL − E))) (1)

Norm normalizes the vector; cross (×), and dot (·) calculate the cross and the dot
product, respectively.

In the head-free condition, the world gaze (Figure 4, GDW) was selected as an already
averaged vector between the left and right eye as provided by the Tobii Pro SDK Prefab. The
world gaze direction provided by the Prefab is calculated as follows: the HMD-local gaze
position is used to re-reference the new gaze direction [31]. In the head-free condition, for
each data sample, to separate between fixation during head-non-moving (head-freestable)
and fixation during head-moving phases (head-freemoving), the differential of the speed of
the HMD’s rotation quaternion was calculated (Figure 4, camera data), rotated around a
normalized vector.

For the analysis, the first 500 ms [31] after the target appearance were discarded. That
was considered as the time a subject used to direct the gaze. Gaze points where no eye
could be tracked were excluded from the analysis both for the left and the right eye in both
conditions. For the data loss analysis, gaze points where no eye was detected were kept.

2.4.2. Eye-Tracking Accuracy and Precision

Accuracy is defined as the mean of all the angles (angleV) calculated between GDL
and TL-E using the formula described in Equation (1). To calculate the eye-tracker’s spatial
precision [33] the common practice was used, i.e., the root mean square (RMS) of the
inter-sample angular distances between successive gaze directions.

For the head-still condition before averaging between the two eyes, a one-way ANOVA
tested for differences in accuracy between the two eyes. To analyze changes in eye data
quality across the population, tested percentiles were calculated. An overall average and
an average for different percentiles of users for accuracy and precision were computed. A
one-way ANOVA way tested how accuracy and precision differ across screen regions with
the horizontal line as the independent factor and the vertical lines as levels. Differences



Healthcare 2021, 9, 180 7 of 15

observed across the horizontal line might be an indication of the altering of eye-tracking
data quality induced by reflections from vision corrections [34]. As an additional precision
indicator, a bivariate contour ellipse area (BCEA) for left, right, and the average of the two
eyes was also plotted to show the area that encompasses 50% of fixation points around the
mean for each given target.

In the head-free condition, the average precision as RMS between the successive GDW
was calculated and a one-way ANOVA tested how precision is affected by phases of stable
head and moving head while subjects fixated on the target. The data loss percentage [35]
was calculated using the Formula (2):

Data loss (%) = 100 × Nsamples − Nvalid_samples
Nexpected_samples

(2)

Nsamples represents the number of data samples recorded after excluding the initial
500 ms, and Nvalid_samples are the number of samples during which a valid gaze position
was recorded.

2.4.3. Eye-Tracking Temporal Precision

The recorded videos were converted into images frame-by-frame through a converter
program (Free Video to JPG Converter, version 5.0.101). A new automatized method was
programmed to detect the elapsed frames between the LED’s onset and the onset of the
different dots. The Color Thresholder app was used from the Matlab Image Processing
Toolbox (version 10.4) to manipulate sample frames’ color components via a hue, saturation,
value (2HSV) color space. Three separate red-green-blue (RGB) 2HSV segmentation masks
were created: one for all the LED’s reflection on the HMD (Figure 5a, LED; Figure 5b, first
LED and second LED), one for the appearance of the green dot (Figure 5a,b, G-D), and one
for the appearance of the bright red dot (Figure 5b, R-D). The masks indicated how many
pixels in the frame contained the events; this permits automatic identification of events.
When using the SRanipal, to differentiate between the first and the second pair of LEDs,
for each frame, the script attributed a flag whenever the number of pixels was greater or
smaller than given values. This flag is made possible since the second pair of LEDs cause a
bigger reflection area, therefore a bigger number of pixels on the resulting mask (Figure 5b,
second LED on and second LED mask).
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Figure 5. Original image: original frame pictures showing different events for (a) the Tobii Pro SDK
(event: LED on and pupil on) and (b) the SRanipal SDK (event: first LED on, pupil on, second LED
on, pupil shift). RGB 2hsv mask: application of Matlab’s image segmentation mask to the selected
events. The masks indicate how many pixels are in each event for the LED and dot events for (a) the
Tobii Pro SDK (output: LED, G-D) and (b) SRanipal SDK (output: first LED, G-D, second LED, R-D).

For the eye-detection scenario, both when using the Tobii Pro SDK and the SRanipal
SDK, the script automatically counted the number of frames between LEDs and the green
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dot onset. For each frame, the script attributed a flag whenever the generated LED mask or
G-D mask had a number of pixels greater than 10. Additionally, when using the SRanipal,
the script identified the first LED pair when the first LED mask had a number of pixels
greater than 10, but also smaller than 250.

The count started with the second pair of LEDs’ onset for the gaze-contingent scenario
and ended with the bright red dot appearance. When the bright red dot was on for each
frame, the script attributed a flag to the corresponding R-D mask when it contained a
number of pixels greater than 10. For the second pair of LEDs, on every frame the script
attributed a flag, whenever the number of pixels was greater than 300, to the second
LED mask.

For the analysis both for eye-detection and gaze-contingent scenarios a histogram
and a boxplot were plotted with the resulting intervals between events and tested for
normal distribution with a one-sample Kolmogorov-Smirnov test. Temporal precision was
calculated as the median of frame numbers elapsed between the LED and the different dot
event multiplied by each video frame’s mean duration.

3. Results
3.1. Pre-Processing: Eye-Tracking Accuracy and Precision

After data selection for each target, subjects had a median of 2638 data points in the
head-still (Figure 6a) condition. The head-freestable (Figure 6b) condition had a median of
1408, and the head-freemoving had a median of 251 points per target (Figure 6c).
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25 targets after data pre-processing for the head still (a) and head-free condition (b,c). The head-free condition is divided
between stable (b) and moving head (c) periods.

3.2. Eye-Tracking Accuracy and Precision

In the head-still condition, the one-way ANOVA resulted in no significant differences
in accuracy between the two eyes (F (1, 20) = 0.81, p = 0.38; mean left eye: 4.16◦ SD: ±1.49
and mean right eye: 4.75◦ SD: ±1.63). For this reason, the average across eyes (mean
average of both eyes: 4.16◦, SD: ±1.40) was used for the analysis. Precision has a mean of
2.17◦, SD: ±0.75. The BCEA and mean accuracy angle and precision values per target show
that the accuracy and precision of the estimated gaze are worse at the outermost horizontal
regions and that the central line has higher accuracy and precision than the most externally
positioned targets, with the highest level of accuracy and precision for the central target
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(Figure 7a–c and Table 1). Comparing horizontal regions, a one-way ANOVA revealed
that there is a significant difference in accuracy and precision (F (4, 50) = 3.35, p = 0.02 for
accuracy; F (4, 50) = 3.6, p = 0.01 for precision). Post-hoc t-tests (Bonferroni corrected) show
the center as being more accurate than the upper horizontal (p < 0.03, central row mean
offset: 2.26◦, SD: ±0.73; upper row mean offset: 6.16◦ SD: ±5.50), and as more precise than
the lower horizontal (p < 0.01, central row RMS mean: 1.63◦ SD: ±0.30 and the lowest row
RMS mean: 3.15◦, SD: ±2.00).
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Table 1. Mean angle accuracy and RMS precision for the 25 different targets across the visual field (VF) tested for left (L),
right (R), and left-right average (B).

VF (◦)
−27◦ −13◦ 0◦ 13◦ 27◦

L R B L R B L R B L R B L R B

27◦
10.77 10.09 9.95 5.84 5.16 5.28 3.05 3.63 3.1 5.13 4.53 4.58 8.01 8.6 7.93
2.64 2.67 2.29 2.27 1.91 1.86 2.84 4.29 2.79 1.9 1.98 1.72 3.18 2.18 2.25

13◦
4.21 3.66 3.61 3.8 3.47 3.57 2.87 3.19 2.96 3.28 3.67 3.36 3.08 4.82 3.55
2.16 2.4 1.94 2.31 2.11 1.87 1.87 2.1 1.67 2.12 2.06 1.75 2.22 2.03 1.88

0◦
2.4 2.66 2.2 3.09 3.3 3.11 0.94 1.02 0.74 3.12 2.98 2.87 2.34 3.21 2.37

1.95 2.08 1.79 1.73 1.81 1.55 1.64 1.8 1.45 1.98 1.95 1.68 1.94 1.95 1.76

−13◦
4.05 5.32 4.3 4.14 4.16 4.1 3.27 2.34 2.73 4.78 3.98 4.33 3.49 4.98 3.75
2.02 3.4 2.35 1.63 3.16 2.03 1.73 3.91 2.31 1.87 2.08 1.67 2.09 2.35 1.92

−27◦
6.95 9.44 7.41 4.57 6.68 5.39 2.44 7.13 4.06 4.63 8.12 6.01 5.62 8.7 6.44
2.02 4.81 2.89 2.51 4.32 2.81 3.12 7.13 4.06 2.87 5.99 3.5 4.13 3.4 2.95

Fixational eye movements of single subjects were plotted that revealed unstable
fixation patterns for the upper row (Figure 8a) and deviations for the lower (Figure 8b).
Accuracy and precision become worse for different quantiles of users (Table 2). Starting
from the third quartile, accuracy and precision dropped. The accuracy passed from a visual
angle of 3.21◦ to 4.88◦ and 6.06◦, and precision passed from 1.63◦ to 2.51◦ and 3.55◦ from
the first quartile to the third, and the 90th percentile, respectively.

In the head-free condition, there is an overall average precision of 1.15◦, SD: ±0.69.
Under head-movement one-way ANOVA revealed a significant difference in precision
between head-freestable, compared to phases of head-freemoving (F (1, 18) = 8.64), p < 0.01;
RMS meanstable: 0.76◦, SDstable: ±0.39, RMS meanmoving: 1.54◦, SDmoving: ±0.74) with
higher imprecision during periods in which subjects were moving their head. As to data
loss, there is a double amount of data slippage in the head-freemoving phase compared to
when subjects were not moving their head (7.56% of data spillage compared to 3.69% of
data spillage).
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Figure 8. (a) Fixations plotted across the time for one subject evidence an unstable fixation of the upper-central target, target
3c, compared to a central one (green), target 1c. (b) Starting from left to right, target 5a is the most left target, positioned in
the last row, and target 5e is the most right target. Blue, orange, yellow, lilac, and green are the dispersed fixation points
belonging to target 5a, 5b, 5c, 5d, and 5e, respectively.

Table 2. Mean accuracy and RMS precision across different percentiles of each target in the head-still
condition.

Percentile (Head-Still) Accuracy (◦) Precision (◦)

25% 3.21 1.63
50% 3.98 1.95
75% 4.88 2.51
90% 6.06 3.55

3.3. Eye-Tracking Accuracy and Precision

The one-sample Kolmogorov-Smirnov test showed that the intervals between LED and
dot onset are not extracted from a standard normal distribution (Figure 9a,c,e), therefore
a better indication for comparison between the temporal precision tests is the median
(Figure 9b,d,f).
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In the eye-detection scenario for the Tobii Pro SDK and the SRanipal, a median of 58.1
ms is found. In the gaze-contingent scenario, a median temporal precision of 58.1 ms is
also found.

4. Discussion

New research using eye-tracking in VR has seen the emergence of more and more
patient-friendly clinical applications intended to investigate and rehabilitate visual diseases.
The current pilot study applied tailored data quality and temporal precision methods in VR
to better understand how suitable is the manufacture’s information for future low vision
usability as an online at-home virtual perimetry and enhancement implementation. As a
show-case for healthy subjects, the methodology was applied to investigate the status-quo
usability of the HTC VIVE Pro Eye. The results obtained opens new discussion relating to
online eye-tracking usability in VR for novel at-home ophthalmology applications.

For an online virtual perimetry testing application, two different conditions were
tested: head-still and head-free. The head-still was used to test the eye-tracking accuracy
and precision data over a large visual field and at different HMD regions. For this purpose,
fixational targets were fixed to the VR headset, and accuracy and precision were tested
on a 2D plane covering ±26.6◦ of the visual field of the HMD both horizontally and
vertically. The head-free scenario tested the effect of head movement over eye-tracking
precision and data spillage. For this purpose, fixation was tested in a 3D environment
while keeping the head stable and while moving. Both showed different limitations of the
embedded eye-tracker.

The head-still condition evidenced that, in comparison to the manufacturer’s claim,
spatial accuracy is worse than the reported values. Following previous VR eye-tracking
accuracy research [36], eye-tracking data was more than three-time more inaccurate than
the commercialized values with an average of 4.16◦, SD: ±1.40◦. Only the central target’s
accuracy seems to be within the range of 0.5◦–1.1◦ spatial accuracy reported by the manu-
facturer. The remaining targets have values outside the range and, as found in previous
screen-based eye-tracking studies [31,37], the target position on the HMD screen affected
eye-tracking data quality. Compared with the central line, at approximately 25◦ away from
the midline, significant inaccuracy is found for the upper horizontal line and imprecision
for the lower one.

The inaccuracy observed at the upper horizontal line indicated that fixations in regions
above 25◦ from the midline are difficult. It is hypothesized that subjective facial configu-
rations, such as the distance of the VR headset from the eyes, is shrinking the visual field
and making fixation in that area more challenging. Very recent research has shown that the
commercially reported visual field values of the most common VR headsets are the sum of
monocular fields for each eye and the actual value that should be used to indicate the visual
field extent is the monocular value [38]. It can be hypothesized, therefore, that the actual
visual field measurement for the HTC Vive Pro Eye would be only half, ±27.5◦ horizontally
and vertically. The eye-tracking methodology applied therefore tested accuracy at the edge
of the VR headset’s possibilities in terms of the visual field, and this is reflected by the
difficulty in fixating the extreme upper regions. Future studies using upcoming commercial
HMDs with embedded eye-tracking should keep these restrictions in consideration.

As to the lower horizontal line, below 25◦ from the midline, eye-tracking data was
found to be significantly more imprecise, and fixational points were more spread compared
to the others. The spread of data points at the lowest edge of the HMD indicates effects due
to reflections. It is known that reflections due to the surrounding environment, depending
upon eye physiology, usage of corrective lenses, or due to the infrared camera position
inside the VR headset, can lead to errors in the eye-tracking data [39]. The observed changes
in data quality across the population indeed point towards external factors affecting eye-
tracking data quality. Therefore, it is hypothesized that the observed deviations could
be affected by all three above mentioned effects. Traditional calibration methodology
can correct for each user’s eye physiological characteristics [40]. Nonetheless, it can
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still be challenged by light conditions, the eye-correction used, reflections, and head
movement [28] and this is what was found in our preliminary study as well.

Novel calibration methodology suitable in moving scenarios for online eye-tracking
usage in VR could be used instead [41]. More and more research is being done in that di-
rection. The most promising, which could overcome most of the current study’s challenges,
uses smooth pursuit to self-calibrate the system while a task is still being performed in VR.
Results have shown that smooth pursuit calibration can overcome challenges such as differ-
ences in eye physiology, head movement, and problems in keeping a stable fixation [42,43]
which are common in patients with visual loss. For a visual grasping mode, instead of
using stimuli that change in brightness, limiting eye-tracking data [28], moving stimuli
could be used to attract a patient’s attention towards a new test area, which can occur in
concomitance with self-calibration. Smooth-pursuit tasks in combination with head move-
ments do not influence patients with both binocular and monocular visual loss more than
normally sighted participants [44]. Hence, self-calibration systems that use smooth-pursuit
for online visual field perimetry testing could overcome problems due to light conditions,
patient fixational stability, eye physiology, and head movements. In future studies, a
self-calibrating smooth pursuit could be applied both to normal and other patients, and
the result could be compared to the current data.

The head-free condition evidenced how precision and data loss can be influenced by
head movement: precision is lowest, and a double amount of data loss occurs while moving.
The results obtained are pertinent with head-mounted eye tracker studies [28,35,45].

From the data quality analyzed, it can be concluded that the feasibility of the HTC
Vive Pro Eye as an online objective visual grasp tool that could detect the early onset
of glaucoma at eccentricities above ± 25◦ [46] is very restricted. With high inaccuracy
and imprecision above ± 25◦ from the midline, and eye-tracking imprecision and data
spillage during movement, its status-quo usage in online visual field testing is limited.
The manufacturer’s information shows no indication of these restrictions; therefore, the
current pilot study provided additional eye-tracking data information for visual field online
low-vision applications.

As to its application for online visual enhancement clinical studies that require a
limited temporal precision and lack reliable and direct temporal precision measurements,
additional conditions should be kept in mind. The display refresh rate can make a difference
between a good or an acceptable latency level [20,47]. The eye tracker used in the HTC Vive
Pro Eye has a higher refresh rate than the display, therefore, for this system, one part of
the latency’s variance can be due to the display’s refresh. Additionally, ideally the display
should be updated immediately at the end of each saccade. This is limited in practice since
a lag always exists between the identification of saccade ending, rendering the new image,
transmitting it, and displaying it, due to hardware differences [48]. For example, rendering
the image can take from 25 to 150 ms [49–51] and an acceptable level of the system’s latency
depends on the application.

The new objective and automatic temporal precision tests showed that there is no
difference between the detection of an eye and a gaze-contingent scenario. Furthermore,
displaying data through the Tobii Pro SDK or the SRanipal SDK makes no difference in
terms of temporal precision. For all the tests conducted, the median is a good indicator of
temporal precision. The value of 58.1 ms makes the system suitable for patient-friendly
visual enhancement applications. Indeed, it has been discussed that for changes in the
peripheral areas of vision, latencies between 50 and 70 ms are well accepted because visual
loss simulations are applied in the periphery, and they are not usually detected [48,52].
This happens because changes in the post saccade area mostly overlap with changes in the
pre-saccadic [47]. If a saccade has a maximum duration of 54 ms and peripheral changes can
go undetected up to 70 ms, the HTC Vive Pro Eye’s eye-tracker is suitable as a responsive
and undetectable online visual enhancement software.
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5. Conclusions

In this study, the goal was to assess the preliminary eye-tracking status-quo capabilities
of the HTC VIVE Pro Eye in a pilot number of healthy subjects to test its potentiality for
future online clinical low-vision applications. Preliminary results indicate that the status-
quo of eye-tracking embedded in the HTC VIVE Pro Eye has limitations for online VR
perimetry testing and is generally suited as a low vision enhancement software. The results
obtained added essential discussion points to be considered for future and upcoming
VR headsets that want to use embedded eye-tracking as a virtual perimetry testing. The
correctness of the actual reported visual field expansion of the VR headset and its relation to
eye-tracking data need to be considered and additionally tested over a more heterogeneous
subject population. Furthermore, a more suited smooth pursuit online self-calibration
system could be considered for ongoing VR perimetry when considering using VR headsets
for patients.
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Abstract: This study addresses the importance of salience placement before or after scotoma devel-
opment for an efficient target allocation in the visual field. Pre-allocation of attention is a mechanism
known to induce a better gaze positioning towards the target. Three different conditions were tested:
a simulated central scotoma, a salience augmentation surrounding the scotoma and a baseline condi-
tion without any simulation. All conditions were investigated within a virtual reality VR gaming
environment. Participants were tested in two different orders, either the salient cue was applied
together with the scotoma before being presented with the scotoma alone or the scotoma in the wild
was presented before and, then, with the augmentation around it. Both groups showed a change in
gaze behaviour when saliency was applied. However, in the second group, salient augmentation also
induced changes in gaze behaviour for the scotoma condition without augmentation, gazing above
and outside the scotoma following previous literature. These preliminary results indicate salience
placement before developing an advanced stage of scotoma can induce effective and rapid training
for efficient target maintenance during VR gaming. The study shows the potential of salience and VR
gaming as therapy for early AMD patients.

Keywords: AMD; salience; virtual reality; VR; preventive care

1. Introduction

The macula is the human eye’s richest area in terms of photoreceptors. This part of
the retina is endeavoured to produce a sharp image of the objects we gaze upon. Hence,
deterioration of this area may lead to the formation of scotomas or areas with partial or
complete diminished visual acuity.

Amid the different conditions that can deteriorate the status of the macula, two are
the conditions that appear more often: the myopic macular degeneration, which occurs in
the presence of high myopia [1], and the age-related macular degeneration (AMD), which
usually appears in the last decades of life [2]. Myopic macular degeneration and AMD
combined affect approximately 11% of the world’s population [1,3].

Patients with macular degeneration are known to adapt to the central visual loss by
modifying the so-called foveated behaviour, i.e., objects of interest will no longer be fixated
within the macula. A peripheral behaviour substitutes this foveation, meaning that patients
will learn to fixate away from the target of interest so that the target can be positioned
on a healthy retinal location, and consequently acknowledged. This technique is called
eccentric viewing, and the healthy part of the retina used to look at objects is referred to as
the preferred retinal locus (PRL). This peripheral gaze behaviour is known to be the only
way that patients have to continue their daily life [4].

However, the peripheral retina has a poor visual resolution [5], and it is not intended
to acknowledge details in focused objects. It takes time to adapt and modify the natural
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foveation behaviour, but in the end, one or more eccentric PRLs develop naturally [6–10].
Correct adaptation and use of the retinal areas with intact visual quality are a key part of
safely continuing day-life activities such as safely crossing the street [11,12].

New technologies such as virtual reality (VR) and augmented reality (AR) have
recently proposed new assisting tools for patients suffering from macular degenera-
tion [13–15]. These tools aim to improve the quality of life of patients by improving the
eccentric viewing and assisting patients specifically during critical tasks.

Embracing these new technologies and applying them to patients can assist them
in improving eccentric fixation. Likewise, these technologies can be used with healthy
subjects to study improvements in gaze behaviour under simulated visual loss conditions.

Standardised gaze-contingent scotoma simulations can change gaze behaviour in
healthy participants in the same way as patients do [16–20] and scotoma simulations can
replicate visual loss in a standardised manner with a well-defined area and filling [21–23].
Thanks to this standardization, there is the advantage to overcome the variability of differ-
ent shapes and positions the scotoma patients bring into studies [16,17] and investigate
augmentations in a generalized manner that can get later validated when applied to
patients [24].

In this study, a standardised gaze-contingent scotoma simulation was used to occlude
the central vision bilaterally to test, for the first time, the effects of gaze placement before
and after salience application. The study’s purpose was to test the hypothesis according to
which preventive attention placement can lead to a better target positioning in relation to
scotomas [4,25].

An augmented peripheral cue was designed to be perceived as salient, and induce the
eyes to position a moving target outside the central occluded area. The circular cue was
applied to the dominant eye only, in the periphery and gaze-contingent. A unique-eye-of-
origin stimulus presented in the periphery is known to attract the gaze towards its position;
it induces a popping-out effect, known as saliency [26]. Furthermore, the augmentation
was gaze-contingent, with a constant position in the peripheral visual field. It is known
that peripheral cues have an automatic component of attention allocation that once they
have triggered it, its focus is preserved in that location [27,28]. For the present study, this
means that once the eyes were attracted towards the peripheral cue, the target would start
to be positioned in an annulus area where automatic attention is known to be focused [27].

Traditional tasks used for PRL development studies and therapy can be repetitive,
exhaustive, and tedious, ending in a decrease in the subject’s motivation [29]. For the
current study, a VR game that involved tracking and detecting changes in a moving object
was introduced to re-definite these traditional tasks. Gamification, in this context, was
intended as a leap from those training sessions to more engaging experiment blocks.

2. Materials and Methods
2.1. Participants

Thirteen participants took part in the study (7 females and 6 males, mean age 29, stan-
dard deviation (SD) ± 3 years, only one subject wearing eye-correction, eye contact lenses).

2.2. Set-Up

For the virtual experiment, the Unity 2019.3.0a5 version was used as a design tool,
with C# as a programming language, running on a PC with Windows 10 Home, having a
64-bit operating system, an Intel Core i7 -7700HQ, 2.8 GHz, 16 GB RAM, and an NVIDIA
GeForce GTX 1070 GDDR5 graphics card.

The HTC Vive Pro Eye [30] headset was used to present the virtual environment.
This headset has an integrated eye tracker with a sampling frequency of 120 Hz and a
known latency between 58 ms and 80 ms [31,32]. This HMD also has two AMOLED screens,
with a resolution of 1.440 × 1.600 pixels to each eye (pixel density of 615 pixels per inch
(PPI)), and a refresh rate of 90 Hz. Tobii Pro SDK v1.7.1.1081 [33] and Vive SRanipal
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SDK v1.0.3.0 [34] were used to save eye-tracking data and to present the gaze-contingent
simulations, respectively. A Microsoft Xbox wireless controller was used for subject input.

2.3. Calibration Procedure

An initial semi-automated inter-pupillary distance (IPD) adjustment and a calibration
of five points (SRAnipal) was carried out for all participants at the beginning of each
condition. The participant sets the IPD through a knob that can be rotated to adjust the
lenses distance. Based on the pupil position, the SRAnipal system provides feedback to the
subject when the distance has been set correctly. Only after a correct IPD adjustment, the
eye-tracking calibration can start. After a correct calibration output offered by the software,
the subject could start with each condition type.

2.4. Experimental Procedure

Participants were asked to pursuit a moving target with unrestricted head movement
while playing a 2-D Pong game in VR. The playing area covered ±28° horizontally by
±26° vertically. The moving target consisted of a 3° ball moving at an average velocity of
21.74 ° s−1 (SD: ±0.63 ° s−1) from one side to the other of the screen following a randomised
triangular trajectory. The subjects controlled two paddles to keep the moving ball inside
the playing area. If the ball left the playing area, the trial was re-started by the participant.

During the Pong game, the ball changed colour at random intervals. Participants were
asked to press a button whenever they acknowledged that the ball stimulus changed colour,
which, if recognised, it would increase their score. During the session, the participants
could move their heads freely. In addition, a head-fixed rectangle of ±14.25° horizontally
and vertically was presented to motivate the subjects to move their heads.

2.4.1. Conditions

All participants were tested in three (3) conditions: normally sighted, central scotoma,
and salience augmentation of scotoma simulation. In the normal condition, no simulation
was used while playing the game. During the central scotoma condition, eye-tracking
was used to simulate a 12° circular scotoma occluding the central visual field. In the
augmented central scotoma condition, a 2° circular augmentation, with a diameter of 27°
was implemented around the simulated scotoma and applied to the dominant eye.

Figure 1 shows of how the simulations in the scotoma and augmented condition
looked like. Each condition was measured in three blocks of five (5) minutes. Before each
block, a manual drift correction had to be performed by the subject.

7.5° 12° 2°12°

(b) (a)

Figure 1. (a) Specifications of the central scotoma (CS) and (b) augmented scotoma (AS) condition.
In the CS condition the scotoma (a) had a diameter of 12°. In the AS condition (b) there was an
concentric augmentation of 2° around the scotoma and an annulus area extending 7.5°.

2.4.2. Manual Drift Correction

A manual drift correction was applied at the beginning of each block for all conditions.
The manual drift correction (Figure 2) consisted of a manual scotoma adjustment performed
by the participant. Each subject was presented with a scotoma simulation for each eye and
a central red dot, attached to the eye camera. The red dot was used as a reference to centre
the scotoma. Participants could correct the scotoma position using the Xbox controller.
After the scotoma was correctly centred and checked by the experimenter, the experimenter



Appl. Sci. 2021, 11, 7164 4 of 16

pressed a key to start the next block. These offset values were then applied throughout
the block session. The drift correction was designed to compensate for eye-tracking data
quality decay in VR due to the movement of the participant, which is known to induce drifts
into the precision of the eye tracker [35]. These drifts can influence scotoma positioning.

(b) (c)
(a)

Figure 2. Drift correction was performed manually by the subject to have a centralized scotoma
around the red dot at the beginning of each block. In the figure above, a hypothetical example of how
a decentralized scotoma (in black) might look like (a) and hypothetical stages of position correction
(b,c), black arrows, performed to have a concentric positioning of the scotoma around the red dot (c).
The grey circle is used as a reference for this figure to indicate where the simulated scotoma should
be positioned.

2.5. Groups

The participants were separated into two groups, defined by the order in which the
different conditions were presented. Although the augmentation and scotoma conditions
were randomized, all subjects started playing the game without any applied simulation
first (normally sighted condition) (Figure 3).

Block

Pong VRManual drift correction

5 min

Block ended

1 2 3

1 2 3

1 2 3

1 2 3

1 2 3

1 2 3

Normally Sighted (NS) Central Scotoma (CS) Augmented Scotoma (AS)

Normally Sighted (NS) Central Scotoma (CS)Augmented Scotoma (AS)

IF (ball exited play area)

Resume game

Game Over!

Group 1 – G1

Group 2 – G2

Figure 3. Scheme of the experimental procedure. Participants were divided into two groups (G1
and G2). Both groups initiated playing the Pong game under normal vision conditions (normally
sighted, NS). The difference between groups was defined by the order by which the scotoma (CS) and
augmented scotoma (AS) simulations were presented. In group 1, the scotoma simulation followed
the augmentation, in group 2 the opposite. During each condition, three blocks (1, 2, and 3) were
tested. Each block was the same for all conditions. It started with a manual drift correction followed
by a 5-min timer playtime. During the game, the ball could have exited the play area. In that case,
the timer was frozen and the game re-started. When the timer ended, a new block started.
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3. Data Processing
3.1. Data Pre-Processing
3.1.1. Noise Cancellation: Fluctuation in the Sampling Data

Eye-tracking data were first checked for fluctuations in the sampling rate which
can lead to noise in the eye-tracking data introducing spurious variation into the eye
movements [36,37]. Sampling rate fluctuations were found if the time that passed between
two samplings were bigger than the known inter-sample range (8.3 ms, with an error
margin of ±0.4 ms). Following common practice [37], when fluctuations were detected,
two data points before, and two data points after the identified fluctuation were deleted
from the dataset. After this filter, a percentage of total data exclusion was calculated.

3.1.2. Latency Error Correction

All gaze-contingent paradigms are always subject to a lag between where the par-
ticipant’s current eye position is and where the rendering of the scotoma is shown on
display. This latency is related to the system’s processes to display the image based on
the eye position. First, it needs to record the eye position and transmit it to the computer;
the computer would receive it and shift the scotoma position, render the new image, and
finally, it displays the new image on the headset screen [38]. This delay in the scotoma
presentation means for the current experiment that the scotoma might not cover the exact
6° radius of the central vision at all time.

To account for the latency error between the actual eye’s position and the actual
recording of the eye, the target position was used as an indicator of where the recording of
the eye should have been. This error can be approximated in the distance between the gaze
and target positions measured during the normal condition.

For every frame, the normalised target (re-referenced to the eye) and the dominant
eye’s normalised gaze were transformed into two-dimensional Cartesian coordinates. Then,
the eye-target distance was calculated using the Pythagorean theorem. For every target
data sample, twenty-one eye data points (ten previous to the matching timestamp and ten
forward) were registered. The median in the distances between these 21 points and the
target position was considered the system standard error.

A mean and the standard deviation [39] for this error were calculated for each sub-
ject and assumed as the time delay between the recorded eye position and the actual
eye location.

3.1.3. Eye-Tracking Data Filtering

The Nyström and Holmqvist [40] velocity-based algorithm was used to filter the
high jumps in eye velocity caused by missing eye data. These jumps occur above the
normal velocity of the eye during a saccade (300 ° s−1). The sgolay function in Matlab
based on Savitzky and Golay [41] was used over the 3D raw gaze coordinates. Sample-to-
sample velocity between two consecutive gaze coordinates in degrees was calculated for
the raw and filtered data. These velocities were compared to observe the filtering effect of
this algorithm.

3.1.4. Saccades Smoothing: Moving Median Window

As described by Shanidze et al. [42], to calculate the gaze-target distance, saccade
information is usually kept. To smooth the saccade’s data and look for trends that could
otherwise be overlooked due to a high number of saccades that occur during the initial
phases of scotoma habituation [43], a moving median window was used. Different sliding
windows of 5, 10, 20, and 40 s were compared until saccades smoothing was achieved, and
a more clear trend with less volatility in gaze-target distance was observed.



Appl. Sci. 2021, 11, 7164 6 of 16

3.1.5. Colour Change Recognition Sub-Task and Scotoma Radius as Cutoff for the
Maximum Positive and Negative Predictive Values

Bayes’ theorem was applied to test the probability of colour recognition due to scotoma
coverage. The distance between gaze and the edge of the target and whether it was above
the scotoma’s radii were used to indicate seen or not seen, and the colour change detection
to determine correct or wrong.

Seen and correctly recognised was defined as true-positive, while non-seen and
detected was false-positive. Similarly, if the colour change was not detected but the target
was visible, it was considered a false-negative. If it was not visible and not detected, it
counted as a true-negative. The probability of the positive and the negative predictive value
were then calculated for the group and individually, and can indicate that the central vision
might not be correctly occluded due to eye movements such as saccades and blinks [44,45].
Hence, the subject could have seen the target outside the intended radius of occlusion
partially or entirely when he/she was not supposed to, influencing the correct and incorrect
colour recognition task ratio. To test for possible errors in scotoma occlusion, five different
scotoma radii extensions were considered, from 6° to 4°, in steps of 0.5°. Suppose an actual
error due to partial occlusion of the central visual field was present. In that case, all subjects
should present a low positive predictive value and a high negative predictive value for the
6° scotoma radii.

The lower the margin for the scotoma radii, the higher number of positive predictive
values are expected. This increase will occur until the positive predictive value would
reach a plateau. The opposite would be observed for the negative predictive value. Fur-
thermore, this test allows us to identify the subjects who performed the task correctly from
those who did not. Each subject was looked at individually to observe the trend. If the
positive and negative predictive values did not show the same trend as the majority did,
they were identified as having a bad performance, not in line with the experiment and
therefore excluded.

3.2. Data Analysis
3.2.1. Gaze-Target Distancing: Condition Type Influence over Eye Position

After data pre-processing, the effect of the independent variable, condition type, was
investigated over the dependant variable, the median distance between the gaze and the
centre of the target. The normality of the sample was tested with the Kolmogorov–Smirnov
one-sample test (p < 0.001). Given the absence of a normal distribution in our data, the
non-parametric Kruskal–Wallis test was used. These results were further compared with
an FWER test (Dunn–Šidák).

3.2.2. Gaze-Target Direction: Training Effect across Blocks

To examine whether there was a significant change in gaze behaviour, the gaze-target
direction was plotted as a function of different blocks. Re-direction of eye positions in
favour of the upper, lower, right, or leftwards hemifield indicated changes of gaze be-
haviour across time [18,25]. A polar histogram was used to look into the gaze direction and
confront it to the target across blocks. Zittrell [46] polar histogram plot based on Berens [47]
was used after calculating the wrap angle between gaze and target. Circular statistics were
used, and the mean resultant vector (r) and the average direction were calculated for each
block. The mean resultant vector values range between 0 and 1, where 0 indicates that
data have a large spread while 1 means that the entire dataset is concatenated towards one
point. This parameter was used to look into the spread of the gaze direction with respect to
the target. The average angle indicates the potential directionality for the tested block.
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4. Results
4.1. Data Pre-Processing
4.1.1. Noise Cancellation: Fluctuation in the Sampling Data

Only 0.83% of the data were omitted due to fluctuations in the sampling rate, meaning
that these points had a sampling rate outside the normal range of sampling.

4.1.2. Latency Error Correction

The best gaze-target distance was found to be when gaze data points were 3 position
updates behind the target data. Considering the sampling frequency of 120 Hz, in terms
of latency, this indicates that the recorded eye position and the actual eye position had a
delay error of 25 ms (Figure 4).

Figure 4. Latency offset for best gaze-target distance across all subjects. The red line indicates the
mean tested for all the different time offsets, and the shading red represented the SD around the
mean. The black arrow indicates that the best gaze-target distance is at its lowest when gaze data are
sifted by 25 ms.

4.1.3. Eye-Tracking Data Filtering

A 24 sample Savitzky and Golay [41]´s algorithm was found to effectively refine
the velocity between successive gaze data. This second-order polynomial interpolation
smooths the gaze data gaps, where the velocity was above the normal saccades velocity, as
reported by Nyström and Holmqvist [40]. The result of the filter can be seen in Figure 5
when comparing filtered data with raw data, sample-by-sample.
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Figure 5. Gaze samples were filtered using the Savitzky–Golay filter, with second-order polynomials
and 24 filter length. In the dataset, the effect (red) on simple, raw (blue), sample-to-sample velocity.
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4.1.4. Saccades Smoothing: Moving Median Window

Four different moving median windows were tested to the gaze-target distance to
de-noise it. In comparison to the original data, every sliding window proved to improve
and smooth the gaze-target distance (Figure 6). Out of the four tested ones, the 40 s centred
moving average window presented less volatility induced by saccadic behaviour and best
smoothing in the data.
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Figure 6. Original gaze samples (blue) and different moving window medians applied to the original
data smoothing the saccades (red).

4.1.5. Colour Change Recognition Sub-Task and Scotoma Radius as Cutoff for the
Maximum Positive and Negative Predictive Values

The test revealed that indeed there was a big variability when comparing positive and
negative predictive values across different scotoma radii, starting already at 5.5° indicating
that the actual radius of the coverage area was smaller than 6°. The probability of positive
and negative predictive values had less considerable variability when reaching the 5°
radius of scotoma coverage and started to reach a plateau (Figure 7). This indicated that
the ball could have been perceived when the distance was ≤5°, and not 6° from the target.

On the other hand, it was observed that some subjects performed the task correctly
across all conditions, while others did not. The probability of positive and negative
predictive values did not show the same trend as the majority of subjects, with no plateau
reached (Figure 8); those subjects were excluded from the analysis, as a poor performance
in the test was suspected. A total of 5 subjects had to be excluded due to this criterion. For
the analysis, a total of 8 subjects were included, four from each group.
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Figure 7. Bar plots of positive and negative predictive values of all subjects across different scotoma
radii. The black arrow inside the box plots indicates the point from which a plateau is starting to
emerge. The plateau is starting to emerge at 5°.
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Figure 8. Inclusion and exclusion criteria for different subjects. Positive and negative predictive
values were looked at to identify the trend where, irrespective of the scotoma radius, both values
reached a plateau (the positive predictive value did not increase and the negative predictive value
did not decrease anymore). The black arrow indicates where this plateau was reached for the majority
of subjects. In this example, a demonstration is shown for subjects 1 and 2. For those where this trend
was not observed, they were excluded. This was the case, for example, for subjects 5 and 12.

4.2. Data Analysis
4.2.1. Gaze-Target Distancing: Condition Type Influence over Eye Position

In the first group, salience was applied after subjects had to adapt for 15 min to an
advanced scotoma simulation. The Kruskal–Wallis test found that there is a significant
difference between the three conditions (χ2 (2) = 7.19, p = 0.03) for the distance between
gaze and target. The post-hoc Dunn’s revealed that the cued scotoma induced significant
changes in the gaze-target distance (p = 0.02) compared to the normal condition. No
significant difference was found for the scotoma condition compared to the other two
conditions (Figure 9, G1).
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For the second group, where subjects were presented first with the scotoma simulation
together with the cued salience, there was a significant effect between the three conditions
as well (χ2 (2) = 7.20, p = 0.03). The post-hoc Dunn’s revealed that compared to the normal
condition, the central scotoma changed significantly the gaze-target distance (p = 0.02,
Figure 9, G2).

Figure 9. Box plots of the gaze-target distance for the two groups tested. A Kruskal–Wallis test
indicated a significant difference between the three conditions for both groups. The post-hoc Dunn’s
indicated differences in gaze behaviour when comparing the normal condition to the augmented
scotoma (AS) for group 1 (G1) and the scotoma condition (CS) for group 2 (G2). Both p-values were
below 0.05 (indicated by the asterisk). The target cover area (in green) is both above the intended
scotoma cover area (in gray) and the scotoma area with cover errors (scotoma trailing area, above the
dotted lines). The values above the median line (red) of the box plots are the median value of the
pre-processed gaze-target distance for all subjects across all three blocks.

4.2.2. Gaze-Target Direction: Training Effect across Blocks

Circular statistics revealed that gaze had a directional tendency above the target in the
second group, where subjects started first with the augmented scotoma. For both groups,
when the augmentation was present (during the three blocks), the gaze starts showing a
preferred direction, with a less homogeneous distribution in the gaze directions, across
blocks. For the second group, the gaze shifts upwards, and during the third block, the
resultant mean vector doubles its size for the second block, meaning a greater bias in the
directionality. An upper direction starts to emerge, with an average angle of 92° ± 2° of gaze
with respect to target. This trend is maintained when the augmentation is removed (central
scotoma condition), becoming more pronounced across blocks of this new condition,
maintaining the gaze-target direction at 89° ± 1° and at 91° ± 1° for the second and third
block, respectively (Figure 10). The bias strength also increased across blocks. No such
trend was observed for group one.
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Figure 10. Polar histograms of gaze direction in respect to target for group 1 (G1) and group 2 (G2)
across the blocks (1, 2, and 3). Above each polar histogram, the mean resultant length (r) and the
average angle (avgAng) with the corresponding SD of gaze-target direction are represented. The long
red line represents the average angle, the black bold semicircle at the end of the red line indicates the
SD. The red arrow overlapped on top of the long red line is the mean resultant vector.

5. Discussion

Macular degeneration is a chronic disease that affects central vision; as the macular
region deteriorates, it loses the ability to produce clear images of the focused objects. The
visual system needs to re-adapt its behaviour to overcome this condition by shifting the
gaze away from the object of interest and reallocating it in the periphery (outside the area
of visual loss). Quickly developing a new adaptive mechanism is essential for patients
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suffering from macular degeneration to detect objects of interest, such as incoming cars
or bicycles. Most patients with central visual loss take up to three (3) months to adapt,
and only one out of three manages to direct their eyes correctly towards the object of
interest [9,48].

Other authors have already used VR for rehabilitation and training of this eccentric
fixation behaviour using patients [13–15]. However, one of the major challenges for these
studies is that patients have different types of scotomas with different shapes and positions,
and for this reason, patients require individualized augmentations. The mixed results
obtained so far regarding individual augmentation on patients complicate its translation to
clinical practice.

The current study investigates gaze behaviour during salience augmentation for
standardised central scotoma simulation during tracking of a moving object. Previous
studies only looked at changes in normally sighted participants with simulated scotomas
without further testing how augmentations might change their behaviours. In our case,
a modified version of a VR Pong game was presented to participants where they had to
pursue a ball, stopping it from exiting the play area by moving the paddles, and they also
had to acknowledge changes in the ball’s colour.

The group whose participants initially experienced an advanced scotoma simulation,
and only afterwards salience around the scotoma was presented, a significant change in
gaze behaviour was observed. In comparison to the normal condition, during the salience
augmented scotoma condition, the target was placed above the scotoma edge both when
considering 5° as well as 6° radius (Figure 9, G1). Furthermore, the polar histograms show
that, even if the mean resultant vector did not increase across blocks, gaze position started
to be directed more and more towards the lower hemifield in the augmented condition. On
the other hand, no such trend could be observed across blocks for the scotoma simulation
condition (Figure 10, G1). The tendency observed for the salient augmented condition is
in accordance with previous findings [4] where 57% of macula degeneration patients had
better attention preference for the lower hemifield and where most patients with central
visual loss direct their gaze [21,48–51].

For the second group, a change in gaze behaviour for both simulated conditions was
also achieved. A significant change was observed during the scotoma simulation, with the
target being placed further away from the scotoma edge when taking into account 5° and
also 6° extension in the coverage range (Figure 9, G2), when compared with the baseline
condition (normal). The polar histogram revealed a similar trend for the augmented
condition to the one observed by the first group. The gaze’s direction started having a
specific directionality that was kept throughout the other two blocks. This direction was
kept when scotoma simulated participants had to play the game without augmentation,
and the value increased even more across the blocks. Additionally, by the end of the third
block of the central scotoma condition, the bias strength tripled the value that subjects had
when they finished the last block of the augmented condition (Figure 10, G2). The trend
that emerged was to position the gaze above the target. However, even if in an uncommon
position, the gaze position above the target was still in line with previous studies [25].

Based on the results, we hypothesise that presenting salient cues at the early stages of
central visual loss can help build a preferred gaze location. In contrast, prior experiences of
wild gazing in the presence of a scotoma may delay this choice. These results also point
towards developing a preferred retinal locus (PRL) position for moving targets.

Subjects presented with advanced stages of a central scotoma who have not undergone
any training and had not been presented with visual cueing usually develop an unclear
and variable preferred gaze positioning. This variability is reduced when augmentation is
implemented and the previously adopted positioning changes. However, this behavioural
change might take longer due to this previously positioning that the subject already has.

Some potential limitations should be acknowledged, considering the pilot nature of the
study. For instance, future studies will need to replicate our findings with greater samples.
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Moreover, the present study indicates that different adjustments on the augmentation
might be needed depending on the stage of the macular degeneration.

In this study, the HTC Vive Pro Eye, which is known to have an end-to-end latency
between 58.1 ms [31] and 80 ms [32] was used. Thanks to the colour recognition subtask
and the scotoma radii thresholding, the data were corrected for eye-tracking delays (25 ms).
However, this end-to-end latency [31,32,44] is not stable as it can be seen in the results,
and therefore may have influenced the scotoma positioning similarly to previous gaze-
contingent paradigms [44,45].

After data pre-processing, a 1° error in scotoma coverage for the majority of subjects
tested was found. This finding allowed a better understanding of the occluded area and
allowed us to correct for it when analysing the results. However, it also decreased the area
that was intended to be covered.

An additional limitation of the current system are errors in the IPD estimation. This
type of error can lead to a breakdown of binocular fusion, with errors in correctly focusing
on a target [52]. However, as calibrations were performed before each condition and manual
adjustments of the scotoma were performed on a trial basis, this error can be neglected.

Despite the limitations discussed above, a standardised scotoma simulation of 5°
was still achieved for eight subjects. The simulation changed the gaze behaviour com-
pared to normal conditions. In general, our results confirm what was previously pub-
lished [16–20,24], i.e., standardised scotoma simulations and augmentations help study
and train gaze behaviours. Virtual reality gaming proved to be a more entertaining task,
resulting in greater participants’ engagement and rapid adaptation. The similar results
obtained in a VR 2D world to previous literature is the first step for building a model for a
future, more complex and immersive reference system. Once a model of PRL development
with the key characteristics and behaviours has been established more immersive and
realistic virtual scenarios can be used, such as, for example, crossing the street scenarios
that involve tracking a moving target in the periphery.

6. Conclusions

Not only salience augmentation to standardised scotoma simulations in normally
sighted participants was investigated for the first time in this study, but this study also
looked and corrected for the latency effect these paradigms suffer from.

Displaying a gaze-contingent scotoma induces an eccentric gaze behaviour, and a ring
augmentation on top of it can modify this behaviour. Early application of this augmentation
enhances the gaze positioning and the development of a PRL, similar to what has been
reported in the literature. Meanwhile, experiencing a scotoma without any cue can lead to
a higher position disparity and may require more extended training periods.

This study needs to be replicated before clinical translation can be applied. Nonethe-
less, it shows potential for a new type of training for macular degeneration patients.
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Abstract: The present study investigates the effects of peripheral spatial cues and optically distorting
augmentations over eccentric vision mechanisms in normally sighted participants with simulated
scotoma. Five different augmentations were tested inside a virtual reality (VR)-gaming environment.
Three were monocular spatial cues, and two were binocular optical distortions. Each was divided into
three conditions: baseline with normal viewing, augmentation with one of the assistance methods
positioned around the scotoma, and one with only the simulated central scotoma. The study found
that the gaming scenario induced eccentric viewing for the cued augmentation groups, even when
the peripheral assistance was removed, while for the optical distortions group, the eccentric behavior
disappeared after the augmentation removal. Additionally, an upwards directionality of gaze relative
to target during regular gaming was found. The bias was maintained and implemented during and
after the cued augmentations but not after the distorted ones. The results suggest that monocular
peripheral cues could be better candidates for implementing eccentric viewing training in patients.
At the same time, it showed that optical distortions might disrupt such behavior. Such results are
noteworthy since distortions such as zoom are known to help patients with macular degeneration see
targets of interest.

Keywords: AMD; eccentric viewing training; virtual reality (VR); gaming; augmentation; salience

1. Introduction

The macula is a small region of the retina (∼5.5 mm in diameter) responsible for
depicting 4% of our visual field [1,2], an even smaller part (∼2 mm), the fovea, accounts
for about 1% of our visual field [2]. However, the fovea region is the only part of the
visual field that allows for the highest visual acuity. It is through it that most of the usual
information for daily activities such as reading, driving, and face recognition is acquired [3].
Objects appearing outside this area are also perceived, but there is a constant re-alignment
of the eye with the objects of visual focus to resolve them in detail. It is referred to as the
fovea-based oculomotor routine [4].

Damage to the macula due to local or entire degeneration leads to a form of cen-
tral visual loss referred to as scotoma. This visual loss ultimately disrupts the foveal
mechanism [2]. Macula’s alteration has a highly detrimental impact on the patients’ lives,
considering its importance for daily life. The prevalence of this condition is steadily in-
creasing [5], with an estimation that by 2040, it will reach pandemic proportions [6], with
288 million people afflicted [7].

Therefore, considering the burden of this condition, it is a pressing matter for the health
community to find ways to help patients continue with their daily activities. In general,
patients suffering from macular degeneration macular degeneration (MD) can continue
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being functional individuals as their peripheral visual area remains unaffected by the
disease. This area can be used to look at objects. Both patients and even participants with
simulated central scotoma [8–11], use an adaptive mechanism where both groups gaze
away from the target of interest. They use their peripheral vision to examine the targets
by placing the scotoma away from the region of interest. This behavior is called eccentric
viewing. Furthermore, the peripheral visual area constantly aligning with the target is
referred to as the preferred retinal locus (PRL) [12]. The PRL becomes the new oculomotor
reference in the visual field.

When developing the PRL, it is crucial to carefully choose a part of the intact peripheral
vision that can maximize visual performance by being the closest to the damaged area
and having the highest acuity. The closer the target is to the scotoma, the higher the
sharpness and the better the chances of detecting that object’s properties. Peripheral vision
is known to have a minor visual quality and less of a one-on-one representation of the
outside world the further away it is placed from the macula [13]. A correct adaptation to
this mechanism allows patients to still detect the needed features of an object during daily
activities. Unfortunately, not everyone adapts to it, and some may have an inefficient PRL
because it is not far enough or too far away from the affected central vision [2]. Therefore, it
is essential to help patients to develop an appropriate PRL by presenting effective assistive
training techniques.

Thanks to recent technological advances, extended reality (XR) technology, which
includes virtual and augmented reality, has seen a rapid increase in its use as a rehabilitation
technique to assist low vision patients [14–19].

Research has shown that peripheral stimuli can influence salience, or where the current
focus of visual attention is allocated while viewing eccentrically [20–23]. Assistive tools
for patients with macular degeneration have been developed as spatial cueing, meaning
attention was drawn to a specific location, and as optical distortions in the periphery in
combination with virtual reality [24–27].

Investigating the impact of gaze-contingent peripheral stimuli is essential, considering
that information presented in the periphery can affect eccentric viewing. This study aims
to test the gazing behavior under the presentation of gaze-contingent peripheral stimuli
in the presence of a simulated scotoma. Few studies have investigated how eccentric
viewing behavior is affected by different types of stimuli presented in the periphery when a
scotoma is present. The current study used different peripheral stimuli in virtual reality to
investigate their effects on eccentric viewing training in participants with a gaze-contingent
simulated central scotoma. A gaming environment was used to stimulate target tracking.

Five stimuli were tested: three without and two containing distortions. Three were
monocular cues applied to the dominant eye as an eye-of-origin singleton stimulus. An eye-
of-origin singleton stimulus is known to induce saliency, a type of attention, where the
eyes automatically be drawn to [28]. The monocular augmentations were a concentric
ring, known to induce salience effectively [24] and an annular area either blurred in or
out around the scotoma. Several studies have evidenced that blur applied as a singleton
efficiently captures attention [29–31]. The other two augmentations were zoom and fish-eye
distortions presented binocularly. Both have been investigated previously as assisting
viewing aids [32,33].

In this study, a two-dimensional virtual reality gaming environment was used. Train-
ing with virtual reality gamification applications has been substituting more traditional
rehabilitation techniques thanks to the engagement and learning effect these technologies
offer to patients. Recent surveys have shown that rehabilitation with gamification tech-
niques stimulates reward-related systems in the brain known to facilitate learning [34].
Additionally, it has been shown that gaming in combination with VR offered the advantage
of reducing the complexity of a task [35]. Furthermore, combining VR, augmentation,
and gamification expanded use frequency [36]. All these factors are necessary features
for applications developed for training and extensive use, such as training for eccentric
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viewing. In the present context, gamification in extended reality was presented to train
eccentric viewing.

2. Materials and Methods
2.1. Participants

Thirty participants participated in the study (with a gender balance ratio of 15 females
and 15 males, mean age 27, standard deviation (SD) ± 4 years, with only one subject
wearing eye correction: contact lenses). Seventeen participants had a previous experience
with a virtual reality headset.

2.2. Set-Up

For the design of the virtual experiment, the rendering engine Unity 2019.3.0, together
with the programming language C#, was used. The experiment ran on a desktop PC with
Windows 10 Home, having a 64-bit operating system, an Intel Core i5-7500 processor with
3.41 GHz, and random-access memory (RAM) of 16 GB. A NVIDIA GeForce RTX 3080 Ti
was used as a graphics card.

The HTC Vive Pro Eye [37] headset was used to present the virtual environment.
The headset has an integrated eye tracker with a sampling frequency of 120 Hz and a
known latency between 58 ms and 80 ms [38,39]. The HMD has two AMOLED screens,
each with a resolution of 1.440× 1.600 pixels, meaning a pixel density of 615 pixels per inch
(PPI) for each eye, a field of view of 94° × 91° (horizontally per vertically) [40], a luminance
of 116.1 cd m−2 [40] and a refresh rate of 90 Hz. The Tobii Pro SDK v1.7.1.1081 [41] was
used to save the eye-tracking data. The Vive SRanipal SDK v1.0.3.0 [42] was used for the
gaze-contingent scotoma simulation. An Xbox Microsoft wireless controller was used for
the subject’s input.

2.3. Calibration Procedure and Manual Drift Correction

An inter-pupillary distance (IPD) adjustment and a five point calibration of the eye
tracking (SRAnipal), were performed for all participants before the measuring phase
started [24]. After calibration and IPD adjustment, subjects could begin with each condition
type. At the beginning of each block of each condition type, a manual drift correction was
carried out [24]. Each block started after the experimenter checked the accuracy of the
manual drift correction.

2.4. Experimental Procedure

Before the experiment started all participants had a first initial trial out session of the
VR gaming environment until they felt confident with it. Afterwards participants were
asked to play the 2D VR Pong game [24] consisting of a 3° ball moving at an average
velocity of 21.74 ° s−1 (SD: ±0.63 ° s−1) and two paddles at the left and right edge of the
play area. Whenever the ball hit one of the paddles, it bounced off with the same speed
again and moved on straight lines in different (random) directions. The subjects could
control the two paddles to maintain the ball inside the play area. Participants had to restart
the game if the ball exited the play area.

Additionally, to motivate patients to track the target eccentrically, they were asked
to press a button whenever the ball’s color changed. The ball changed color at random
intervals, and correct identification of color change awarded them points. A time of 2 s
was provided to indicate the color change. Moreover, a concentric rectangle, head-fixed,
measuring ±14.25° horizontally and vertically, was used to motivate the subjects to move
their heads.

2.4.1. Conditions

To each participant, three conditions were presented in the following order (Figure 1):
baseline (BS), augmented scotoma (AS), and central scotoma (CS). During the first condition,
no simulation nor augmentation was applied to play the game. In the augmentation
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condition, a monocular or binocular peripheral assistance was presented around a binocular
scotoma simulation of 12°. Both augmentation and binocular scotoma were gaze-contingent.
For the third condition, only the gaze-contingent binocular scotoma simulation was used
to play the game.

Each condition was (15) minutes long and divided into three gaming blocks of 5 min.
After each gaming block, there was a break during which subjects had to perform the
manual drift correction; after the break, the following block started.

Figure 1. Diagram flow of the study. First, the participants played a baseline (BS) game condition
using their normal vision. During gaming, the ball followed a random trajectory (dotted line).
Afterward, the augmented scotoma (AS) was presented, showing either a monocular cue or binocular
distortion augmentation around the scotoma. The current figure showcases the monocular ring
augmentation. The last condition was the central scotoma simulation (CS). Each condition has three
repetitions (1, 2, and 3) containing the manual drift correction and a 5 min block.

2.4.2. Groups

Participants were divided into five groups depending on the type of assistance pre-
sented during the augmented scotoma condition. The five types of augmentations were
three cued and monocular and two binocular and with optical distortions. The monocular
ones were applied to the dominant eye and concentrically around the scotoma: one was
a 2° broad black ring, 7.5° away from the simulated scotoma’s edges and the other two
were an area of 7.5° diameter, either blurred in or out (Figure 2a: ring, blur-in, blur-out).
The blur had a kernel size of 20 pixels and a sigma value of 5. These values were found to
induce changes in gaze directionality when used peripherally [43,44]. The binocular optical
distortion augmentations displayed were zoom and fish-eye (Figure 2b: zoom and fish-eye).
The magnification applied was 2.11 both for height and width, considered to be a good
value and not above a multiple of four as indicated by Goldstein et al. [45,46]. The distortion
applied had a power of 2.11 on the height and 1.66 on the width following [33].
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ring blur-in blur-out zoom �sh-eye

Cue augmenta�ons - monocular Distor�on augmenta�ons - binocular

12°7.5 ° 12°7.5°2° 12°7.5° 12°7.5° 12°7.5°

(b) (a)

Figure 2. Screenshots and specifications of the monocular (a) and binocular augmentations (b) as
they looked in the VR environment and the different impacts they had on the target. The big black
circle is the gaze-contingent scotoma simulation, and the yellow one is the target: the ball. A text is
added to show better the bluring effect for the blur-in and blur-out augmentations.

3. Data Processing
3.1. Color Change Task: Decoding Where the Scotoma Was Displayed

Gaze-contingent paradigms are lag sensitive. When presenting certain features based
on the position recorded by an eye tracker, there is always a delay between the registered
location and the displaying of the wanted feature [47]. For the current study, having such a
delay meant that the subject could have seen parts or the entire target outside the designed
radius of the simulated scotoma. Such latency fault was causing an error in the correct vs.
incorrect recognition task ratio.

Therefore, the subjects’ eye position during the color change throughout the scotoma
condition was considered. First, Bayes’s theorem was used, and the positive and negative
predictive values were calculated at different gaze-target distances in the same manner as
Sipatchin et al. [24]. A latency error in rendering the central scotoma would be indicated by
a sudden increase in the positive predictive value and a decrease in the negative predictive
value. The gaze-target distances where this would be observed represented the point from
where the scotoma edge was. Additionally, as a further control, the fixation frequency
during the time given to respond to the color change was considered. For this analysis,
the non-smoothed gaze-target distance data was used. A fixation was defined as the gaze-
target distance that was within 1° and kept long enough to process visual information
(between 100 ms to 250 ms) [48,49]. The fixation frequency was calculated as the total
number of fixations made per second during the time interval subjects could indicate the
correct color change. Literature has shown that simple features require one or two eye
fixations to be recognized [50–52]. Fixations above two indicate further extraction of visual
detail [53,54]. Therefore, a fixation frequency between one and two indicated efficient and
rapid information processing. At the same time, further increases above two indicated
inefficient processing. Goldberg and Kotval [55] have indeed shown that an increase in
fixation frequency translated into a more inefficient search to find the relevant and needed
information. During the color change task, different scotoma radii from 7° to 3°, in steps of
1° were tested to identify where would have been detected a fixation rate > 2. If the fixation
rate was >2, the eyes needed more fixations because the target could not be perceived
immediately, indicating an obstacle and, therefore, the presence of the scotoma.

These two tests additionally allowed for the identification of outliers. Each subject that
was not in line with the majority trend and did not show a sudden increase and decrease in
the positive and negative predictive value, respectively, and/or a fixation frequency above
two was considered an outlier.

3.2. Data Analysis

The eye-tracking data first underwent a pre-processing phase. A noise cancellation
filter [56,57], a latency error correction, and saccades smoothing [58] were applied as
described in Sipatchin et al. [24].
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3.2.1. Gaze-Target Distancing: Influence of Condition Type over the Gaze Distance

Following the pre-processing step, the normality of the data was then tested with the
Kolmogorov–Smirnov one-sample test (p < 0.001). The data was not normally distributed;
therefore, the non-parametric Kruskal–Wallis test was used to test the effect of the condition
type (independent variable) over the median distance between the gaze and the center
of the target (dependent variable). These results were further processed using a post hoc
FWER test (Dunn–Šidák).

3.2.2. Gaze Position in Relation to Target: Directional Change across Conditions

Circular statistics [59] were used to identify changes in gaze position relative to target
across the three different conditions between the five groups. First, the data were checked
for circular uniformity using the Rayleigh test. The data was a non-uniform distribution;
therefore, the inverse Power Batschelet distribution was used to analyze the gaze position
relative to the target. More specifically, the modified version of the inverse Power Batschelet
with application to eye data was used [60,61]. Four different functions were used to fit
the data which represented the four peaks (close to right, left, up and down) [60]. All
exemplified directions were where the gaze could have been directed with respect to the
target. The gaze direction in relation to the target was plotted on a polar histogram, and the
data were fitted using a mixture of the four circular distributions, one for each direction.
A non-linear fit square model was used to fit the data, and an R-squared and root mean
square error (RMSE) were calculated to identify the model’s goodness of fit. For each of the
distributions, the fitting function f (θ|µ, κ, λ) given in Equation (1) was used.

f (θ|µ, κ, λ) =
1
N t(θ|µ, κ, λ)

t(θ|µ, κ, λ) = exp

[
κ cos

(
sign(θ − µ)π

( |θ − µ|
π

) 1−0.405228λ
1+0.405228λ

)] (1)

where N =
∫ π
−π t(θ|µ, κ, λ)dθ is a normalisation constant and κ and µ representing, respec-

tively, the concentration and the peak position parameter; λ as the peakedness adapted
from the Jones–Pewsey distribution [62] and the Inverse Batschelet distribution [63]. All
parameters were normalized across the four distributions.

Each function was summed up with different weights ω constrained to the sum of one
since the mixture model of the four directions lies on a simplex. The ω is used as an indication
of a directionality bias, and it quantifies the relative importance of all parameters [60,61].

4. Results
4.1. Color Change Task: Decoding Where the Scotoma Was Displayed

As previously [24], for the cued assistive methods (red, Figure 3), the positive and
the negative predictive values reached a plateau and evidenced a sudden increase and
decrease, respectively, at 5° distance between gaze and target. Additionally, it was observed
that a fixation frequency bigger than two for values between 5° to 3°.

During the optical distortions, the positive and negative predictive values did not reach
a plateau at 5° distance between gaze and target, but it was sill observed a high number
of fixations (Fixation Frequency(s), blue, Figure 3) whenever the gaze-target distance was
between 5° to 3°.

Positive and negative predictive values and fixation frequencies showed that some
subjects performed the task correctly across all conditions. In contrast, others did not,
as evidenced by the violin plots skewed at the edges. For the monocular augmentations,
the probability of positive and negative predictive values and the fixation frequency were
used to detect divergence from the trends across subjects. At the same time, only the
fixation frequencies indicated subjective deviation for the distortions. A total of 6 subjects
were excluded, one per each augmentation type; therefore, for the analysis, 25 participants
were included, five from each group.
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Figure 3. Violin scatter plots for positive and negative predictive values and fixation frequency
of all subjects across different distances between gaze and target separated for the cued (red) and
optical distortions (blue) augmentations. The black dotted line placed at the value 5° inside the plots
indicates the point from which a plateau is starting to emerge for the positive and negative predictive
values when considering the monocular augmentations. Furthermore, for the fixation frequency
shows where the fixation frequency remains within the two fixations per second range. The plateau
and the increase in fixation frequency are starting to emerge below 5°.

4.2. Data Analysis
4.2.1. Gaze-Target Distancing: Influence of Condition Type over the Gaze Distance

Both monocular and binocular augmentations induced a significant change in gaze-
target distance between conditions (ring: χ2 (2) = 9.50, p = 0.01; blur-in: χ2 (2) = 8.54,
p = 0.01; blur-out: χ2 (2) = 9.78, p = 0.01; zoom: χ2 (2) = 10.50, p = 0.01; fish-eye: χ2 (2) = 7.74,
p = 0.02). The post hoc Dunn test evidenced that the scotoma condition was significantly
different than the normal condition following all augmentations: the ring (p = 0.01), blur-out
(p = 0.01), blur-in (p = 0.01), zoom, (p = 0.01), and the fish-eye (p = 0.02) augmentation; and
only the ring augmentation induced a significant change following the normal condition
(ring, p = 0.04). The monocular augmentations were observed to induce an eccentric
viewing behavior that was preserved during the scotoma condition, this was not the case
for the binocular ones (Figure 4).

4.2.2. Gaze Position in Relation to Target: Directional Change across Conditions

There was adequate goodness of fit for all augmentations and across all conditions
(R-squared ≥ 0.94, RMSE = 0.01). The four parameters evidenced changes in the circular
distributions across the three different conditions.

For the ring augmentation (ring, Figure 5), during the baseline condition, the right
and left directions had the highest concentration around the µ. During the monocular cue
condition, the downward distribution was the highest one around its µ value with right
and left decreasing. All through scotoma, the right and the down concentration parameters
were equally the highest. The peakedness parameter remained mostly unaltered between
the baseline, augmentation and scotoma conditions. The ω parameter evidenced a bias for
the up direction during all three conditions.

During the baseline condition of the blur-in augmentation group (blur-in, Figure 5),
the down direction had the highest concentration around the µ value. Once the blur-in
assistance around the scotoma was introduced, the concentration value was the highest
for the right directionality, while all the others decreased close to null values. After the
assistance removal the concentration of the right distribution decreased. The peakedness
parameter was the highest for the right and left direction during baseline, up and left
during augmentation, and right and left again throughout scotoma. The bias parameter
evidenced an upwards bias during baseline, augmentation and scotoma conditions.

For the blur-out augmentation group (blur-out, Figure 5), during baseline, the con-
centration value was the highest for the right and down direction distributions and right
during augmentation and scotoma, with a slight decrease during the last condition. The λ
parameter was the highest for the left direction during baseline, right and left during aug-
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mentation and only right during scotoma. An upwards bias during the baseline condition
is observed, slightly decreasing with the augmentation and during the scotoma.
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Figure 4. Box plots of the distance between gaze and target center for all the augmentations and
all the three conditions (baseline (BS), augmented scotoma (AS), and central scotoma (CS)) tested.
The asterisks above the box plots indicate the post hoc Dunn p-values, one for p-values ≤ 0.05 and
two for p-values ≤ 0.01. The green rectangles represent the target radius, and the dotted lines are
where the edge of the scotoma was considering the latency error. The target is distorted for the zoom
and fish-eye during the augmentation condition. Zoom induced a 2.11 multiplication factor on both
height and width, while the fish-eye generated a magnification of 2.11 on height and 1.66 on width.

As to the distorted augmentations, for the zoom group (zoom, Figure 5), during the
baseline condition, the right (µ: 5.02°) and the left (µ: 190.02°) direction distributions had
the highest concentration. During the peripheral optical distortions, the left distribution
concentration increased and became the highest, and during scotoma, right, up, and left distri-
butions leveled up, while the down remained the lowest. All through baseline, the peakedness
parameter was equally distributed around right, up, and down direction distributions. The up
and down directions were the highest during augmentation, while all through scotoma,
the down distribution has higher than right, up, and left. During baseline, an upwards bias
was observed again. With the optical distortion, the tendency dropped and remained low
during the scotoma condition. At the same time, the downwards direction bias increased both
when the distortion was present around the scotoma and after its removal.

For the second distorted peripheral augmentation used, fish-eye (fish-eye, Figure 5),
the right and left distributions had the highest concentration and low peakedness values
during baseline. Throughout the augmentation condition, the concentration decreased,
and the peakedness parameter increased for both. During the scotoma condition, the left
distribution had the highest concentration for the left and the highest peakedness for the
upwards one. Furthermore, for this group, an initial upwards bias was observed, and the
bias decreased when the augmentation was introduced. In contrast, the downwards
preference increased. During the scotoma condition, the upwards and downwards biases
further reduced and intensified, respectively.
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Figure 5. Polar histograms of gaze direction in respect to the target for all the five augmentations
(cued monocular, red, and optical distortions binocular, blue) were tested across the three conditions
(baseline, augmented scotoma, and central scotoma). The red dotted line represents the outcome
of the fitted non-linear square model, with the R-squared and RMSE values plotted above each
polar histogram. Additionally, the µ values for the right, up, left, and down directions are plotted.
Beneath all polar histograms, an additional histogram representing the κ, λ, and ω parameters for
each directionality is also presented.
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5. Discussion

Central vision is the most critical part of a person’s vision; thanks to it, it is possible
to perceive an object of interest with very fine detail. Therefore, a visual disease such as
scotoma that leads to central vision loss is very debilitating due to the impossibility of
using such a central view. Those affected actively suppress their eyes from looking straight
ahead and instead form a PRL in the intact peripheral vision.

Correctly allocating the PRL in the peripheral visual field is connected to maintaining
a better or worse ability to see. Attention has been shown to play a crucial role in the
influence of the PRL allocation [20,23,64,65].

The present study investigated the effects of a specific type of attention, salience [66,67],
and of optically distorted augmentations over eccentric viewing. A VR pong game induced
smooth pursuit during a target tracking task in participants with simulated scotoma.
Five types of assistive peripheral stimuli, known to generate salience, were presented
around the scotoma. Three were peripheral cues presented monocularly, and two induced
peripheral distortions.

The study revealed that eccentric viewing was successful during the augmentation
for all the peripheral monocular enhancements (red cued augmentations, the target was
visible outside the scotoma area, Figure 4). Eccentric viewing was maintained for the
scotoma condition after the cues were removed. Additionally, the baseline condition
was significantly different from the scotoma condition after removing the augmentation.
The fitting of the distribution of gaze relative to target revealed that monocular cued
augmentations placed in the periphery could modify the distribution concentration and
peakedness values around the four µ direction values. Changes in the concentration and
peakedness meant that the distributions were less spread out whenever the κ values were
high and less flattened around the µ value with high peakedness values. For the ring group,
the concentration values of the right and left directions had more spread-out distributions
when the assistance around the scotoma was used, while the down distribution less so.
For the blur-in, the concentration value of the right direction was the least outspread one.
The λ was more peaked around the up and left directions. As for the blur-out group,
the augmentation condition spread out the down distribution. However, no trend emerged
across groups, nor were any of the changes induced during the augmentations preserved
during the scotoma condition.

Eccentric viewing was carried out successfully also during the distortions but not
after removing them (blue distortion augmentation groups, target was not all the time
visible outside the scotoma area, Figure 4). Same as for the cued monocular groups,
the eyes behavior differed significantly between the baseline and the scotoma condition.
However, eccentric viewing was not the strategy used. An efficient fixation frequency
was observed during the scotoma condition (blue, Figure 3), indicating that the subjects
could acknowledge the target by only directing their eyes at regular intervals to check for
changes in the target. The distorted augmentations also induced changes in the distribution
values of gaze in relation to target. Throughout the zoom augmentation condition the
left distribution was less outspread while the up and down distributions were the most
peaked ones. During the fish-eye augmentation the left distribution became more outspread
and the peakedness increased. However, as observed for the previous cued monocular
augmentations groups, the modifications induced did not have a tendency nor were further
implemented during the scotoma condition.

It can be concluded that there is no trend in the distribution changes induced by either
the cued or distortion augmentations used.

The weight parameter, an general indicator of a directional bias, evidenced an inter-
esting behavior instead. Without simulated scotoma there was an upwards bias, and each
peripheral assistant used further implemented the tendency or decayed it entirely.

The monocular augmentations preserved the bias during presentation and after being
removed. The direction tendency further increased for two of the three monocular cues
after the removal: ring, with the highest raise in such bias, and blur-in. The blur-out
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augmentation only preserved the tendency after the cue was removed. Nonetheless,
the upwards bias remained the highest directional bias during scotoma simulation for all
the groups where the monocular augmentations were used. Additionally, whenever a
down bias was present, an increase in the upwards bias corresponded to a decrease in the
downwards one during the ring and blur-in augmentation and scotoma conditions.

Distorted augmentations implemented the opposite: the upwards bias observed
during the baseline condition decreased during zoom and the fish-eye. The fish-eye
had a more substantial effect in reducing such tendency. Furthermore, to a decrease
in the upwards direction corresponded an increase in the downwards one during the
scotoma condition.

An upwards bias has been previously shown to be present during smooth pursuit [68].
The upwards directional bias implemented with peripheral monocular cues is consistent
with previous literature. Attention stimulation mainly focuses the PRL on the lower
part of the visual hemifield, where the highest attentional capability is allocated [23,65].
Additionally, an eccentric viewing behavior was preserved once monocular cues were
removed. An eccentric viewing was not observed after the presentation of binocular
distortions presentation. Additionally, the PRL was allocated in the higher part of the
visual hemifield, which is known to have reduced attention capabilities compared to the
lower one [65].

Given the current results, there is evidence that monocular cues could be better
augmentations than binocular distortions. Eccentric viewing and directional bias are
maintained after their removal, suggesting that subjects continue implementing the training
they developed while having the scotoma and assistance. The established directional bias
was the most efficient since it is where the highest attentional capability is. Once removed,
one monocular cue, the ring, increased the directional bias even more so than the other
monocular cues. It can be concluded that monocular ring augmentation might employ
better attentional resources for eccentric viewing training.

Given the pilot nature of the study, additional studies with more participants are
needed to confirm the advanced hypothesis. A further limitation to the study was the HTC
Vive Pro Eye. As it was previously observed [38], an error of 1° limited the rendering of a 6°
scotoma radii simulation when using the HTC Vive Pro Eye. The color change task provided
the information that there was a 1° error in the scotoma radii rendering. As previously [38],
a sudden increase in the positive and a decrease in the negative predictive values were
observed for the cued augmentation groups when the eyes were ≤5° away from the target.
Additionally, fixation frequency increased above 2, when the eyes were ≤5° away from the
target, indicative of inefficient visual processing. For all the peripheral augmentations, only
when the eyes were≥5° away from the target did fixation frequency decrease, suggesting the
target was visible only when the eyes were 5° away from the target and not 6°. Nonetheless,
the identified error remained consistent across the present and previous study. Furthermore,
as previously conducted, the error was considered and corrected for.

In general, our study showed that gaming can be used for stimulating eccentric
viewing and that monocular cues presented in the periphery can implement the best-suited
attention resources. The results obtained for the ring augmentation confirm previous
findings [24] where an upwards gaze direction strategy was also observed during and
after removing a monocular peripheral concentric ring around a simulated scotoma. These
results are encouraging for future patient applications where the VR pong game could be
extended with multiple sessions of the augmentation condition applied to train eccentric
viewing. Previous research showed that training periods could be extended up to 2.6 h since
the duration of the training can play an important role in developing a PRL [69]. The effects
seem to last up to 25 months [70]. Additionally, the longer the training period, the more
prolonged the effect induced by the exercise will be. Nonetheless, 1 h long training sessions
for a one-week-long period gave satisfactory results [71], suggesting a good starting point
for future studies.
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On the other hand, caution should be used for those studies implementing augmenta-
tions with peripheral distortions [22,72–77]. This is the first study to investigate the effects
these assistive aids have on eccentric viewing behavior and results showed how peripheral
distortions could negatively alter eccentric viewing and attentional resource allocation.

6. Conclusions

For the first time, the eccentric gaze behavior of normally sighted participants pre-
sented with monocular cues and binocular distorted peripheral augmentations around a
simulated scotoma was investigated.

The study evidenced that monocular cues maintain eccentric viewing and better al-
locate attentional resources even after removal. The results confirmed previous results,
encouraging the study’s application to patients to train eccentric viewing. Additional
training sessions will need to be utilized for future patient applicability to induce a more
long-term bias. The gaming and mixed reality nature of the training offers a perfect combina-
tion of engagement, learning facilitation, and frequent use motivation to suggest a successful
usage of the system as a future eccentric viewing training tool. Binocular distortions in the
periphery, on the contrary, canceled out both attentional resources and eccentric viewing.
The negative impact on eccentric viewing behavior is to be considered for studies currently
or from this point forward that will want to apply distortions as visual aids to patients.
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Summary: 

Digital games and entertainment technology, such as virtual reality (VR), are rapidly emerging as 
impactful healthcare technologies substituting non-vital clinic visits characterized by poorly engaging 
patient rehabilitation techniques. Several studies have shown that VR and gaming can be used for 
rehabilitation programs, including visual training. No study has investigated whether such 
interventions could assist patients with age-related macular degeneration (AMD). With the current 
study, we aimed to examine the feasibility of assistive eccentric viewing training using VR gaming for 
an AMD patient. 

Main text:  

AMD is a leading cause of legal blindness among the elderly in developed countries (1). With the 
progressive accumulation of waste material, commonly known as drusen, and associated processes, 
the central retinal cells experience increasing levels of molecular stress that may ultimately lead to 
cell death and outer retinal atrophy. Patients suffering from AMD experience blurred central vision 
or even central scotomas, i.e., complete loss of central vision. Despite significant visual impairments, 
AMD does not usually cause total blindness as the degeneration is limited to the macular area, 
leaving the peripheral retina intact (2). Naturally, after a while, patients with AMD-induced central 
vision loss start to preferentially use healthy peripheral parts of the retina, a phenomenon known as 
eccentric vision. Due to the lower photoreceptor density in the periphery, the surrogate vision those 
patients eccentrically achieve is far inferior to macular vision but largely helps to sustain mobility 
and independence. While switching to another preferred retinal locus (PRL) is commonly 
accomplished in younger patients, it typically depicts a challenging task for the elderly. The time it 
takes patients to achieve it is highly variable, and some patients never correctly learn it despite the 



availability of clinician-guided training. Here, virtual reality (VR) systems depict a promising 
alternative to traditional interventions due to their technical versatility. 

Additionally, gamification aspects have the potential to improve patient adherence significantly (3). 
Therefore, VR-based applications offer effective and cost-efficient alternatives to traditional 
interventions. Accordingly, their potential is increasingly recognized in the medical sector, as 
reflected by the recent increase in food and drug administration (FDA) approvals for VR applications 
(4). 

In two previous studies (5, 6), we used a VR setup to simulate central scotomas in healthy subjects to 
test their ability to develop eccentric vision with and without assistive stimuli that aimed to facilitate 
eccentric viewing. Participants with simulated macular degeneration are known to form the same 
adaptation to an eccentric viewing as the one observed in patients (7). 

Following previous literature, we could show that the subjects were able to learn eccentric fixation 
and that the training regimen and the use of assistive stimuli significantly accelerated this process. 
However, it remains unclear whether elderly patients with limited technological experience can 
adequately use the equipment and the VR-based application. It is known that the elderly interact 
differently with newer technology, less intuitively, and, consequently, slower than the younger 
population (8). Therefore, more recent technologies, such as VR gaming, must be tested for their 
feasibility. Consequently, this study tested a VR gaming setup in a patient with AMD-associated 
foveal geographic atrophy in both eyes. Best to our knowledge, this is the first study to test the 
feasibility of assistive eccentric viewing training using salient peripheral augmentation during VR 
gaming in an elderly patient suffering from AMD.  

This case study's subject (Figure 1A, B and C) was an emmetropic 78-year-old male with bilateral 
foveal geographic atrophy secondary to AMD. He presented with a BCVA of 20/400 in the right eye 
and 20/80 in the left eye. The lesions in both eyes held a horizontal radius of approximately 1.5 mm 
(≈5° visual angle; see Figure 1A) with a slightly larger total lesion area in the right eye (5.46 mm2 
right eye, 4.30 mm2 left eye). The subject reported only a basic technological experience and no 
previous interaction with a VR headset. For this study, the same training regimen as in the previous 
two studies (5, 6) was used (Figure 1D).  

For the analysis, equivalent to the antecedent research (5, 6), eccentric viewing behaviour was 
measured using gaze directionality and distance between the new PRL and the foveal center. The 
measurement was performed for the dominant eye only since it has been shown that the dominant 
eye is a better indication of preference habit (9) and binocular vision was needed during the 
experiment since eye tracking is more accurate when both eye are considered (10). During the 
baseline condition (first block in Figure 1D), the subject showed a stable downward-right preference 
with a PRL located temporal to the foveal center of the dominant left eye. With the assistive 
stimulus (concentric ring around the central scotoma; second block in Figure 1D), this preference 
was maintained and not disrupted (first and second block in Figure 1E). The results are encouraging 
since previous literature has shown that some stimuli can lead to PRL formation perturbation (6). As 
observed previously, the PRL remained stable after removing the assistive stimulus (5, 6) (third block 
in Figure 1E). From a subjective point of view, the patient did not report difficulties understanding 
and completing the task. In line with this, the obtained game scores were comparable to healthy 
subjects. Additionally, the patient reported being highly engaged and rated the experience as 
enjoyable and entertaining. 



Given the current results, the case study indicated that our VR setup could be successfully used in 
elderly patients suffering from AMD despite basic technological expertise. Although the study is not 
powered to provide a statement concerning accelerated learning of eccentric vision using our VR 
application, future clinical trials in a larger cohort will provide real-life data concerning the potential 
acceleration of initial eccentric vision establishment. Additionally, the technology may help to re-
establish eccentric vision in cases where the initial PRL vanishes due to enlargement of atrophy by 
facilitating the finding of a new PRL. 

Figure legend: 

(A) Fundus and infrared pictures of the subject's posterior poles.  
(B) Fundusautofluorescence (FAF) picture of the posterior pole of the left eye. The foveal 

atrophy is visible as a central area of hypofluorescence caused by atrophy of the retinal 
pigment epithelium (RPE).  

(C) Optical coherence tomography (OCT) scan of the macular region of the left eye. In the 
macular area complete atrophy of the outer retinal layers and the RPE is visible. Due to the 
RPE atrophy, signal amplification is observed in the structures below the affected area 
(Bruch's membrane, choroid).  

(D) Methodology: The experimental setup consists of a two-dimensional (2D) VR Pong game 
with a moving ball and two paddles positioned at the edges of the play area (white 
rectangles). The ball (yellow) follows a random trajectory (indicated by the arrows) that goes 
from one side to the other of the 2D play area after hitting one of the paddles. The two 
paddles can be controlled by the subject and be moved upwards or downwards with the 
goal of keeping the ball inside the play area. An additional task was implemented to 
motivate patients to keep the target visible via eccentric fixation: press a button whenever 
the ball changes color. The ball changes color at random intervals, and a correct 
identification of color change gives points during the game. The sequence of the study: 
before (pre-augmentation) and after (post-augmentation) the peripheral salience condition, 
the patient performed the experiment with macular degeneration (schematic 
representation of the atrophic lesion: the white spot. Only during the peripheral salience 
condition (augmentation), while playing the game, a salient peripheral augmentation was 
presented to the dominant eye, OS (black concentric ring around the scotoma). Each 
condition was tested in three separate 5-minute blocks and the entire experiment was 75 
minutes long, with no need of re-takes.  

(E) Results: Gaze behavior was analyzed in terms of median gaze directionality and median gaze 
decentralized position (gaze distance with respect to target). The results of gaze direction 
(colored arrows) and PRL position (colored boxes) are plotted on the infrared retinal image. 
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